
Findings of the Association for Computational Linguistics: ACL 2024, pages 7961–7973
August 11-16, 2024 ©2024 Association for Computational Linguistics

Empowering Cross-lingual Abilities of Instruction-tuned Large Language
Models by Translation-following Demonstrations

Leonardo Ranaldi (†), Giulia Pucci (⋆), André Freitas(†,∗)
(†) Idiap Research Institute, Martigny, Switzerland

(⋆) Department of Computing Science, University of Aberdeen, UK
(∗)Department of Computer Science, University of Manchester, UK

[first_name].[last_name]@idiap.ch

Abstract

The language ability of Large Language Mod-
els (LLMs) is often unbalanced towards En-
glish because of the imbalance in the distri-
bution of the pre-training data. This dispar-
ity is demanded in further fine-tuning and af-
fecting the cross-lingual abilities of LLMs. In
this paper, we propose to empower Instruction-
tuned LLMs (It-LLMs) in languages other than
English by building semantic alignment be-
tween them. Hence, we propose CrossAl-
paca, an It-LLM with cross-lingual Instruction-
following and Translation-following demon-
strations to improve semantic alignment be-
tween languages. We validate our approach
on the multilingual Question Answering (QA)
benchmarks XQUAD and MLQA and adapted
versions of MMLU and BBH. Our models,
tested over six different languages, outperform
the It-LLMs tuned on monolingual data. The
final results show that instruction tuning on
non-English data is not enough and that se-
mantic alignment can be further improved by
Translation-following demonstrations.

1 Introduction

Large Language Models (LLMs) achieve compre-
hensive language abilities through pre-training on
large corpora (Brown et al., 2020; Touvron et al.,
2023; Ranaldi and Pucci, 2023b). Hence, the ac-
quired language abilities follow the corpora fea-
tures, mostly available in English (Lin et al., 2021;
Pucci and Ranaldi, 2024). This phenomenon pro-
duces an imbalance in both pre-training (Blevins
and Zettlemoyer, 2022) and fine-tuning (Le et al.,
2021). Consequently, LLMs underperform in lan-
guages different from English (Huang et al., 2023).

Efforts to increase multilingual abilities propose
continuing pre-training with large-scale monolin-
gual data (Imani et al., 2023; Cui et al., 2023; Yang
et al., 2023). However, learning a language from
monolingual data requires considerable data and
computational resources.

In this paper, we propose CrossAlpaca, an
Instruction-tuned LLM (It-LLM) empowered with
a semantic alignment between English and other
languages. We analyze how to elicit the non-
English abilities of It-LLMs by focusing on the
crucial phase: instruction-tuning over Instruction-
following demonstrations. Hence, we study the
effect of cross-lingual alignment by proposing
Translation-following demonstrations to improve
the instruction-tuning phase.

In our experiments, we use LLaMA-7B (Touvron
et al., 2023) as the LLM backbone and consider
six target languages selected from among the avail-
able data (shown in Table 4); where data are ab-
sent, we perform a translation task. As Instruction-
following demonstrations, we use the Stanford Al-
paca dataset (Taori et al., 2023) and translated ver-
sions in the corresponding languages, while for
the Translation-following, we use a publicly avail-
able translation resource news_commentary (Tiede-
mann, 2012), the most accessible and extendable to
multiple languages (i.e., CrossAlpaca demonstra-
tions on Figure 1).

Behind an instruction-tuning phase, we evalu-
ate the performance of our six language-specific
CrossAlpacas using four different benchmarks: two
native-multilingual, i.e., XQUAD (Artetxe et al.,
2019) and MLQA (Lewis et al., 2020), and two
native-monolinguals, MMLU (Hendrycks et al.,
2021) and BBH (Suzgun et al., 2022). The results
show that CrossAlpacas instructed with language-
specific instruction and translation data far out-
perform Alpacas instructed only with non-English
demonstrations. However, even though CrossAl-
paca reduces the gap, the Translation-following
models of the original Alpaca still perform best.
This result shows that LLaMA’s learning abili-
ties on English data are superior to those on non-
English data. The semantic alignment task also
improves the cross-lingual abilities of It-LLMs.

Our findings can be summarized as follows:
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Figure 1: Our x-CrossAlpacas are fine-tuned on Instruction-following and Translation-following demonstrations.
This example shows the it-CrossAlpaca, fine-tuned on it-Alpaca and Translation-following demonstrations.

• The learning abilities of LLMs on non-English
Instruction-tuning tasks are limited;

• The multi-lingual abilities of Instruction-
tuned LLMs could be empowered through
cross-lingual alignment;

• Thus, we propose CrossAlpaca, an Instruction-
tuning approach for non-English models
that are based on Instruction-following and
Translation-following demonstration for tar-
get language;

• We show that It-LLMs are able to semanti-
cally align through cross-lingual Translation-
following demonstrations via an extensive
evaluation on four multi-lingual QA bench-
marks.

2 Related Work

2.1 Pre-trained Language Model on
Cross-Lingual Corpora

The next token prediction based on the prefix se-
quence, as well-known as language modeling, is
the everlasting task of modern NLP (Tenney et al.,
2019). The extensive knowledge of today’s Large
Language Models (LLMs) depends on the billions
of neurons trained on large-scale corpora with
derivatives of the language modeling task. Conse-
quently, the pre-training corpora are predominantly
in English, e.g., BooksCorpus (Zhu et al., 2015),
MEGATRON-LM (Shoeybi et al., 2019), Guten-
berg Dataset (Lahiri, 2014) PILE (Gao et al., 2020),
C4 (Dodge et al., 2021), RefinedWeb (Penedo et al.,
2023); therefore, LLMs usually have much better
knowledge of English than other languages.

Aulamo and Tiedemann (2019); Abadji et al.
(2022), in order to solve this problem, propose
forward corpora translated into several languages.
However, these corpora are not as huge as their
competitors, and the lack of massively parallel data
in the pre-training corpora also prevents LLMs
from aligning the different languages well (Li et al.,
2023).

2.2 The Instruction-tuning Paradigm
Ouyang et al. (2022); Wei et al. (2022) fine-tuned
LLMs using the Instruction-tuning method based
on Instruction-tuning data, which are instruction-
response corpora, to make LLMs more scalable and
improve zero-shot performance. In this method, the
LLM backbone is fed with data from the instruction
(I,X, Y ), where I is an instruction describing the
task’s requirements, X is the input, which can be
optional, and Y is the output for the given task.
The goal of this method is to minimize the function
f(Y ):

f(Y ) = argmin
θ

log pθ(Y | I,X) (1)

where θ are model learnable parameters.
Earlier studies show that the instruction-tuning

method of LLMs with both human (Wang et al.,
2023) and synthetic-generated instructions (Taori
et al., 2023; Xu et al., 2023) empowers the ability
of LLMs to solve considerable tasks in zero-shot
scenarios.

However, we state that the generally used
instruction-tuning datasets, alpaca (Taori et al.,
2023), Self-Instruct (Wang et al., 2023), Self-Chat
(Xu et al., 2023) or a teacher-student alignment
approaches (Ranaldi and Freitas, 2024), conceived
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Figure 2: Examples of Translation-following demonstrations. In this particular example, there are two demonstra-
tions with two different directions from English to German (en-x) and vice versa.

in English, which limits the prospect of LLMs to
follow non-English instructions and therefore solve
related tasks.

2.3 Instruction-tuning is at hand

Large Language Models have considerable success
with many techniques in vogue, such as Instruction-
tuning. However, their prohibitive size only allows
part of the scientific community to experiment with
these models.

The latest advances that make these models and
techniques accessible involve efficient parameter
tuning. Parameter-Efficient Tuning (PEFT) is an ef-
ficient technique to adjust a small part of the model
parameters and freeze the others. The main goal
is to significantly reduce computational and stor-
age costs while maintaining the performance of the
original models. The standard techniques for PEFT
are LoRA (Hu et al., 2021a), Prefix Tuning (Li and
Liang, 2021), P-Tuning (Liu et al., 2022). The ba-
sic idea is to keep the pre-trained model weights
and incorporate low-rank matrices in each archi-
tecture layer. This approach significantly reduces
the number of parameters that require training for
subsequent tasks, thereby increasing overall effi-
ciency. This building block has been and continues
to be very important because it skills the scientific
community to fair research and enables the devel-
opment of multiple open-source works.

2.4 Cross-lingual Instruction-tuning
Challenge

Recent work has shown the remarkable abilities of
LLMs in learning instruction in different languages.
Santilli and Rodolà (2023); Chen et al. (2023) pro-
posed monolingual fine-tuning LLaMA adaptations
on language-specific translated instructions. The

Model Language Name
Alpaca (Taori et al., 2023) English en-Alpaca
Alpaca-Chinese (Chen et al., 2023) Chinese zh-Alpaca
Arabic Alpaca (Yasbok) Arabic ar-Alpaca
Camoscio (Santilli and Rodolà, 2023) Italian it-Alpaca
Guanaco (Kohaku-Blueleaf, 2023) Spanish es-Alpaca
German Alpaca (Thissen, 2023) German de-Alpaca

Table 1: Details and names of mono-lingual Instruction-
tuned Large Language Models that use a language-
specific version of Alpaca as instruction-tuning data.

use of optimization techniques introduces in Sec-
tion 2.3, to propose engaging custom adapters for
various tasks. Zhang et al. (2023); Ranaldi and
Pucci (2023a) investigated the cross-lingual abil-
ities of It-LLMs by promoting the effects of aug-
menting instruction demonstrations. In particular,
Zhang et al. (2023) use fine-grained custom trans-
lations that are not easily accessible, while Ranaldi
and Pucci (2023a) propose a multilingual approach
by considerably increasing instruction and transla-
tion tasks. However, these studies have opened an
interesting avenue in analyzing the cross-lingual
abilities of It-LLMs.

In this paper, we take the next step by propos-
ing our CrossAlpaca. Our methods show of the
cross-lingual learning abilities of It-LLMs on a
large scale. Using four well-known benchmarks,
we show that the weaknesses of It-LLMs trained on
non-English data can be strengthened with cross-
lingual alignment approaches. Hence, our analyses
aim to understand the role of Instruction-following
and Translation-following demonstrations in clos-
ing the gap in learning and adapting LLMs’ abili-
ties to non-English languages.

3 Data & Methods

Pre-training from scratch a Large Language Model
(LLM) in multiple languages is cost-prohibitive for
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data collection and parameter learning. This is the
reason why the trend is to do further fine-tuning
to strengthen the models’ abilities in a specific lan-
guage (Tanti et al., 2021; Moslem et al., 2023). In
this paper, we aim to exploit the abilities of pre-
trained LLMs for non-English languages by further
improving the alignment between English and the
target language. Hence, in Section 3.1, we intro-
duce the challenge of fine-tuning an LLM on a
mono-lingual custom scenario. Furthermore, in
Section 3.2, we propose our approach to fine-tune
cross-lingual LLMs.

3.1 Mono-lingual Instruction-tuning

The limited accessibility and transparency of paid
API services of state-of-the-art LLMs have pushed
research toward developing open-source models.
Using the instruction-tuning paradigm (Section
2.2) and Stanford Alpaca (Taori et al., 2023), a
corpus consisting of 52k of English instruction-
output pairs generated by text-davinci-003, sev-
eral Instruction-tuned versions of LLaMA were
released.

Following this approach, multiple mono-
lingual Instruction-tuned versions of LLaMA
were proposed by translating the Stanford Alpaca
Instruction-following data into the specific lan-
guage. Table 4 (Appendix B) shows a set of al-
paca versions available as open source. Following
a systematic analysis of the translated versions of
Alpaca in official repositories1, the languages of
the benchmark datasets, and the translation pairs
present in news_commentary, which will be intro-
duced later, we selected the languages that share
the most already available data. Table 1 shows the
custom versions used in this work, which for sim-
plicity will be renamed x-Alpaca, where x indicates
the specific language.

3.2 Cross-lingual Instruction-tuning

Mono-lingual Instruction-tuning approaches (Sec-
tion 3.1) reward LLMs’ multi-lingual abilities.
However, the use of translated Alpaca alone for
the specific language is not sufficient to elicit the
non-English ability of LLMs. For this reason,
we propose CrossAlpaca (Figure 1), which en-
riches the cross-lingual Instruction-tuning with the
Translation-following demonstrations. We aim to
highlight LLMs’ English and non-English abilities

1official versions on https://github.com/tloen/
alpaca-lora and https://huggingface.co/models

by proposing a semantic alignment task to enrich
versions of Alpaca.

Instruction-following demonstrations The orig-
inal version of Alpaca is in English. However,
as described in Section 3.1, different open-source
translations are produced with a translation engine.
In our experiments, we propose the Instruction-
tuning phase with the original English version (en-
Alpaca) and the translated language-specific ver-
sions. Moreover, we propose the CrossAlpaca ver-
sions built with the different Alpacas translated into
the specific language and the cross-lingual transla-
tions (introduced later). In this way, we investigate
the abilities of the LLM backbone in understanding
multilingual instructions and cross-lingual align-
ment.

Translation-following demonstrations Learn-
ing general instruction data is a sensible strategy
for building models to solve multi-tasks directed
by instructions (Wang et al., 2023; Zeng et al.,
2023). However, translation data could contribute
to learning semantic alignment. Zhang et al. (2023)
showed that the translation performance of LLMs
could be improved by using expertly annotated
translation data, and Zhu et al. (2023) showed that
it could be beneficial for instruction-tuning.

Inspired by Zhu et al. (2023), we use publicly
available sentence-level translation datasets, such
as news_commentary (Tiedemann, 2012), to con-
struct the translation task instruction demonstra-
tions. We also propose extending this to additional
languages, which we release as an open-source
dataset. In particular, for each specific language,
we constructed 20k demonstrations. Hence, follow-
ing the Alpaca style (Instruction, Input, and Out-
put) (see Figure 1), we randomly selected 10k En-
glish to non-English translations and 10k random
non-English to English translations (all transla-
tions come from news_commentary).We have con-
structed these correspondences for the languages
mentioned above in Section 3.1. Figure 2 shows a
case of Translation-following for English-German
direction (en-de) and vice versa (de-en).

4 Experiments

In order to observe the English and non-English
abilities of Large Language Models (LLMs) and
the impact of the Instruction-tuning approach in
cross-lingual scenarios, we propose CrossAlpaca.
Our approach is based on instruction-tuning on
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Figure 3: Evaluation results on proposed benchmarks. The dotted line represents the performance of the original
Alpaca (Taori et al., 2023) on English tasks.

language-specific data augmented with a cross-
lingual semantic alignment. Hence, we set sev-
eral baseline models (Section 4.1), which we aug-
mented with our CrossAlpaca approach (Section
4.2). Finally, we performed a series of systematic
evaluations (Section 4.3.1) to observe the impact
of the proposed intervention.

4.1 Baseline Instruction-tuned LLMs

The common denominator among the It-LLMs
shown in Table 1 is the LLM backbone, LLaMA-
7B (Touvron et al., 2023). Starting from
Instruction-following data from the original Alpaca
(Taori et al., 2023) and its open-source non-English
versions2, we reproduced x-Alpaca for x specific
languages: Chinese (zh), Italian (it), Arabic (ar),
Spanish (es), German (de) and the original English
version (en).

4.2 Cross-lingual Instruction-tuned LLMs

The CrossAlpacas are instruction-tuned on
Instruction-following and Translation-following
demonstrations (CrossAlpacas demonstrations).
The first ones stem from the resources intro-
duced in Section 4.1. The second comes from

2open-source code is available on https://github.com/
tloen/alpaca-lora

news_commentary (Tiedemann, 2012).
Our approach generates a series of instruction-

tuned versions of the data shown in Figure 1. We
have named the versions x-CrossAlpaca where x de-
notes Chinese (zh), Arabic (ar), Italian (it), Spanish
(es), and German (de).

4.3 Experimental Setup
In order to assess the performance of the CrossAl-
paca, we defined several benchmarks (Section
4.3.1) on which we applied systematic tuning (Sec-
tion 4.3.2) and evaluation (Section 4.3.3) pipelines.

4.3.1 Benchmarks
To evaluate the performance of the It-LLMs and the
impact of the translation-based semantic alignment
approach, we used two cross-lingual (XQUAD
(Artetxe et al., 2019), MLQA (Lewis et al., 2020))
and two multi-task (MMLU (Hendrycks et al.,
2021) and BBH (Suzgun et al., 2022)) benchmarks.
XQUAD and MLQA focus on understanding ques-
tions and answers through translation into different
languages. MMLU and BBH, being multi-task
benchmarks, include subtasks related to Boolean
expressions and QA on basic-level subjects (e.g.,
chemistry, physics). However, we decided to in-
troduce them to observe whether our approach de-
grades performance in these tasks. The first two
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datasets selected are appropriately constructed for
multi-language testing, while the second two are
available only in English. So we do a preliminary
translation step as outlined below.

MultiLingual Question Answering (MLQA)
(Lewis et al., 2020) evaluatates cross-lingual ques-
tion answering performance. The benchmark com-
prises over 5K extractive QA instances in the
SQuAD (Rajpurkar et al., 2016) format in several
languages. MLQA is highly parallel, with QA in-
stances aligned across four languages on average.
Although comprising different languages, some
languages are not represented, such as Italian. To
conduct the experiments uniformly, we have trans-
lated the examples as also done in the forthcoming
MMLU and BBH.

Cross-lingual Question Answering Dataset
(XQUAD) (Artetxe et al., 2019) consists of a sub-
set of 240 paragraphs and 1190 question-answer
pairs from the development set of SQuAD v1.1 (Ra-
jpurkar et al., 2016) with their manual translations
into several languages. Consequently, the dataset
is entirely parallel across 11 languages.

Massive Multitask Language Understanding
(MMLU) (Hendrycks et al., 2021) measures
knowledge of the world and problem-solving prob-
lems in multiple subjects with 57 subjects across
STEM, humanities, social sciences, and other areas.
The benchmark is native in English; however, we
translated it into five additional languages3.

BIG-Bench Hard (BBH) (Suzgun et al., 2022)
is a subset of challenging tasks related to naviga-
tion, logical deduction, and fallacy detection. Here
again, the benchmark is native English, and we
have translated it into five languages3.

4.3.2 Models Setup

In order to align the results with the state-of-the-
art models, we used the alpaca_LoRA (Hu et al.,
2021b) code2, adopting the same hyperparameters.

We performed the fine-tuning with a single
epoch and a batch-size of 128 examples, running
our experiments on a workstation equipped with
two Nvidia RTX A6000 with 48 GB of VRAM.

3We performed translations using the Google translator
API from English to Chinese (zh), Italian (it), Arabic (ar),
Spanish (es), German (de). Resources will be made available
along with the publication

4.3.3 Evaluation

As an evaluation metric, we use accuracy. Hence,
we estimate accuracy by measuring exact match
values in the zero-shot setting. For each model, the
parts of benchmarks related to the specific language
are used (e.g., for zh-Alpaca and zh-CrossAlpaca,
data from MLQA, XQUAD, MMLU, and BBH in
Chinese are used).

5 Results

Improving non-English abilities in Instruction-
tuned Large Language Models (It-LLMs) remains
challenging. However, the x-CrossAlpacas re-
vealed improved results in cross-lingual Ques-
tion Answering (QA) benchmarks and maintained
logical-mathematical skills. From the results of
Figure 3 (further detailed in Table 3), it is possible
to observe the weaknesses emerging from the fine-
tuning of the translated versions of Alpaca (Section
5.1), the improvement obtained from the alignment
phase is encouraging (Section 5.2) but it is not
enough to outperform the English one. Therefore,
we investigated the impact of demonstrations on
downstream performance (Section 5.3).

The fine-grained analysis highlighted the impor-
tance of cross-lingual alignment data and the crit-
ical issues with non-English data. This opens the
way for new hypotheses regarding the imbalance
of pre-training languages and learning abilities via
instruction-tuning.

5.1 Translating the Alpaca is not the right way

The instruction-tuning on LLaMA, predominantly
pre-trained in English, affects x-Alpaca. Figure
3 and in terms of numbers, Table 3 show that in
both MLQA and XQUAD, there is a gap of 55 and
53 average points between en-Alpaca and the x-
Alpacas. This phenomenon is mitigated for MMLU
and BBH, where we observed an average gap of 18
and 14 points. Instructing an LLM on Alpaca-style
demonstrations translated into different languages
is not always a good strategy. However, some x-
Alpacas, such as zh-Alpaca and de-Alpaca, have
performed better. We hypothesize that this phe-
nomenon is related to the scale of the pre-training
data in the respective languages and, thus, the abil-
ities of the LLaMA. In future developments, we
plan to extend the study on other LLMs beyond
LLaMA to observe whether the phenomenon is
similar, milder, or more significant.
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QA en- avg- avg- δ
Task Alpaca Alpaca CrossAlpaca

MLQA 0.89 0.34 0.64 +0.30
XQUAD 0.97 0.31 0.65 +0.30
MMLU 0.42 0.24 0.32 +0.08
BBH 0.30 0.24 0.28 +0.04

Table 2: Averages of the results on proposed bench-
marks. The column δ indicates the difference between
avg-Alpacas and our avg-CrossAlpacas.

5.2 CrossAlpaca: A cross-lingual solution

Semantic alignment through Translation-following
demonstrations during fine-tuning could have a
valuable impact on the cross-lingual abilities of
It-LLMs. The x-CrossAlpacas outperformed the
x-Alpacas by 30 average points on MLQA, 34 av-
erage points on XQUAD, 8 on MMLU, and 4 on
BBH (see Table 2 and more detailed in Table 3).
They also brought their performances closer to the
sota obtained from the original Alpaca by 25 points
on MLQA and 22 average points on XQUAD. In
MMLU and BBH, the gap became very close, with
averages of 10 and 2 points (see Table 2 or the line
’en-Alpaca vs avg-CrossAlpaca’ in Table 3).

Enriching Translation-following demonstrations
has outstanding influences on the cross-lingual
abilities of the It-LLMs. However, even in this
case, Chinese and German models (zh- and de-
CrossAlpaca) outperformed Arabic by many points
and, in some specific cases, Spanish and Italian as
well. This phenomenon, we hypothesize, is related
to the diversity in corpus representation within the
pre-training data, as shown in (Yang et al., 2023).
Therefore, cross-lingual approaches do not have an
incisive impact as in languages less present in the
pre-training phases of the language model.

5.3 Ablation Study

Our CrossAlpacas, distinguished by the construc-
tion of the demonstrations pairs (Section 4.2),
achieves significant performance improvements
and contributes to closing the gap between the orig-
inal Alpaca (en-Alpaca) and a series of x-Alpacas
in different languages. In order to show the impact
of enrichment with cross-lingual demonstrations,
we propose two different analyses. In the first anal-
ysis, we incrementally decrease the training data,
in particular on the Translation-following demon-
strations side (Section 5.4). In the second, still
working on the Translation-following part (defined
by half en-x and half x-en demonstrations), we an-

Figure 4: Evaluation of proposed benchmarks of the
demonstrations used for instruction-tuning our CrossAl-
pacas.

alyze the impact of the demonstrations by splitting
the experiments into en-x and x-en (Section 5.4.1).

5.4 Translation-following demonstrations
empower non-English abilities.

Figure 4 (for a more extensive analysis please re-
fer to Figure 6 in the Appendix) shows the non-
English performance of the x-CrossAlpaca on the
benchmarks under different scales of Translation-
following demonstrations4. The x-CrossAlpacas
achieve higher accuracy when more demonstrations
are used, revealing the benefits of cross-lingual
alignment to improve non-English performance.
However, Translation-following demonstrations
are built in two directions: x-en and en-x (foreign-
English and English-foreign). Although equally
distributed, we are still determining whether there
is an asymmetry between the two types of contri-
butions.

Finally, this result is less pronounced for the
multi-task benchmarks (see Figure 6 MMLU and
BBH). This could be related to the fact that in the
benchmarks, there are logical-mathematical sub-
tasks which are less language dependent (com-
paratively simpler syntax, smaller vocabularies),
and hence, our cross-lingual approach does not
influence the results for MLQA and XQUAD as

4The Traslation-following demonstrations are equally se-
lected in a random way from the 10k en-x and x-en.
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much. Furthermore, it is possible to observe a trend
in language groups, particularly Chinese-German,
Italian-Spanish, and Arabic. This trend, which re-
curs frequently in the results of our experiments,
will be further investigated in future work.

Figure 5: Evaluation of proposed benchmarks using one-
direction Translation-following demonstrations. For en-
x for English-foreigner and x-en for foreign English.

5.4.1 Demonstration direction matters on
non-English abilities

Figure 5 shows the evaluation conducted in varying
directions of the translation-following demonstra-
tions. In particular, demonstrations with English-
foreign direction (en-x) better impact downstream
models. Conversely, foreign-English (x-en) demon-
strations perform better than baselines but under-
perform demonstrations in the opposite direction.
However, as shown in Figure 5 (and complete Fig-
ure 7), the x-CrossAlpacas continue to outperform.
Nevertheless, the trend of translation-following
demonstrations with one direction is interesting.
Again, as was the case in the previous ablation
study, the multi-task benchmarks (see MMLU and
BBH in Figure 7) do not seem to obtain significant
influences, which reinforces the hypothesis that the
models are greatly affected by cross-lingual capa-
bilities in tasks where there is a strong presence of
natural language.

6 Future Works

The cross-lingual abilities of Intruction-tuned
Large Language Models (It-LLMs) seem to be sup-
ported by LLMs, such as in the case of Alpaca,
the LLaMA backbone. However, it seems that
low-impact demonstrations at the data level can
enrich these abilities. We obtained valuable re-
sults from our experiments by proposing strategic
demonstrations, i.e., Translation-following demon-
strations. These results were proposed by perform-
ing fine-tuning on LLaMA-7B as done by Taori
et al. (2023).

In future work, we would like to continue to in-
vestigate by increasing the number of parameters
in LLaMA and including additional backbone mod-
els. In addition, it might be interesting to evaluate
the impact on low-resource languages as done for
in-context settings in (Ranaldi et al., 2024). Hence,
we would like to get to the underside of perfor-
mances obtained in some experiments (see Section
5.4) by extending previous epistemic approaches
(Ranaldi et al., 2023a,c,b) to It-LLMs. In parallel,
plans include analyzing the translation capabilities
of general It-LLMs and those enhanced with trans-
lation tasks, including some specialized translation
tasks among our evaluation benchmarks. Finally,
we would like to investigate the learning abilities of
the original Alpaca as the translation data change,
proposing different probing experiments on (origi-
nal) English data enhanced with translations.

7 Conclusion

In this paper, we proposed CrossAlpaca, an ap-
proach to empowering the instruction-tuning of
LLMs on non-English data. Specifically, we cou-
pled Instruction-following (Alpaca-style) demon-
strations with Translation-following demonstra-
tions. Our method seeks to instruct the LLM to se-
mantic alignment between English and non-English
overperforms models instructed on non-English
texts. In particular, thanks to our CrossAlpaca
demonstrations, the instructed models achieved sig-
nificant performance improvements on four Ques-
tion Answering benchmarks XQUAD, MLQA,
MMLU, and BBH. In addition, we observe that
semantic alignment strengthens with increasing
Translation-following data; this demonstrates the
de-facto abilities of It-LLMs to learn from instruc-
tions. Our approach and results contribute to im-
proved research on the potential for producing
more powerful LLMs for non-English languages.
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A Appendix

Model MLQA XQUAD MMLU BBH

A
lp

ac
a

en-Alpaca 0.89 0.87 0.42 0.30
zh-Alpaca 0.48 0.38 0.26 0.25
ar-Alpaca 0.17 0.16 0.18 0.20
it-Alpaca 0.35 0.32 0.21 0.25
es-Alpaca 0.32 0.33 0.19 0.24
de-Alpaca 0.36 0.39 0.24 0.25
avg-Alpaca 0.34 0.31 0.24 0.24

C
ro

ss
A

lp
ac

a zh-CrossAlpaca 0.70 0.69 0.36 0.28
ar-CrossAlpaca 0.56 0.60 0.25 0.25
it-CrossAlpaca 0.64 0.65 0.28 0.27
es-CrossAlpaca 0.65 0.64 0.28 0.28
de-CrossAlpaca 0.64 0.67 0.32 0.29
avg-CrossAlpaca 0.64 0.65 0.32 0.28

en-Alpaca vs avg-Alpaca 0.34(-0.55) 0.31(-0.56) 0.24(-0.18) 0.24(-0.06)
en-Alpaca vs avg-CrossAlpaca 0.64(-0.25) 0.65(-0.22) 0.32(-0.10) 0.28(-0.20)
avg-CrossAlpaca vs avg-Alpaca (+0.30) (+0.34) (+0.08) (+0.04)

Table 3: Evaluation results on proposed benchmarks. The avg- lines are the averages of x-Alpacas and x-
CorssAlpacas. The last three lines indicate the comparisons between en-Alpaca. The last line indicates the
comparisons between avg-Alpacas and avg-CrossAlpacas.

B Appendix

Language Alpaca MLQA XQUAD MMLU BBH News_commentary
Arabic x x x - - x
Chinese x x x - - x
English x x x x x x
German x x x - - x
Greek - x x - - x
Hindi x x x - - x
Italian x - - x x x
Russian x x x - - x
Spanish x x x - - x
Turkish x - x - - -
Vietnamese - x x - - -

Table 4: List of available state-of-the-art resources.
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C Appendix

Figure 6: Evaluation of all proposed benchmarks of the demonstrations used for instruction-tuning our CrossAlpacas.

D Appendix

Figure 7: Evaluation of all proposed benchmarks using one-direction Translation-following demonstrations. For
en-x for English-foreigner and x-en for foreign English. With the red cross, we indicate the results of the x-Alpaca
standards, and with the green diamond, the results of our x-CrossAlpaca.
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