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Abstract

Supervised finetuning (SFT) on instruction
datasets has played a crucial role in achieving
the remarkable zero-shot generalization capa-
bilities observed in modern large language mod-
els (LLMs). However, the annotation efforts
required to produce high quality responses for
instructions are becoming prohibitively expen-
sive, especially as the number of tasks spanned
by instruction datasets continues to increase.
Active learning is effective in identifying use-
ful subsets of samples to annotate from an un-
labeled pool, but its high computational cost
remains a barrier to its widespread applicability
in the context of LLMs. To mitigate the anno-
tation cost of SFT and circumvent the compu-
tational bottlenecks of active learning, we pro-
pose using experimental design. Experimental
design techniques select the most informative
samples to label, and typically maximize some
notion of uncertainty and/or diversity. In our
work, we implement a framework that evalu-
ates several existing and novel experimental
design techniques and find that these methods
consistently yield significant gains in label effi-
ciency with little computational overhead. On
generative tasks, to reach the same generaliza-
tion performance, our methods save 50% of the
annotation cost compared to random sampling.

1 Introduction

Supervised finetuning (SFT) on instruction datasets
has shown immense potential in improving the
zero-shot performance of large language models
(LLMs) (Wei et al., 2022). Recent developments in
this field have been fostered by the availability of
large-scale instruction datasets, consisting of nat-
ural language instructions with desired responses
based on human judgment (Wei et al., 2022; Mishra
et al., 2022; Longpre et al., 2023). Throughout the
community, there have been several efforts to fur-
ther increase the number of tasks included in these

∗Equal contribution, alphabetically ordered.

datasets to improve LLM generalization (Xu et al.,
2022; Wang et al., 2022; Honovich et al., 2022;
Wang et al., 2023c). In addition, supervised fine-
tuning is especially important for handling novel
forms of tasks. For example, to develop new multi-
modal capabilities or defend against novel prompt
hacking strategies, one must need human generated
responses to finetune existing state-of-art models
like GPT-4.

A crucial bottleneck of SFT is the need for an-
notating a massive set of instructions with detailed
responses, which can be done either manually or
automatically. For improving state-of-art models,
one necessarily need to rely on manual approaches.
This involves the use of crowd-workers or expert
annotators, who produce high quality responses
for almost any task but can become extremely ex-
pensive at scale due to the labor intensive process
of annotation. To improve small scale and more
domain-specific language models, automatic an-
notation methods have been proposed to reduce
the burden on human annotators by labeling in-
structions using preexisting LLMs (Honovich et al.,
2022; Wang et al., 2023c; Peng et al., 2023). How-
ever, models like GPT-4 are still costly to query,
making the annotation for a large set of prompts
potentially prohibitive. In addition, for specialized
domains, human experts are still crucial in this an-
notation process as general LLMs may not provide
high quality responses. Therefore, we seek to an-
swer the following question:

Can we propose label-efficient strategies that
annotate fewer prompts while obtaining equally
good generalization performance?
Towards improving the label efficiency of deep

models, researchers have been predominantly fo-
cusing on Active Learning (Settles, 2009; Gal et al.,
2017; Sener and Savarese, 2017; Ash et al., 2019;
Zhang et al., 2023). These techniques have been
proven useful in some relatively easier NLP tasks
such as machine translation (Honovich et al., 2022)
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Figure 1: Comparison between different annotation schemes for label-efficient SFT. Random sampling simply
chooses prompts uniformly at random which underperforms as it is prone to redundancy and may oversample from
the major modes. On the other hand, one can choose them more strategically both through active learning and
experimental design. Active learning, however, is an adaptive procedure and requires computationally expensive
model retraining and inference for every batch of annotation. In this paper, we study the problem through the lens
of experimental design, which enjoys increased label-efficiency compared to random sampling, while incurring
minimal computation cost compared to active learning.

and classification (Perlitz et al., 2023), but remain
under-explored in general natural language gen-
eration tasks. As shown in Figure 1, the active
learning framework incrementally adds batches of
samples to the labeled pool by repeatedly: (1) train-
ing a model on the currently labeled data and (2)
using some model dependent measure of informa-
tiveness to select a new batch of points to query
the annotator (Atlas et al., 1989; Settles, 2011).
However, each iteration of active learning requires
performing inference on all unlabeled samples and
retraining the model on the expanded set of labeled
samples (Coleman et al., 2020; Das et al., 2023). In
the context of parameter-heavy LLMs where infer-
ence and training are expensive, the computational
cost associated with active learning may outweigh
its potential savings in annotation costs.

In this work, we propose leveraging experimen-
tal design to select the optimal set of instructions
to annotate. Experimental design concerns situa-
tions where we have to organize an experiment in
order to gain some information about an object of
interest. In the context of training an AI system,
the “experiment” involves selecting a subset of un-
labeled examples from a large pool for labeling in
order to create a training set to learn a good model
(the object of interest, in this case). As demon-
strated in Figure 1, in contrast to active learning
where the labeled set is expanded incrementally,
experimental design techniques select the set of

samples to label in a single step based solely on the
initial model. This circumvents almost all of the
computational cost of active learning, allowing for
gains in label efficiency to be realized with practi-
cally no overhead. While experimental design has
been studied theoretically, its empirical benefits
have been underexplored.

We introduce a framework for evaluating experi-
mental design techniques for finetuning LLMs, and
propose a suite of experimental design techniques
that demonstrably improve the label efficiency of
SFT. We develop novel scores, such as maximum
token uncertainty, that quantify the LLMs uncer-
tainty on a particular sample and correlate well
with its usefulness as training data. We also pro-
pose a class of experimental design heuristics that
employ the facility location function as an objec-
tive, to select a diverse and representative set of
samples for annotation.

Overall, our contributions can be summarized
as follows: (1) we are the first, to the best of our
knowledge, to utilize experimental design for SFT
(2) we introduce a framework to perform compre-
hensive evaluation on existing experimental design
techniques (3) we propose a suite of novel strate-
gies that improve the label efficiency, significantly
outperforming random sampling by more than 2%
accuracy across different annotation budgets (4)
compared to previous works (Kung et al., 2023;
Perlitz et al., 2023), our work is the first to see an-
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notation cost savings on generative tasks. To reach
the same generalization performance, our methods
save 50% of the annotation cost compared to ran-
dom sampling (unlike random sampling that fails
to achieve the same generalization).

2 Related Work

Experimental Design Experimental design gen-
erally refers to situations where the experiment
is chosen before the collection of information (la-
bels) starts. This is in contrast to situations where
the experiment is designed in a sequential adap-
tive fashion, responding to information contained
in labels to guide selection of the next points in
the design. This is called sequential experimental
design or active learning in the parlance of ma-
chine learning. See Pukelsheim (2006) for an ex-
cellent overview of classical experimental design
techniques and Pronzato and Pázman (2013) for a
treatment of modern approaches to experimental
design in nonlinear models.

Our study focuses on experimental design, rather
than active learning. Active learning generally re-
quires retraining the model and forward inference
on the entire pool after each batch of labels is gath-
ered in order to select the next batch for labeling.
The retraining and repeated inference can be com-
putationally expensive, particularly in the case of
LLMs. Experimental design does not require ad-
ditional computation of this sort, since the subset
selection of unlabeled examples is done just once
before any labels are collected.

Deep Active Learning Data selection strategies
for label-efficient learning have been largely stud-
ied under the framework of deep active learning,
which sequentially and adaptively choose informa-
tive examples to annotate. Deep active learning
methods typically use measures of uncertainty (At-
las et al., 1989; Settles, 2011; Gal et al., 2017;
Ducoffe and Precioso, 2018; Beluch et al., 2018),
diversity (Sener and Savarese, 2018; Geifman and
El-Yaniv, 2017; Citovsky et al., 2021), or some
combination of both (Wei et al., 2015; Ash et al.,
2019, 2021; Zhang et al., 2022; Nuggehalli et al.,
2023) in order to determine a set of useful sam-
ples to annotate. In addition to classical instance-
level selection, there are also many existing works
focused on task-wise selection (Xu et al., 2023;
Chen et al., 2023b; Wang et al., 2023a; Fifty et al.,
2021). While we propose an experimental design
framework for the label-efficient SFT problem, our

strategies are inspired by the latest instance-level
deep active learning literature and adapted to work
under this framework for supervised finetuning of
LLMs.

A few works have considered the application
of active learning for SFT or other closely related
settings. Perlitz et al. (2023) explores the use of ac-
tive learning to improve the label efficiency of the
closely related task of natural language generation.
However, this work reports inconsistent findings
showing that there are limited settings where active
learning demonstrates any significant advantages
over random sampling. Kung et al. (2023) is the
most similar to our work, proposing an active learn-
ing framework for instruction tuning. Unlike our
work, Kung et al. (2023) performs task-level selec-
tion, as opposed to instance-level selection. In other
words, their framework estimates the usefulness
of each unlabeled task and annotates all instances
within the tasks that are deemed most useful. How-
ever, task-level selection makes the simplifying
assumption that every instance is equally useful
within a task, which may inhibit the quality and
reduce the resolution of the selected subset. More-
over, the approach in Kung et al. (2023) suffers
from the aforementioned computational cost of ac-
tive learning which is avoided in our framework
with the use of experimental design.

Data Selection for SFT Many recent works
demonstrate that small subsets of instruction data
can be sufficient for finetuning an LLM. Zhou et al.
(2023) demonstrate that finetuning an LLM on a
dataset consisting of only manually-curated 1000
instruction/response pairs is sufficient to achieve
strong generalization, but do not propose any gen-
eral algorithmic procedure for subset selection.
Other works propose instruction dataset pruning
techniques that select subsets based on some combi-
nation of quality, diversity, and/or difficulty (Chen
et al., 2023a; Bukharin and Zhao, 2023; Du et al.,
2023; Li et al., 2023a, 2024). These approaches
use both the instruction and its corresponding re-
sponse to choose which training samples should be
retained to improve the computational efficiency
of SFT. Unlike these approaches, our framework is
designed to maximize label efficiency and assumes
that the response to an instruction are not avail-
able until selected for annotation. Finally, Hu et al.
(2023) propose techniques to reduce the annotation
cost to construct validation sets that are used for
model selection, which is complementary to the
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method proposed in our work.

3 Prompt Selection Strategy

Under the experimental design framework, the
learner is given a set of initial N prompts X =
{x1, x2, ..., xN}, where each prompt xi ∈ X is
a sequence of input tokens of length ℓi, xi =
{xi,1, ..., xi,ℓi}, where X denotes the domain of
all possible sequence of input tokens. Addition-
ally, we let g denote the pretrained language model.
Given a budget of k < N , a selection strategy
chooses k prompts from X , denoted as S ⊂ X ,
based on different measures of informativeness of
annotating an example to the pretrained model g.
One then gathers well-written responses to prompts
in S from annotators (e.g., human experts or ad-
vanced LLMs). Experimental design aims to opti-
mize the performance of the model g′ finetuned on
the selected prompts S and their responses.

3.1 Uncertainty-Based Selection
During the prompt selection step, since the ground
truth responses are oblivious to the learner, one
type of label-efficient selection strategy is to choose
examples with the highest uncertainty to the model.
Specifically, let U : X → R define some notion
of uncertainty of prompts in X , uncertainty-based
methods simply choose the top-k most uncertain
examples by

S = argmax
S′⊂X
|S′|=k

min
x∈S′

U(x). (1)

Below, we provide four instances of uncertainty
measures. Formally, we let the pretrained model
(with greedy decoding) g : X → (D × △D)[L]

map prompts to a sequence of predicted tokens and
the softmax probability distribution at each decod-
ing step, up to length L. Here each token is from a
dictionary D and each corresponding softmax prob-
ability distribution lives in the probability simplex
△D over the dictionary. We let gy(·) denote the se-
quence of L tokens and gp(·) denote the sequence
of L softmax probability distributions.

Mean Entropy (Settles, 2011; Kremer et al.,
2014) measures the tokenwise negative entropy of
the softmax probability scores. The uncertainty
measure is taken as the mean across tokens as fol-
lows:

Uentropy(x) =
1

|gp(x)|
∑

p∈gp(x)

∑

t∈D
pt log(pt).

Where pt represents the softmax score (i.e., the
probability) of the token t, and the entire set of
p values represents the distribution across the en-
tire dictionary for a specific position in an L-word
sentence.

Least Confidence (Settles, 2009, 2011) mea-
sures the model’s confidence as the product of
probabilities of the generated sequence. A model
is more confident when the likelihood of the gen-
erated sequence is high. We take the negative con-
fidence score as the uncertainty, which allows us
to choose the least confident sequences for annota-
tion:

Uconf(x) = −
∏

(t,p)∈g(x)
pt.

Mean Margin (Tong and Koller, 2001; Balcan
et al., 2006; Settles, 2011) measures uncertainty
by taking the different between most likely and
second likely token for each element in the gener-
ated sequence . A higher difference corresponds
with a clearer separation between the model’s best
choice from its second best choice. We use the
negative margin score average over all tokens as
the uncertainty measure:

Ūmargin(x) = − 1

|gp(x)|


 ∑

p∈gp(x)
β1(p)− β2(p)




where β1(p) and β2(p) denotes the largest and sec-
ond largest element of p.

Min Margin is a novel strategy where we mea-
sure uncertainty based on the token with the small-
est margin score instead of taking the average over
all tokens. Intuitively, two sequences could have
equal average token-wise margin score, but the one
with smaller minimum margin is more likely to
be generated as a different sequence with top-2
decoding. Mathematically, this is defined as:

Ũmin margin(x) = −
(

min
p∈gp(x)

β1(p)− β2(p)

)
.

3.2 k-Center Selection
Another class of label-efficient selection strategy is
to annotate prompts that are diverse in the represen-
tation space. Sener and Savarese (2018) proposed
a k-center objective that chooses k examples as
centers of balls with equal radius. The objective
promotes selections that would minimize the ra-
dius of these balls while covering all examples.
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Formally, the objective of choosing k centers can
be written as:

S = argmin
S′⊂X
|S′|=k

max
i∈X

min
j∈S′

∥f(xi)− f(xj)∥, (2)

where f is a feature extractor mapping prompts
into feature space in Rd and is derived from the
pretrained model h. For decoder-only architec-
tures, we use the last hidden state as the feature.
To optimize the above NP-hard object (Cook et al.,
1998), we follow the greedy methods proposed by
Sener and Savarese (2018), which enjoys a 2 mul-
tiplicative approximation guarantee to the optimal
selection.

3.3 Submodular Selection

Equation (2) is commonly recognized as the mini-
max facility location objective (Farahani and Hek-
matfar, 2009). Additionally, we explore the con-
ventional Facility Location (FL) function (Mirchan-
dani and Francis, 1990), extensively used in ma-
chine learning (Wei et al., 2015; Mirzasoleiman
et al., 2020; Bilmes, 2022; Bukharin and Zhao,
2023). Given a nonnegative score wij that mea-
sures the similarity between features f(xi) and
f(xj), the facility location problem is formulated
as follows:

S = argmax
S′⊂X
|S′|=k

∑

i∈X
max
j∈S′

wij (3)

In Equation (3), every client i ∈ X must have
a facility within S, which is chosen to be the ele-
ment j ∈ S closest to i. FL is a known submodular
function, so the greedy heuristic applied to this ob-
jective achieves a 1−1/e multiplicative approxima-
tion guarantee to the optimal solution (Nemhauser
et al., 1978) despite its NP-Hard nature. The greedy
algorithm can be further accelerated with the use of
data structures (Minoux, 2005), or with stochastic
variants (Mirzasoleiman et al., 2014).

We primarily use the radial basis func-
tion as a similarity metric, where wij =

exp (−∥f(xi)−f(xj)∥2
γ ) and γ > 0 is a control-

lable hyperparameter often referred to as the kernel
width. Intuitively, γ tunes is the degree of similar-
ity between two data points. As γ decreases, the
similarity between xi and xj also decreases. In
limiting case as γ → 0, similarity wij = 0 for all
i ̸= j. For situations where hyperparameter tuning
is not feasible, we propose an alternate function

where the similarity metric is fixed and not tuned,
where wij = max{0, f(xi)

T f(xj)
∥f(xi)∥∥f(xj)∥}.

4 Experiments

In this section, we compare multiple experimental
design strategies against random sampling and ob-
serve significant improvements. We describe the
various setups in Section 4.1 and report the evalu-
ation results based on common benchmarks (Sec-
tion 4.2) and comparisons by GPT-4 (Section 4.3).
Lastly, we conduct ablation study and document
the selection of hyperparameters in Section 4.4.
Details about our experimental compute cost and
complexity can be found in Appendix 5.

4.1 Experiment Setup

Dataset FLAN V2 (Longpre et al., 2023) is a
widely-used instruction fine-tuning dataset that
combines FLAN 2021, P3++, Super-Natural In-
structions, along with additional reasoning, dia-
logue, and program synthesis datasets. We utilize
a 99K subset of FLAN V2, processed by (Wang
et al., 2023b), as our training data pool, from which
we select prompts and annotations (i.e., responses).

Models and Training Procedure We conduct
experiments with the 7B version of the prefix lan-
guage model LLaMA-2 (Touvron et al., 2023),
across different annotation budgets. Prior to fine-
tuning, we choose a subset of prompts for anno-
tation by either random sampling or using exper-
imental design strategies, including uncertainty-
based selection, k-Center selection, and submodu-
lar selections. These strategies are computed based
on the prefix model only. Subsequently, we fine-
tune the model on the annotated prompt/response
pairs using Low-rank Adaptation (LoRA) (Hu et al.,
2021).

Evaluation metrics We adopt the similar evalu-
ation tasks as in the original FLAN V2, using the
MMLU (Hendrycks et al., 2020) and BBH (Suz-
gun et al., 2022) benchmarks to evaluate the zero-
shot generalization capability of our fine-tuned
model. Massive Multitask Language Understand-
ing dataset (MMLU) is a classification task with a
set of questions about 57 subjects ranging in dif-
ficulty from elementary levels to professional lev-
els, broadly testing mode’s factual knowledge and
reasoning. Big-Bench-Hard (BBH) is a generation
task with 23 challenging tasks from Big-Bench (Sri-
vastava et al., 2022), broadly testing models’ gen-

6553



Strategy k = 0 k = 20K k = 30K k = 45K

Random 37.58 44.33(±0.32) 44.91(±0.50) 45.99(±0.37)
Mean Entropy 37.58 43.85(±0.14) 45.38(±0.21) 46.45(±0.34)
Confidence 37.58 43.26(±0.58) 44.56(±0.42) 46.55(±0.25)
Mean Margin 37.58 43.85(±0.33) 44.88(±0.23) 46.40(±0.16)
Min Margin 37.58 44.55(±0.32) 45.62(±0.14) 45.31(±0.14)
k-Center 37.58 43.77(±0.47) 46.14(±0.12) 46.27(±0.14)
FL (cosine) 37.58 43.77(±0.23) 45.89(±0.50) 47.01(±0.37)
FL (γ = .002) 37.58 45.08(±0.33) 47.12(±0.35) 47.63(±0.24)

Table 1: Massive Multitask Language Understanding (MMLU) evaluation of models trained on subsets selected by
strategies from a pool of 99k under different annotation budgets. Each result of random strategy is averaged over 6
seeds due to the high variance from both data selection and training. Other results are averaged over 3 random seeds
where the randomness mainly comes from the training. The confidence intervals are based on standard error.

Strategy k = 0 k = 20K k = 30K k = 45K

Random 37.66 38.95(±0.48) 39.42(±0.56) 39.44(±0.52)
Mean Entropy 37.66 40.28(±0.60) 38.18(±0.43) 39.99 (±0.67)
Confidence 37.66 40.33(±0.49) 38.28(±0.39) 41.04(±0.74)
Mean Margin 37.66 38.33(±0.67) 40.05(±0.39) 38.43(±0.34)
Min Margin 37.66 39.74 (±0.19) 40.20 (±0.20) 39.66 (±0.37)
k-Center 37.66 37.44(±0.60) 38.35 (±0.63) 38.6 (±0.39)
FL (cosine) 37.66 38.25(±0.35) 39.82(±0.25) 40.46(±1.03)
FL (γ = .002) 37.66 38.33 (±0.27) 41.12(±0.71) 41.30(±0.60)

Table 2: Big-Bench-Hard chain-of-thoughts (BBH-CoT) evaluation of models trained on subsets selected by
strategies from a pool of 99k under different annotation budgets. Each result of random strategy is averaged over 6
seeds where each result of other strategies is averaged over 3 random seeds with standard error shown as confidence
interval.

eral reasoning capabilities. In our study, we specif-
ically select 5-shot MMLU and a random 20% sub-
set of Chain-Of-Thought BBH inputs, due to the
computational resource limitations. In addition, we
also evaluate our methods based on AlpacaEval (Li
et al., 2023b), where given a prompt, the responses
from two models are compared by GPT-4 turbo.
The performance of the two models are reported as
the win rate against each other.

4.2 Evaluation on Standard Benchmarks

When comparing different experimental design (i.e.
prompt selection) strategies to random sampling in
Tables 1,2, we see almost dominant improvements
(around 1% to 2%) on Facility Location (γ = 0.002)
strategy except on the 20K BBH-CoT case (where
it closely aligns with that of random sampling).
Compared to 90K budget where we get MMLU
= 47.76(±0.57), BBH-CoT = 40.49(±0.30), we
save approximately 50% annotation cost with re-
spect to both classification (MMLU) and genera-
tion (BBH) tasks. The facility location function
with the cosine kernel also exhibits improvement

over random sampling, although the magnitude of
improvement is not as pronounced as observed with
the tuned kernel. This disparity could be attributed
to the saturation of the Facility Location function,
wherein the greedy order fails to generate a diverse
summary conducive to downstream applications.
In practice, since one could only choose one set of
examples to annotate, we provide details in how to
choose the hyperparameter in Section 4.4 before
annotation and demonstrate the robustness through
an ablation study. In addition, our proposed Min
Margin strategy also gains much larger improve-
ments compared to others, including the commonly
used Mean Margin score.

On the other hand, we observe that most
uncertainty-based selection approaches did not
improve over random sampling. In some cases,
they did not even exhibit monotonic improvements
with the selection size. This phenomenon has a
well-known explanation – uncertainty-based meth-
ods often annotate similar/redundant examples,
which could potentially hinder generalization per-
formance when fine-tuning the model.
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Figure 2: Evaluation by GPT-4 turbo by comparing model trained on 45K prompts selected by various strategies
with the model trained on 90K random prompts. We use the win rate weighted by the continuous preferences of the
GPT-4 turbo model. Error bars are reported as the standard errors across prompts.

BBH-CoT MMLU
FL+MinMargin 40.71(±0.63) 46.26(±0.36)
MinMargin 39.66(±0.67) 45.31(±0.14)
FL 41.30(±0.60) 47.63(±0.24)

Table 3: Big-Bench-Hard chain-of-thoughts (BBH-
CoT) and Massive Multitask Language Understanding
(MMLU) evaluation of mixture of diversity and uncer-
tainty strategy at the budget of 45K, averaged over 3
random seeds with standard error shown as confidence
interval. We observe that the performance of the mixture
interpolated between the two methods.

Ablation We now consider a combination of
uncertainty-based selection with diversity, in the
following Equation (4).

S = argmax
S′⊂X
|S′|=k

∑

i∈X
max
j∈S′

wij

+ log

(
1 +

∑

x∈S′
Ũmin margin(x)

) (4)

The first part governs the diversity and the lat-
ter part governs the uncertainty, for which, we
consider the min-margin as the uncertainty score.
Note that the objective in Equation (4) is a sub-
modular maximization and hence we can use the
greedy algorithm. This is a corollary of the fact that
modular functions (

∑
x∈S′ Ũ(x)) when composed

with monotone, non-decreasing concave function
is submodular, and submodularity is closed under
conic combination (Bilmes and Bai, 2017; Lin and
Bilmes, 2011; Bhatt et al., 2024). In general, one
can apply any monotone non-decreasing concave
function, which becomes a design choice. Here,
we consider log(1 + x) which was chosen by Das

et al. (2023). We consider min-margin for the un-
certainty and RBF kernel based facility location.
Table 3 shows the BBH-CoT and MMLU metrics
for the mixture of min-margin and diversity at a
budget of 45K and observe the performance of the
mixture interpolated between the two methods. We
posit that with the right choice of uncertainty met-
ric, it is possible to improve beyond solely using un-
certainty and diversity when mixed appropriately.

4.3 Evaluation by GPT-4

To further demonstrate the annotation cost sav-
ings or various experimental design methods, we
evaluate models finetuned on 45K prompts against
the model trained on 90K prompts using random
sampling with GPT-4 turbo as the judge, which
displays a high agreement rate with ground truth
human annotations . We follow the AlpacaEval
framework (Li et al., 2023b) and report the win
rate against the model finetuned on 90K randomly
selected prompts. The models are evaluated on the
805 prompts from the standard AlpacaEval set (Li
et al., 2023b). As showin in Figure 2, multiple
strategies reliably achieve the same or better per-
formance while only taking 50% of the annotation
budget as compared to the model trained on 90K
random prompts. Compared to result from stan-
dard benchmark, we again observed that Facility
Location (γ = 0.002) strategy gains dominating im-
provement. On the other hand, margin-based meth-
ods also exhibited significant improvements, while
other uncertainty-based methods performed simi-
larly or even worse than random sampling. This
suggests that, although uncertainty-based methods
may still be helpful in aligning with human pref-
erence, selecting the right metric is crucial. Over-
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Random γ = 0.001 γ = 0.002 γ = 0.003 γ = 0.004

MMLU 45.99(±0.37) 47.04(±0.69) 47.63(±0.24) 47.96(±0.25) 47.94(±0.49)
BBH-CoT 39.44(±0.52) 40.56(±0.86) 41.30(±0.60) 41.99(±0.73) 41.35(±1.04)

Table 4: Sensitivity to kernel width γ at 45K budget. Each result of random strategy is averaged over 6 seeds where
each result of other strategies is averaged over 3 random seeds with standard error shown as confidence interval.

all, compared to standard benchmark results, the
evaluation by GPT-4 turbo highlights even greater
potential for experimental design in instruction fine-
tuning. However, further investigation into how dif-
ferent strategies relate to various metrics (i.e., the
model’s ability to perform different tasks) is needed
to better understand the differences between stan-
dard and AlpacaEval benchmark results.

4.4 Hyperparameter Selection for Facility
Location

In this section, we describe how to choose hy-
perparameter γ before annotation begins. For a
submodular function to be able to generate good
summaries upon maximization, it should not satu-
rate. That is, the facility location objective (equa-
tion (3)) eventually increases only minimally by
increasing the budget k, which suggests the new
elements no longer remain representative of the
downstream task. Formally, let S1 ⊂ S2 ⊂ . . . ⊂
Sk denote the greedy solution up to size k and
F (Sk) =

∑
i∈X maxj∈Sk

wij denote the facility
location function evaluation for set Sk (defined in
equation (3)). The gain by adding the k-th element
is defined as F (Sk|Sk−1) ≜ F (Sk)−F (Sk−1). In
the case of RBF kernel, kernel width γ controls the
degree of saturation. Higher values of γ lead to
decreasing gain by adding additional elements. On
the other hand, very low values such as 10−4 will
result in the kernel becoming close to the diagonal
matrix, and therefore not being able to capture the
interactions between data points.

Therefore, to determine the potential range
of kernel width, in Figure 3 we first visual-
ize the gains of the submodular function when
selecting 45K examples, for γ ∈ {10−3, 5 ×
10−3, 10−2, 10−1, 1, 10}. The observed trend re-
veals that for higher γ, gains tend to attain a very
small value (and continue to decrease) even before
1K (for γ = 10) and 10K (for γ = 1) elements
are selected. Although reducing γ helps, gains
continue to decrease sublinearly (γ = 0.1 after
20K). Notably, gains exhibit relative stability for
γ ∈ {10−3, 5× 10−3, 10−2} until we reach the de-
sired budget of 45K, suggesting that we can safely
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Figure 3: Plot of gains with set size as the course
of greedy maximization for different kernel width γ;
we run the greedy procedure till the budget of 45K is
reached. The observed trend reveals that for higher γ,
gains tend to attain a very small value (and continue to
decrease linearly) even before 1K (for γ = 10) and 10K
(for γ = 1) elements are selected. Although reducing γ
helps, gains continue to decrease sublinearly (γ = 0.1
after 20K). Notably, gains exhibit relative stability for
γ ∈ {10−3, 5× 10−3, 10−2} until we reach the desired
budget of 45K, suggesting a potential range for γ.

choose γ in between these values.
With the range of potential γ determined, we run

an ablation study on 45K budget with four different
kernel widths within this range to demonstrate the
robustness of any hyperparameter in this range. As
detailed in Table 4, the performance is consistently
better than random selection strategy across differ-
ent γ, which suggests the Facility location methods
are less subject to hyperparameter changes once
the appropriate range for γ has been identified.

5 Computational Complexity

We primarily used A100 and A40 GPUs. We pre-
compute the embeddings which takes 12 hours.
For A100, each trial takes roughly 24 GPU hours
including the evaluation for 90K budget, 15 GPU
hours for 45K and 9 hours for 30K respectively.
For A40, roughly 30 GPU hours for 90K budget.

6 Conclusion and Future Work

Overall, we proposed using experimental design
for finetuning LLMs with fewer annotated instruc-
tions. We present several heuristics that can be
used to determine which set of instructions to anno-
tate, and for the first time, demonstrate significant
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gains in label efficiency on generative tasks. Future
research directions may include the following:
• Our work demonstrates the first empirical results

of experimental design for SFT, but future work
can focus on devising new methods within this
framework to further improve label efficiency.

• Our setting finetunes the LLM only on the an-
notated instructions; future work could improve
the utilization of unlabeled samples.

Limitations

While we successfully demonstrate the efficacy of
experimental design on SFT, there are a few lim-
itations of this work that we discuss. Firstly, we
focus our experiments on the 7B version of Llama-
2 since it is the most common and requires the least
compute. Secondly, we conduct our experiments
on curated datasets where we assume accurate re-
sponses to prompts are available. However, we
do not consider the effect of inaccurate/noisy re-
sponses which can be prevalent when procuring re-
sponses from crowd-workers. Finally, we evaluate
our model after SFT, and do not consider the effect
of reinforcement learning with human feedback
(Ouyang et al., 2022) which is frequently applied
after SFT.

Ethics Statement

Our work proposes a computationally inexpensive
method of reducing the number of labeled instruc-
tions needed for SFT while preserving the perfor-
mance of the resulting LLM. In doing so, we also
mitigate the carbon footprint associated with train-
ing such models, which is critical given growing
concerns about the environmental impact of mod-
ern ML systems. Furthermore, researchers and or-
ganizations with limited compute and insufficient
financial resources to procure a vast number of
crowd-workers can benefit from our work.

It is important to note, however, that all of the
experimental design techniques that we propose
are forms of biased sampling. If the subset of
data chosen for annotation is not representative,
it is possible biases of pretrained model will be
amplified upon finetuning. Thus, it is critical for
practitioners to ensure that the subsets selected by
our experimental design framework are inclusive.
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