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Abstract

Online communities such as drug-related sub-
reddits serve as safe spaces for people who use
drugs (PWUD), fostering discussions on sub-
stance use experiences, harm reduction, and
addiction recovery. Users’ shared narratives
on these forums provide insights into the like-
lihood of developing a substance use disorder
(SUD) and recovery potential. Our study aims
to develop a multi-level, multi-label classifi-
cation model to analyze online user-generated
texts about substance use experiences. For this
purpose, we first introduce a novel taxonomy
to assess the nature of posts, including their in-
tended connections (Inquisition or Disclosure),
subjects (e.g., Recovery, Dependency), and spe-
cific objectives (e.g., Relapse, Quality, Safety).
Using various multi-label classification algo-
rithms on a set of annotated data, we show that
GPT-4, when prompted with instructions, defi-
nitions, and examples, outperformed all other
models. We apply this model to label an addi-
tional 1,000 posts and analyze the categories of
linguistic expression used within posts in each
class. Our analysis shows that topics such as
Safety, Combination of Substances, and Mental
Health see more disclosure, while discussions
about physiological Effects focus on harm re-
duction. Our work enriches the understand-
ing of PWUD’s experiences and informs the
broader knowledge base on SUD and drug use.

1 Introduction

Warning: This paper includes language and con-
tent that may be offensive or triggering.

For people who use drugs (PWUD), social plat-
forms like Reddit serve as invaluable spaces for
open discussion and community support. Such plat-
forms enable PWUD to engage in conversations
and share experiences, facilitated by the anonymity
and community solidarity that Reddit provides (Fig-
ure 1). Despite Reddit’s ability to foster connec-
tion through shared experiences (Bouzoubaa et al.,
2023; Choudhury and De, 2014), the perspectives

Figure 1: Examples of user-generated posts on drug-
related subreddits

of PWUD are frequently marginalized in important
decision-making processes, particularly for those
who depend exclusively on online communities due
to the significant stigma associated with seeking
help from traditional services (Volkow et al., 2021).

Analyzing how PWUD communicate about their
experiences on online platforms offers important
insights into their narratives, highlighting their
information-seeking behaviors and the diverse
needs specific to this population (Valdez and Pat-
terson, 2022), revealing the real-life challenges
and perspectives of individuals dealing with Sub-
stance Use Disorders (SUD) (Brown et al., 2019;
Bouzoubaa and Rezapour, 2024). Existing litera-
ture in this domain primarily focuses on classifying
mental health experiences like depression (Rijen
et al., 2019) or drug-related events like abuse (Al-
Garadi et al., 2021) or overdose risk (Garg et al.,
2021). Personal lived experiences of PWUD re-
main largely unexplored, highlighting the need for
effective methodologies to understand and analyze
diverse drug experiences shared online.

Our study aims to bridge this gap by exploring a
range of substance use experiences shared online,
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from recovery to general discussions, through the
development of a taxonomy and model for clas-
sifying these narratives on Reddit. Insights from
this study will not only expand our understanding
of how PWUD navigate information seeking and
support mechanisms, thereby laying the ground-
work for harm reduction strategies and more nu-
anced, effective interventions, but also help in iden-
tifying and understanding the diverse experiences
and characteristics of individuals most impacted
by drug misuse (Strapparava and Mihalcea, 2017;
Yang et al., 2023).

To understand the experiences of PWUD, we
first developed a fine-grained taxonomy of online
drug experiences comprising three levels: Con-
nection (which highlights the information-seeking
and sharing behaviors of users), Subject (lived
SUD-related experiences such as Dependency and
Recovery), and Objectives (detailing the aspects
shared within posts related to SUD experiences).
After testing and evaluating our new taxonomy,
we annotated posts and developed multi-level and
multi-label classification models using different
baseline and state-of-the-art approaches. These
models were used to categorize different types of
personal drug experiences shared in posts from
four prominent drug-related subreddits r/cocaine,
r/opiates, r/stims, r/benzodiazepines. These sub-
reddits were selected as they are the largest sub-
reddits that represent substances identified as most
commonly abused (NIDA, 2023). The results of
our analysis show that GPT-4 outperformed other
models and more accurately labeled classes across
each of the three levels. Further exploration of the
labeled posts showed that online posts are more
inquisitive in nature and discuss themes relating to
desired or undesired effects of the substance and/or
how to consume them. Especially in the context of
Recovery-related posts, users emphasize themes of
Nurturant support, Relapse, and Safety. Moreover,
our results show that discussions around Depen-
dency frequently cover the Effects and Methods of
Ingestion. Psycholinguistic analysis revealed that
posts that contain topics such as Safety, Combina-
tion of Substances, and Effects tend to share per-
sonal experiences and exhibit a higher prevalence
of language indicative of harm reduction efforts, as
well as personal disclosures on family and social
support systems.

Our study makes several contributions. Firstly,
it introduces a new taxonomy for the classification

of personal drug experiences. Additionally, we
have developed a human-annotated dataset com-
prising 500 Reddit posts related to drug use, which
showcases the wide range of personal drug expe-
riences discussed in user-generated content. We
also demonstrate the capability for automatic clas-
sification of personal drug experiences across three
levels and multiple classes. Lastly, our work in-
cludes an analysis of the narratives surrounding
substance use, SUD, and recovery based on self-
disclosed user experiences. This work enriches the
understanding of PWUD’s experiences and informs
the broader knowledge base on SUD and drug use.

2 Related Work

2.1 Exploring Personal SUD Narratives

Within the two drug-related subreddits, r/trees and
r/opiates, Costello et al. (2017) utilized hermeneu-
tic content analysis to categorize forum posts into
eight distinct groups: disclosure, instruction, drug
culture, community norms, moralizing, legality,
and banter and identified three primary motives
for PWUD to share information: to offer advice,
seek information from others, and provide context
for illicit disclosures. Wombacher et al. (2020)
applied content analysis to the well-known drug
subreddit, r/Drugs, to identify the types of social
support exchanged among active substance users
and found that the majority of the support was
action-facilitating, aimed at safer drug use, with
emotional support also being significant.

Recent studies used NLP and machine learning
to analyze drug-related discussions on social me-
dia, offering insights into user behavior and con-
tent shared. Balani and De Choudhury (2015)
analyzed over 30,000 posts from mental health-
related subreddits, and found a significant amount
of self-disclosure among users, with those engag-
ing more intensely showing longer activity on the
platform. Strapparava and Mihalcea (2017) used
mental health forum posts to classify DSM-5 cate-
gories via zero-shot learning, employing n-grams
and LDA topics. Incorporating slang improved
accuracy by reducing false alarms by 17%, and
domain knowledge enhanced recall. Varma et al.
(2022) applied few-shot learning models to iden-
tify suicide risk on Reddit and found that few-shot
learning with outlier removal and Support Vector
Machine classifier yields better accuracy in detect-
ing suicide risk.

Our study extends prior work by incorporating
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insights, taxonomies, and methods from existing re-
search on online communications. We developed a
refined and extensive taxonomy for analyzing user-
generated texts, alongside a codebook for human
annotation. This new taxonomy aims to provide a
theoretical foundation, ensuring accuracy and con-
sistency in annotating user interactions.

2.2 LLM-based Information Extraction and
Annotation

In recent years, the rapid advancements of LLMs
such as GPT models, LLaMA, OPT, and BLOOM,
have facilitated various tasks in NLP (Wei et al.,
2022a), demonstrating great performance across a
wide range of NLP tasks such as question answer-
ing (Trivedi et al., 2022), named-entity recognition
(Wang et al., 2023), dialogue (Thoppilan et al.,
2022), translation (Peng et al., 2023), and emo-
tion analysis (Lei et al., 2023), often outperforming
other models in zero-shot and few-shot contexts.
LLMs’ in-context learning (ICL) and text classifi-
cation capabilities enable generating prompt-based
textual responses, often with minimal examples
(Wei et al., 2022b; Sun et al., 2023). Their profi-
ciency in mimicking human text and labeling facil-
itates scalable NLP tasks in information retrieval
with context sensitivity (Li et al., 2023a). Brown
et al. (2020) demonstrated a few-shot classification
method with GPT-3 for various NLP tasks, using
text-based task definitions and demonstrations. The
model showcased proficiency in on-the-fly reason-
ing and domain adaptation tasks like word unscram-
bling, novel word usage, and 3-digit arithmetic.

LLMs have been applied in human-in-the-loop
and co-annotation methods (Li et al., 2023b). Cost
efficiency is improved by using consensus methods
between human and AI outputs (Chaganty et al.,
2018; Zhang et al., 2021). Kang et al. (2023)
explored combining LLM distillation with man-
ual annotation, while Wang et al. (2021) looked
into active labeling via logit outputs. While co-
annotation balances quality and cost by leveraging
uncertainty measures and evaluation thresholds (Li
et al., 2023b), it faces challenges, as LLMs inher-
ently struggle with generating structured abstract
meaning, necessitating additional adaptation tech-
niques (Ettinger et al., 2023).

The use of LLMs in the healthcare domain has
shown promise in expanding the capacity of tasks
such as summarization of patients’ health records
or question-answering (chatbot) (Liu et al., 2023;

Nov et al., 2023). For instance, Garg et al. (2021)
used LLMs to detect patient deterioration from elec-
tronic health records, demonstrating the potential
of LLMs to accurately identify critical events. Sim-
ilarly, Rijen et al. (2019) utilized LLMs to classify
online health forum posts, demonstrating their abil-
ity to handle free-text data. Drawing on insights
from previous studies, we employed a range of
models, including LLM, to extract domain-specific
information and classify personal drug experiences
in user-generated content.

3 Data & Taxonomy Development

3.1 Data Collection
Data for this study was obtained using the Red-
dit API and the Python for Reddit API Wrap-
per (PRAW).1 We collected posts from four popu-
lar drug subreddits (r/opiates, r/benzodiazepines,
r/stims, and r/cocaine) posted between 2017 and
2022, resulting in collecting 267,748 posts. These
subreddits were selected because they are the
largest within their respective classes of commonly
abused substances (NIDA, 2023). We developed
the taxonomy and training/test sets by randomly
sampling around 1,600 posts. Initially, 100 posts
were divided into four sets of 25 for the prelimi-
nary labeling and taxonomy development. We then
annotated 500 posts for model training and testing.
An additional 1,000 posts were then selected for
labeling using the best-performing model.

3.2 Taxonomy of Lived Experiences Online
To understand the nuanced experiences of PWUD,
we develop a domain-specific taxonomy derived
from analyzing user-generated texts to distill narra-
tives and offer insights into the personal and social
aspects of drug use on social media. To develop
this taxonomy and a codebook for annotation, we
employed a hybrid deductive-inductive approach.
First, using the existing literature in the field of
drug use and social media, we established a frame-
work for understanding key themes and dimensions
related to personal drug experiences. This deduc-
tive phase involved developing a set of codes based
on concepts from the literature, such as the type
or objectives of posts (giving or receiving advice)
(Balani and De Choudhury, 2015; Valdez and Pat-
terson, 2022), indication of social support (Gau-
thier et al., 2022), and recovery- or withdrawal-
related discourse (D’Agostino et al., 2017). This

1https://praw.readthedocs.io/en/stable
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Figure 2: Classification and data analysis pipeline.

approach allowed us to create a comprehensive
codebook tailored to our data and grounded in ex-
isting theories and research. Next, we applied these
deductive codes to a sample of 25 Reddit posts.
During coding, we asked our annotators (gradu-
ate and undergraduate students with a variety of
experiences in health and computing) to identify
new themes and concepts that were not covered by
our initial codes. This resulted in the extraction of
new concepts that were later added to the codebook
as inductive codes. After coding a new sample of
25 posts, we reviewed and revised the codebook
as necessary. This iterative process was repeated
three times before we finalized the taxonomy and
codebook, ensuring that it was well-suited to our
data. In each iteration, annotators labeled a new set
of posts in addition to those we labeled before to
assess confidence in theme creation.

The final codebook consists of three levels: (1)
Connection, (2) Subject, and (3) Objective. The
type of Connection determines the overarching in-
tent of the post, whether the user seeks to gain (In-
quisition) or give information (Disclosure). Subject
refers to the essence of the lived experience men-
tioned, particularly around Dependency, Recov-
ery, and Other (typically recreational) experiences.
While we labeled recovery and dependency-based
discourse separately, we ensured that other circum-
stances were captured in our taxonomy. For exam-
ple, posts referring to medicinal experiences (e.g.,
pain or anxiety) or an experience non-indicative of
abuse were categorized as Other. Finally, the Ob-
jective captures the fine-grained topics discussed in
the posts. For example, a post with a Recovery sub-
ject could include information on Safety, Quality,
and Overdose. We consulted with domain experts
in health to validate our new taxonomy, ensuring
its efficiency and usefulness for professionals in the

field. Table 4 in Appendix A provides an overview
of the taxonomy for lived drug experiences, featur-
ing definitions and examples for each code.
3.3 Annotation Process

After finalizing the codebook, three of the authors
annotated two sets of 50 randomly selected posts.
The agreement between each set of annotations was
calculated (k = .78 for Connection, and k = .51 for
Subject)2, and any posts with disagreements were
thoroughly discussed to establish a set of 100 mu-
tually agreed-upon annotated posts. This dataset
was used to test and evaluate the classification mod-
els. Once the annotators demonstrated a good un-
derstanding of the codebook, they annotated the
400 remaining posts. Regular check-ins were con-
ducted between the annotators to ensure quality
and consistency in using the codebook.

4 Multi-Level Lived Experience Detection

We used 400 annotated posts to train a series of
multi-label models, each customized for different
levels of classification granularity: Connection,
Subject, and Objective. Minimal pre-processing
was applied to maintain data integrity, which in-
cluded converting text to lowercase, removing
URLs, expanding contractions, and eliminating
stopwords. We evaluate the models’ performance
on the test set consisting of 100 posts, using preci-
sion, recall, and F1 score metrics. Figure 2 shows
the overall pipeline of this study.
Baseline Models. We implemented four baseline
machine learning models to benchmark our drug
experience classification system. We chose classic,
feature-based algorithms for their interpretability

2Due to the complexity of the Objective level, despite mul-
tiple training sessions, there was still no substantial agreement
between annotators across all 13 classes. With additional train-
ing, it may be possible to achieve higher inter-coder reliability.
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and widespread use: Logistic Regression (LogR),
Random Forest (RF), Support Vector Machines
(SVM), and K-Nearest Neighbors (KNN). To pro-
vide a comprehensive evaluation, we trained and
tested each model with two distinct feature sets:
TF-IDF vectors and BERT (Devlin et al., 2019)
pre-trained [CLS] token embedding. This approach
allowed us to understand the impact of feature rep-
resentation on model performance. In addition,
we integrated OpenAI’s ada-002 architecture into
our approach. Leveraging the capabilities of these
LLM, we generated high-level features and trained
our selected classic models.

Transformer-based Models. We used pre-
trained language models from Hugging Face (Wolf
et al., 2020) to extract rich contextual features.
Specifically, BERT-base-uncased (Devlin et al.,
2019), RoBERTa-base (Liu et al., 2019), DeBERTa-
base (He et al., 2021), and BioBERT-v1.1 (Lee
et al., 2020) were used. All models were fine-tuned
and trained using a cross entropy loss function for
5 epochs and a learning rate of 2e − 5. During
training, we optimized the model with AdamW
optimizer(Loshchilov and Hutter, 2018).

Recognizing the limitations of large-scale anno-
tation, we explored few-shot learning techniques.
We employed SetFit (Tunstall et al., 2022), one of
the most efficient few-shot architectures, leveraging
SentBERT (Reimers and Gurevych, 2019) features.
This choice aligns with current research advocat-
ing for few-shot models in situations where exten-
sive annotation is impractical or costly (Schick and
Schütze, 2021). To optimize performance, we fine-
tuned the model using the cosine similarity loss
function, for 2 epochs with a learning rate of 2e−5
and a batch size of 8.

LLM-based Models. To assess the effectiveness
of LLMs in classifying texts within the domain of
SUD, we conducted a comprehensive experiment
involving three models: two proprietary models
from OpenAI, GPT-3.5 (gpt-3.5-turbo-0613) and
GPT-4 (gpt-4-0125-preview) (OpenAI, 2023), and
one open-source model, Mixtral 7B (Jiang et al.,
2024). We evaluated their performance across three
prompting styles:

- Instruction-only (‘I’): This approach provided
only the classification task instructions to the
LLM.

- Instruction & Definition (‘I + D’): Instruc-
tions with clear definitions of each classification
label.

###POST: Brother took Suboxone for 3 weeks and was clean from any other 
opioid/opiate. Suboxone ran out about 8 days ago. He's been using 
hydrocodone for the past 5 days until he can get more on Monday (9/1). 
Will he get precipitated withdrawals if he takes Suboxone on Monday?

###LABEL:

Given the following text, what is the overall intent of the text’s 
author? Respond with either ‘Inquisition’ or ‘Disclosure’.


The definitions of each label are as follows: (1) Inquisition is when 
someone asks for advice as the primary motivation behind post. (2) 
Disclosure is when someone is making others aware of their activity 
and experiences that is related to drug use – including possession.


###POST: Hi, I'm new to this sub and I'm wondering if anyone has any 
advice on how to quit coke. I've been smoking for 5 years and I'm ready 
to quit.

###LABEL: Inquisition

###POST: I've been snorting coke for 5 years and I'm ready to quit.

###LABEL: Disclosure

Target

Instruction

Definition

Few-Shot Examples

Figure 3: LLM prompting for Type of Connection

- Instruction, Definition, & Examples (‘I + D
+ E’): Supplementing the definitions with two
relevant examples for each label, mimicking
few-shot learning scenarios.

Figure 3 illustrates the style of prompting used to
label each post in our dataset. The dataset and
models are available in our GitHub repository.3

5 Experiments Results

5.1 Data Analysis

We present the distribution of classes in Table 1,
which was derived by applying our taxonomy to
500 posts. Between the testing and training sets,
approximately 66.2% (N = 331) of the type of Con-
nection were labeled as Inquisition, and 61% were
labeled as Other for Subject. Among the Objec-
tives, Methods of Ingestion (N = 265, 53%) and
Effects (N = 251, 50.1%) were the most prevalent,
while Overdose (N = 9, 1.8%) was the least preva-
lent.

5.2 Classification

Table 2 summarizes a selected set of results of
our experiments using (1) baseline models, (2)
Transformer-based models, and (3) LLMs-based
models. As shown in the table, for the binary
task of Connection (Inclusion vs. Disclosure), De-
BERTa outperformed all models with respect to
precision at 0.95, indicating its effectiveness in
returning more relevant results overall. Using a
Few-Shot model did not increase the performance
compared to the baseline. However, the GPT-4

3https://github.com/social-nlp-lab/
Drug-experience-classification
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Connection Subject Objectives
WC Inquisition Disclosure Dependency Recovery Other C.o.S E L M.H M.o.I N.S&M O Q R S W

Testing 106.1 51 49 37 7 53 20 66 5 24 66 11 5 9 7 26 13

Training 314.5 280 118 116 7 256 77 185 12 38 199 37 4 32 14 55 37
Total 147.7 331 167 153 14 309 97 251 17 62 265 48 9 41 21 81 50

Table 1: Frequencies of classes in each level labeled within training and test sets. Abbreviations: WC: word count;
C.o.S: combination of substances; E: effects; L: legality; M.H.: mental health; M.o.I: methods of ingestion; N.S&M:
nurturant support & morality; O: overdose; Q: quality; R: relapse; S: safety; W: withdrawal.

Connection Subject Objective

Feature Classifiers Prec Rec F1 Prec Rec F1 Prec Rec F1

Baseline

TF-IDF KNN 0.77 0.72 0.68 0.49 0.51 0.49 0.35 0.44 0.39
BERT LogR 0.71 0.72 0.71 0.53 0.58 0.55 0.60 0.47 0.49
BERT SVM 0.75 0.75 0.75 0.56 0.60 0.58 0.52 0.45 0.44
ada-002 LogR 0.82 0.82 0.81 0.57 0.63 0.58 0.48 0.30 0.34

Transformer-Based
DeBERTa DeBERTa 0.95 0.87 0.90 0.66 0.71 0.69 0.51 0.44 0.43
RoBERTa RoBERTa 0.85 0.81 0.83 0.63 0.69 0.66 0.39 0.43 0.41
- SetFit 0.90 0.64 0.75 0.62 0.39 0.45 0.37 0.43 0.39

LLM
- GPT4 I + D 0.76 0.45 0.32 0.77 0.64 0.66 0.56 0.76 0.61
- GPT4 I + D + E 0.91 0.91 0.91 0.74 0.72 0.73 0.71 0.66 0.64
- Mixtral I + D + E 0.78 0.51 0.43 0.72 0.34 0.23 0.42 0.84 0.53

Table 2: Weighted Precision, Recall, F1 scores for each level of experience for performant classification models.
The best score for each metric is in bold. Metrics for all experiments can be found in Appendix 5.

model with ‘I + D + E’ achieved the highest Recall
(0.91) and F1 scores (0.91) among all models.

We observed a similar trend in the Subject level,
which includes more fine-grained labels (i.e., De-
pendency, Recovery, Other, and N/A). Specifically,
the GPT-4 model using the ‘I + D + E’ method
achieved the highest recall (0.72) and F1 score
(0.73), while the GPT-4 model with the ‘I + D’
strategy outperformed the other models in terms of
precision (0.77), with around 5% improvement.

Similarly, for the Objective classes, the best per-
forming model was GPT4 with ‘I + D + E’ with
respect to precision (0.71) and F1 (0.64). How-
ever, the GPT4 model with ‘I + D’ outperformed
other models in recall (0.76), suggesting its ability
to correctly identify a higher proportion of rele-
vant instances. A more detailed discussion of the
classification procedure and results is provided in
Appendix B and Table 5.

6 Usefulness of our Models

In this study, we introduce a new taxonomy to bet-
ter understand the lived experiences of PWUD
online and analyze these experiences in user-
generated texts on Reddit. Our study builds upon
existing literature that employed qualitative anal-
ysis to uncover elements of social support within

drug-focused Reddit communities (Bunting et al.,
2021; Gauthier et al., 2022; D’Agostino et al., 2017;
Graves et al., 2022; Wombacher et al., 2020). How-
ever, we apply computational methods to conduct
this exploration, a novel approach compared to pre-
vious studies that have primarily concentrated on bi-
nary classifications (Al-Garadi et al., 2021) or other
aspects of mental health (Balani and De Choud-
hury, 2015; Gaur et al., 2018; Valdez and Patterson,
2022). Our experiments demonstrate significant
performance differences between classical machine
learning, state-of-the-art transformer-based models,
and LLMs for multi-label classification of drug-
related posts. LLMs outperformed other models in
detecting diverse aspects of lived experience disclo-
sures, underscoring their potential for larger-scale
investigations into personal narratives of drug use.

Current U.S. addiction recovery frameworks of-
ten fail to consider the lived experiences of indi-
viduals with SUD (Lipari et al., 2016), assuming
universal access to professional guidance—a reality
not shared by many affected. Online communities
fill this gap, offering acceptance, understanding,
and validation not always present in professional
settings, thus becoming crucial for those lacking
healthcare access (Mead and MacNeil, 2006). They
enable discussions on substance use and recovery,
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playing a vital role for individuals isolated from tra-
ditional healthcare resources(Boisvert et al., 2008).
Our study aims to address these knowledge gaps
by detailing the experiences of PWUD, enhancing
the ability of experts to offer more comprehensive
and personalized support. Our results show a bal-
anced mix of users seeking (Inquisition) and shar-
ing (Disclosure) information, aligning with prior
work (Valdez and Patterson, 2022). Analyzing self-
disclosed experiences within the posts indicates
a minor portion discussing recovery experiences,
touching on Nurturant Support, Relapse, and Safety.
This finding is expected as recovery subreddits like
r/OpiatesRecovery, and r/benzorecovery, host more
detailed recovery discussions.

Prior research identified nurturant support
themes of recovery and addiction in the r/Drugs
subreddit(Wombacher et al., 2020). Our study
builds on this, offering deeper insights into the
nuanced discussions of recovery and dependency,
as shown in this post:

“171 days sober, I last posted 140 days ago
about how getting cleaned up from opiates has
revolutionized my life. just wanted to check in with
everyone and see how everyone’s doing.”

Among posts that disclosed a Dependency expe-
rience (N = 153), most contained themes of Effects
and Methods of Ingestion, resonating with the con-
cept of action-facilitating support identified in the
r/Drugs community (Wombacher et al., 2020):

“... I was on opiates. I started at ten-mg hydro
twice a day for 2-3 months, after being directed
to a pain doctor they were able to move me to
10mg/325 Percocet 4x a day since July...With all the
horrible stigma surrounding opiates, I’m anxious
to talk to my doctor about bumping or changing my
meds...My tolerance has gone...I sometimes notice
WD symptoms when I wait too long”

This relationship confirms the value of online
forums as spaces for sharing and obtaining infor-
mation on substance use and recovery, highlighting
our study’s relevance. Moreover, examining con-
versations about Ingestion Methods and Effects can
aid harm reduction. Sharing insights on safer prac-
tices, dosages, and possible side effects can help
users reduce substance use risks.
6.1 Error Analysis

To gain a more comprehensive understanding of the
best model’s performance, we conducted a detailed
error analysis. Despite the notable performance of
GPT-4 ‘I + D + E’ in classifying a broad range of

classes across all three levels, we found some mis-
classified instances in the test set. For posts tagged
as Connection, out of 22 tagged as Disclosure, only
3 were incorrectly classified as Inquisition, and
from the 31 posts tagged as Inquisition, 2 were
misclassified as Disclosure. At the Subject level,
of the 17 posts tagged as Dependency, 4 were in-
correctly classified as Recovery. Examples of these
misclassified instances are presented in Table 8.

Our analysis shows that the model sometimes
had difficulty discerning the subtle intentions ex-
pressed in personal narratives about drug experi-
ences. This was particularly true in instances where
narratives combined Disclosure (sharing of per-
sonal substance use experiences) with a question
for feedback or solutions, not directly related to
SUD. The dual nature of these communications of-
ten made it challenging for the model to determine
the dominant intent behind the posts. Further anal-
ysis at the Subject level identified cases where the
model incorrectly classified posts revolved around
Dependency as Recovery. In some instances, even
brief mentions of sobriety within an individual’s
narrative were interpreted by the model as signs of
Recovery. This underscores the model’s tendency
to occasionally misjudge the context or importance
of specific keywords in the discourse. Furthermore,
our findings indicate a discrepancy in the Objective
level classification, stemming from the model’s in-
clination to over-rely on specific keywords while
neglecting the wider context, potentially skewing
the narratives. This skewed portrayal of user nar-
ratives underscores the need for domain experts to
be involved in promoting and evaluating models,
thereby enhancing the model’s ability to understand
and interpret context more effectively.

7 The Language of Personal Drug
Experiences

We applied our most effective model, GPT4 ‘I +
D + E’, to extend our analysis to 1,000 randomly
selected posts from our dataset for psycholinguistic
analysis of PWUD’s lived experiences. To ensure
a more representative sample and increase statis-
tical power, we augmented the pre-annotated set
of 500 posts with 1,000 randomly selected posts.
This resulted in a comprehensive analysis of 1,500
posts across three dimensions: Connection, Sub-
ject, and Objective. Table 6 presents the distribu-
tion of labels across our dataset. We applied the
Linguistic Inquiry and Word Count (LIWC) tool
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Qmark 6.39 5.19 1.15 1.28 0.85 0.94 2.79 5.03 0.86 3.48 2.70
illness 3.03 3.03 2.97
feeling 2.56
risk 1.98 1.98
tentat 1.73 1.97 2.14 2.24 1.44 2.21 2.08
curiosity 1.33 1.39 2.02
discrep 1.39 1.27 1.62 1.87 1.74 1.52 1.59
polite 2.39 2.23 2.70 7.61 5.80 4.75 1.51 1.72
cause 1.82 1.40 1.54 1.73 1.20 1.47 1.51
insight 1.42 1.12 1.21 0.93 1.25 0.99 1.48
emo_sad 0.86 3.43
tone_pos 0.58
money 0.57
home 0.23 0.25 0.09 0.12 0.50 2.92
we 0.37 0.09 0.09 0.49
family 0.72 0.60 0.60 0.57 0.47 1.49
affiliation 0.45
moral 0.42
emo_pos 0.38 0.41
memory 0.38 0.40
reward 0.39 5.71
wellness 0.30 3.74

Table 3: Top 20 largest and smallest LIWC categories by effect size. Highlighted cells indicate different ratios:
dark blue represents the lowest ratios (smaller effect sizes), and dark red represents the highest ratios (larger

effect sizes). Empty cells denote non-significant results.

(Boyd et al., 2022), which quantifies the prevalence
of words from diverse categories in the text, to
this dataset. To compare the average scores for
LIWC categories, we conducted non-parametric
Mann-Whitney U tests (Mann and Whitney, 1947),
identifying statistically significant differences (with
p < .05) between Inquisition vs. Disclosure and
Recovery vs. Dependency posts. The Benjamini-
Hochberg procedure (Benjamini and Hochberg,
1995) was employed to control the false discovery
rate across 85 selected LIWC categories. Our analy-
sis of posts considered two metrics: (1) the ratio for
posts labeled as Recovery and Dependency (RR =
µRecovery/µDependency), and (2) the ratio of mean
LIWC category scores between Inquisition and
Disclosure posts ( RI = µInquisition/µDisclosure).
Detailed results can be found in Appendix D. We
found that 47 LIWC categories were significantly
associated with Inquisition posts (p < .05) overall,
while six were significantly associated with Recov-
ery posts. Table 3 presents the LIWC categories
with the largest and smallest effect sizes (i.e., the
ratios farthest from 1).

Inquisition vs. Disclosure. As expected, posts
seeking information (Inquisition) used significantly
more question marks (Qmark). However, this
pattern was less pronounced in posts discussing
Safety (0.94), Combination of Substances (0.84),

and Mental Health (0.86), suggesting users disclose
more information about these topics. Notably, we
observed 1.16 times greater authenticity in Inqui-
sition posts compared to Disclosure posts. Posts
discussing Withdrawal experiences were less in-
quisitive, indicating a preference for sharing per-
sonal experiences rather than seeking information
on this sensitive topic. Higher usage of LIWC cat-
egories such as friend, conflict, affiliation further
support this interpretation (Table 7).

The use of prosocial language (e.g., “care”,
“help”) was 2.54 times more frequent in posts in-
quiring about Dependency concerns. This may
suggest that individuals seeking information about
dependency may frame their inquiries in a way that
elicits support and empathy. We found prosocial
language also more prevalent in Disclosure posts
related to Combination of Substances (0.46), indi-
cating that discussions of polysubstance use may
involve a greater degree of mutual support. While
the use of language to establish Clout was gen-
erally more prevalent in Disclosure posts (0.89),
likely reflecting a desire to establish credibility
when sharing personal experiences, this pattern
was particularly notable in discussions of Meth-
ods of Ingestion (0.69), suggesting that individuals
sharing experiences related to drug use methods
may be especially motivated to present themselves
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as knowledgeable and authoritative.
Finally, while our analysis revealed significant

differences in the use of relig and food categories,
further investigation highlighted the limitations of
LIWC limitations in capturing the nuances of drug-
related discourse. These terms often appear in
metaphorical contexts within drug discourse (e.g.,
“god,” “hell,” “cook,” “bake”), underscoring the
need for specialized linguistic tools tailored to the
unique language of online drug forums.

Combination of Substances and Safety. Posts
inquiring about combining substances used signifi-
cantly more polite language (7.6 times more) than
those disclosing experiences. This suggests a strate-
gic use of politeness to foster a supportive environ-
ment when seeking potentially sensitive informa-
tion. More frequent use of acquire language (e.g.,
“get,” “take”) in these inquiries could reflect a desire
for information and a potential interest in consum-
ing multiple substances. The threefold increase in
illness language within posts about physiological
Effects, Combination of Substances, and Safety
suggests that users are prioritizing harm reduction
and seeking information about potential negative
health consequences. The significant association of
risk language specifically with posts about combin-
ing substances and Safety underscores the growing
concern users may have regarding the potential
dangers of polysubstance use.

Discussion of Physiological Effects. The use of
polite language is approximately 30% more fre-
quent in Inquisition posts about physiological Ef-
fects (ratio of 2.23) compared to Recovery posts
(ratio of 1.72). This difference may reflect a greater
degree of deference or caution when seeking infor-
mation about potentially stigmatized experiences.
On the other hand, the more prevalent use of
emo_sad language in Recovery posts about effects
(3.4 times more than in Dependency posts) sug-
gests that individuals sharing personal experiences
related to recovery may be more likely to express
negative emotions associated with the physiologi-
cal consequences of drug use. The increased use
of home (e.g., “home,” “bed”) and family (e.g.,
“mother,” “brother”) language in Recovery posts,
which were 2.9 and 1.49 times more frequent re-
spectively, suggests that discussions of recovery
often involve reflections on personal relationships
and living environments, potentially highlighting
the importance of social support and stable envi-
ronments in the recovery process. The higher use

of reward and wellness language in Recovery posts
compared to Dependency posts suggests a focus
on positive outcomes and potential benefits of over-
coming physiological dependencies.

8 Conclusion

This study aims to identify how individuals dis-
cuss their personal drug experiences online. Using
a deductive-inductive approach, we developed a
taxonomy to assess user-generated posts, includ-
ing their intended Connections (Inquisition or Dis-
closure), Subjects (e.g., Recovery, Dependency,
Other), and specific Objectives (e.g., Relapse, Qual-
ity, Safety, Legality). We then employed this taxon-
omy to annotate 500 randomly sampled posts from
a dataset we created, consisting of posts from four
subreddits: r/opiates, r/benzodiazepines, r/stims,
and r/cocaine. We used this data to train three sets
of classifiers: (1) baseline models, (2) transformer-
based deep learning models, and (3) LLM-based
models including GPT-3.5 Turbo, GPT-4, and Mix-
tral, an open-source LLM. Our data analysis shows
that posts are more inquisitive and predominately
revolve around Effects and Methods of Ingestion.
Our classification results show that GPT-4 with In-
struction, Definition, and Examples (‘I +D+ E’) in
prompts outperformed other models, whereas the
DeBERTa-based transformer model had the best
performance among the non-LLM models.

After applying our best-performing model to an
additional 1,000 randomly selected posts, we used
LIWC to analyze the linguistic differences between
posts labeled as Inquisition vs. Disclosure and Re-
covery vs. Dependency. This analysis revealed that
Inquisition posts significantly used more authentic-
ity-related language, while Disclosure posts empha-
sized personal sharing, especially in sensitive top-
ics like Withdrawal. The analysis also highlighted
the varied use of prosocial, clout, and metaphor-
ical language across different discussion themes,
providing deeper insights into the psychosocial dy-
namics of online drug-related discourse.

These findings provide insight into the intricate
language of drug use discussions, highlighting po-
tential indicators of SUD or recovery initiation.
Our results underscore how online forums provide
crucial support and safety planning, demonstrating
the value of computational analysis in understand-
ing health-related online communities and inform-
ing SUD treatment and recovery interventions.
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9 Limitations

Thematic analysis, inherently subjective, depends
on the annotator’s interpretation, potentially intro-
ducing biases into the coding process and affecting
data accuracy. Focusing solely on four subreddits
to derive insights into the SUD and recovery com-
munities brings limitations, given the existence of
numerous forums on these topics. Our selection
aimed to reflect the broader nuances within the
SUD landscape, acknowledging the constraints of
such a scope.

Human annotation, while detailed, poses chal-
lenges due to its time-intensive nature for large
datasets, limiting the data volume for model train-
ing and possibly affecting the models’ performance
and applicability. Moreover, the efficacy of few-
shot learning is contingent upon the quality and di-
versity of training data; limitations include the risk
of overfitting, computational inefficiencies, and
poor generalization to new tasks or data distribu-
tions in cases of noisy or insufficient data.

Annotator unfamiliarity with specific substances
could lead to misinterpretations that experts might
avoid, underscoring the models’ goal to grasp con-
text without always requiring domain expertise.
Additionally, the predominantly pseudonymous na-
ture of Reddit participation, skewing towards a
younger, majority male demographic, coupled with
Hargittai (2020) observation that social media users
tend to be of higher socioeconomic status, suggests
a potential skew in the perspectives represented in
computational social science research.

Our classification models excel in different lev-
els of categorization but struggle with fine-grained,
domain-specific classes, leading to potential mis-
classifications or oversimplifications. This limita-
tion poses a challenge to the accurate recognition of
nuanced distinctions within posts. Enhancing the

models’ capabilities in identifying these detailed
classes (e.g., by using external knowledge bases)
is essential for improving the utility of our models
in domain-specific applications, thereby enabling
more precise analysis and targeted interventions.
Future work will focus on addressing these limita-
tions.

10 Ethics Statement

In alignment with the harm reduction perspective,
which prioritizes the autonomy and well-being
of PWUD (Coalition), our research methodology
places significant importance on protecting the pri-
vacy and anonymity of Reddit users who share their
personal experiences. This study has received ap-
proval from the University’s Institutional Review
Board (IRB), ensuring adherence to rigorous eth-
ical standards. To further safeguard user privacy,
we will not release the full text of Reddit posts. In-
stead, we will only make available post IDs along-
side their corresponding labels, allowing other re-
searchers with appropriate access to reproduce our
findings while ensuring user anonymity. Addition-
ally, any quotes used in this work have been care-
fully modified to remove identifying details and
protect user privacy. This involved paraphrasing
content, removing specific drug names or slang
terms, and generalizing language used in the quotes.
We believe this approach upholds the principles of
harm reduction while enabling valuable research to
be conducted in a manner that respects the dignity
and confidentiality of the individuals who gener-
ously share their experiences.
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A Taxonomy of Personal Drug
Experiences

As discussed in §3, following a comprehensive re-
view of the literature and a detailed analysis of the
posts in our dataset, we developed a taxonomy of
lived drug experiences within online discussions.
This taxonomy is structured across three levels:
connection, subject, and objective. Through multi-
ple iterations and evaluations, we refined our cat-
egorization to capture the nuances of online drug-
related narratives accurately. Table 4 presents the
rationale, detailed definitions, and examples for
each level, offering insights into the complexity
and diversity of these experiences shared online.

B Details of Classification Procedure and
Results

Table 5 presents the comprehensive list of classi-
fiers and the corresponding results we obtained for
the three levels of classification performed. The
table encompasses a detailed comparison across
different metrics, providing insights into the perfor-
mance of each classifier within the context of our
study. The classifications were conducted across
three levels. For the baseline models, for both Con-
nection and Subject levels, LogR and SVM models
employ a one-versus-all strategy, whereas the KNN
and RF models directly support multi-class classifi-
cation. At the Objective level, however, we adopt
the ‘MultiOutputClassifier’ strategy to address the
multi-label classification task.

For the Objective level in transformer-based
models, we adopted a multi-label classification
strategy to manage samples that simultaneously
belong to multiple categories.

The number of parameters in The BERT model
is 110 million, while the RoBERTa and DeBERTa
models have 125 million and 276 million parame-
ters, respectively. We used the T4 GPU provided
by Google Colab for our transformer-based models.
For SentBERT model, we used seven few-shot sam-
ples from each category at both the Connection and
Subject levels, and only four examples per category
at the Objective level.

6143

https://doi.org/10.48550/arXiv.2209.11055
https://doi.org/10.48550/arXiv.2209.11055
https://doi.org/10.1371/journal.pdig.0000143
https://doi.org/10.1371/journal.pdig.0000143
https://doi.org/10.1371/journal.pdig.0000143
https://doi.org/10.1371/journal.pdig.0000143
https://doi.org/10.1371/journal.pdig.0000143
https://doi.org/10.21203/rs.3.rs-2392230/v1
https://doi.org/10.21203/rs.3.rs-2392230/v1
https://doi.org/10.1038/s41386-021-01069-4
https://doi.org/10.1038/s41386-021-01069-4
https://doi.org/10.1038/s41386-021-01069-4
https://doi.org/10.1080/10410236.2019.1587691
https://doi.org/10.1080/10410236.2019.1587691
https://doi.org/10.1073/pnas.2207391120
https://doi.org/10.1073/pnas.2207391120
https://doi.org/10.1073/pnas.2207391120


C Multi-level, Multi-class Frequencies

Table 6 presents the distribution frequencies for
each objective, categorized by connection and sub-
ject types. These results illustrate how the various
classes are represented across a dataset of 1,500
entries, which includes 1,000 posts annotated us-
ing our best-performing model, complemented by
an additional 500 manually annotated data points.
This comprehensive overview aids in understand-
ing the prevalence and patterns of different objec-
tives within the context of the study, highlighting
the robustness and coverage of our annotation ap-
proach.

D LIWC and Statistical Analysis

Table 7 shows the ratios of mean scores
for posts labeled as Recovery and Depen-
dency (µRecovery/µDependency) and the ratios
of mean scores for Inquisition and Disclosure
(µInquisition/µDependency) across different LIWC
categories. LIWC assesses the text by calculat-
ing the proportion of words belonging to different
psychologically relevant categories.
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Dimension Rationale Code Definition and Example

Connection
What is the primary purpose of the post?
Is the post asking for something from
the community or is it meant to share
stories and lived experiences?

Disclosure

Making others aware of the activity related to drug use, both
primary and secondary accounts – including possession.
Example: “I’ve been taking X for anxiety. I finally
went to a doctor who told me he wouldn’t prescribe me
any benzo.”

Inquisition
Asking for questions and advice on SUD.
Example: “What is your cure to prevent coke side effects
or things you do before, during, and after your session?”

Subject What is the overarching subject of the post?

Dependency

The medical term used to describe drug or alcohol use that continues
even when significant problems related to their use have developed.
Example: “I’m 23 in usa been on drugs since I was a teen. drugs
r bad but I chose to use, if you knew me know why!”

Recovery

Describing the process of overcoming substance use disorder and
regaining physical, emotional, and mental health.
Example: “I am sober for six weeks and it is like my life
has changed completely.”

Other

Other types of drug discussion NOT related to a recovery experience
or indicative of Recovery nor Dependency. Can include general use.
Example: “do you know of a drug that feels like X
but wouldn’t test +?”

N/A
Unrelated discussions, NOT related to any form of substance use.
Example: “have you listened to Zoo Band?”

Objective

What are main themes or topic(s)
corresponding to subject of the post?
These themes provide information
into users’ motivation behind their post;
including reasons for taking substances,
the desired effects users hope to achieve,
the benefits of using the substance,
asking for support and encouragement.

Combination of Substances

The use of two or more substances at the same time.
Example: “I’m taking 10mg of meth and 10mg
X a day from the clinic. I’m on prescription,
10mg dex a day but sometimes go over.”

Effects
Physical or emotional effect: The desired or undesired effects of the
substance on the user’s body and mind.
Example: “I use amps for anxiety but now I have a bad craving.”

Legality
The legal status of the substance in the user’s jurisdiction.
Example: “Is benzo legal in the US? Will I pass the test?”

Mental Health

The impact of the substance on the user’s mental state, including
mood, cognition, and emotional regulation.
Example: “I feel like I have no options. The only thing
kept me from feeling bad and having panic
attacks or episodes of depression for extended
periods are xanas.”

Methods of Ingestion

The way in which the substance is consumed, such as smoking,
inhaling, injecting, or swallowing. This encompasses different
routes of administration and dosage-related considerations that
play a crucial role in determining the substance’s effects users.
Example: “I’m smoking 3g coke, it’s the way I like to use.”

Nurturant Support & Morality

User’s thoughts and feelings about the substance and their
own use of it, including feelings of guilt, shame, or self-judgment.
Nurturant support includes emotional, network, and esteem.
Example: “I’m a horrible person because I am an addict,
and I can’t quit.”

Overdose

The consumption of more of a substance than the body can
safely handle, resulting in serious health problems or death.
Example: “I overdosed last week, it was the scariest
event of my life.”

Quality
The purity or potency of the substance, or the user’s perception of it.
Example: “Got some prams that I’msure are pure,
same size/dimensions/and weight.”

Relapse
The return to using a substance after a period of abstinence.
Example: “I relapsed on opiates last week, but I’m ok and in
treatment and I want to stay sober.”

Safety

The perceived or actual risk associated with using the substance,
includes risks of overdose, addiction, or other negative consequences.
Example: “Can my ex purposefully switch
my syringe with one of hers because
she is pissed about a comment I made about not risking Hep C?”

Withdrawal
The physical and psychological symptoms that occur when a person
stops using a substance that they have been addicted to.
Example: “I’m going through withdrawal now, it’s awful.”

Other

Any other objective that is not covered by the above categories.
Example: “There was a post on various components of
xanax and the meaning, it broke names into their
various components.”

N/A
Not related to SUD objective.
Example: “Want to chat, hit me up.”

Table 4: Taxonomy of Lived Drug Experiences in Online Discussions
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Connection Subject Objective

Feature Classifiers Prec Rec F1 Prec Rec F1 Prec Rec F1

Baseline

TF-IDF KNN 0.77 0.72 0.68 0.49 0.51 0.49 0.35 0.44 0.39
TF-IDF SVM 0.76 0.60 0.47 0.65 0.70 0.66 0.35 0.47 0.41
TF-IDF RF 0.67 0.66 0.62 0.52 0.58 0.55 0.37 0.32 0.35
TF-IDF LogR 0.76 0.74 0.72 0.58 0.53 0.52 0.46 0.47 0.41
BERT LogR 0.71 0.72 0.71 0.53 0.58 0.55 0.60 0.47 0.49
BERT KNN 0.67 0.62 0.53 0.55 0.53 0.52 0.36 0.45 0.40
BERT RF 0.39 0.51 0.42 0.55 0.60 0.58 0.45 0.39 0.40
BERT SVM 0.75 0.75 0.75 0.56 0.60 0.58 0.52 0.45 0.44
ada-002 SVM 0.8 0.8 0.8 0.26 0.53 0.35 0.33 0.29 0.30
ada-002 LogR 0.82 0.82 0.81 0.57 0.63 0.58 0.48 0.30 0.34
ada-002 RF 0.64 0.62 0.62 0.46 0.57 0.51 0.39 0.23 0.26
ada-002 KNN 0.78 0.78 0.78 0.46 0.57 0.51 0.39 0.23 0.26

Transformer-Based

BERT BERT 0.78 0.68 0.73 0.58 0.56 0.54 0.38 0.41 0.41
DeBERTa DeBERTa 0.95 0.87 0.90 0.66 0.71 0.69 0.51 0.44 0.43
RoBERTa RoBERTa 0.85 0.81 0.83 0.63 0.69 0.66 0.39 0.43 0.41
BioBERT BioBERT 0.54 0.9 0.67 0.59 0.62 0.60 0.38 0.45 0.41
- SetFit 0.90 0.64 0.75 0.62 0.39 0.45 0.37 0.43 0.39

LLM

- GPT3.5 I 0.6 0.6 0.6 0.73 0.45 0.4 0.57 0.61 0.56
- GPT3.5 I + D 0.49 0.43 0.39 0.66 0.47 0.42 0.54 0.57 0.53
- GPT3.5 I + D + E 0.71 0.7 0.69 0.75 0.68 0.68 0.61 0.69 0.62
- GPT4 I 0.73 0.57 0.53 0.74 0.34 0.23 0.54 0.74 0.6
- GPT4 I + D 0.76 0.45 0.32 0.77 0.64 0.66 0.56 0.76 0.61
- GPT4 I + D + E 0.91 0.91 0.91 0.74 0.72 0.73 0.71 0.66 0.64
- Mixtral I 0.34 0.58 0.43 0.1 0.32 0.16 0.4 0.68 0.48
- Mixtral I + D 0.17 0.42 0.24 0.59 0.43 0.37 0.54 0.68 0.55
- Mixtral I + D + E 0.78 0.51 0.43 0.72 0.34 0.23 0.42 0.84 0.53

Table 5: Weighted Precision, Recall, and F1 for all classification models.
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Inquisition
Dependency 27 88 3 34 61 19 11 12 14 32 26 328
Recovery 2 9 1 7 5 17 1 1 15 3 17 78
Other 31 119 18 28 87 18 8 20 4 40 3 397

Disclosure
Dependency 34 84 9 28 89 11 5 9 13 38 50 370
Recovery 5 8 1 11 10 4 4 0 13 12 23 91
Other 78 200 23 29 219 9 6 43 1 109 10 732

Total 177 508 55 137 471 78 35 85 60 234 129

Table 6: Frequencies of each objective with respect to each connection and lived experience types. The ’N/A’ label
for lived experience and ’N/A’ and "Other’ objectives labels are excluded from this table.
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achieve 1.18 0.95
acquire 1.38 1.68 1.92 3.08 1.75 3.16 1.35
affect 0.54 0.69 0.67
affiliation 0.45
allnone 0.59 0.75
allure 0.90 0.89
analytic 0.78 0.76 0.77 0.75 0.85
authentic 1.17
cause 1.82 1.40 1.54 1.73 1.20 1.47 1.51
certitude 0.69
clout 0.74 0.69 0.71 0.54 0.90
cognition 1.27 1.26 1.36 1.31 1.31 1.25 1.33
cogproc 1.32 1.29 1.41 1.35 1.24 1.37 1.28 1.42
comm 1.53 0.98 1.25 0.78 0.96 1.27
conflict 1.21 0.39 0.66
curiosity 1.33 1.39 2.02
differ 1.33 1.48 1.42 1.31 1.33
discrep 1.39 1.27 1.62 1.87 1.74 1.52 1.59
drives 0.87 0.75
emo_anger 0.60 0.70
emo_neg 0.66 1.35 1.37
emo_pos 0.38 0.41
emo_sad 0.86 3.43
emotion 0.60 0.60 0.60
family 0.72 0.60 0.60 0.57 0.47 1.49
fatigue 0.82
feeling 2.56
female 0.67 0.17 0.77
focusfuture 1.20 0.99 1.43 1.57
focuspast 1.05 1.13 1.14 1.10
focuspresent 1.08 1.13 1.06 1.51 1.21 1.13
food 0.78
friend 0.98 0.24 0.76
health 1.47 1.25 2.41 1.43 2.38 1.26
home 0.23 0.25 0.09 0.12 0.50 2.92
I 1.11 1.22 1.31 1.38
illness 3.03 3.03 2.97
insight 1.42 1.12 1.21 0.93 1.25 0.99 1.48
ipron 1.06 1.07 0.96 0.99 1.20
leisure 1.15
lifestyle 0.64
memory 0.38 0.40
mental 1.33
money 0.57
moral 0.42
motion 0.64
perception 0.80 0.94 0.72
physical 1.16 1.09 1.45 1.27 1.44 1.13
polite 2.39 2.23 2.70 7.61 5.80 4.75 1.51 1.72
ppron 1.14 1.14 1.14
pronoun 1.11 1.07
prosocial 2.54 1.00 1.11 0.47 1.33 0.83 1.24
Qmark 6.39 5.19 1.15 1.28 0.85 0.94 2.79 5.03 0.86 3.48 2.70
relig 2.76 1.14
reward 0.39 5.71
risk 1.98 1.98
sexual 0.62
shehe 0.55 0.41 0.77
socbehav 0.92 0.70 0.77 0.99
social 0.98 0.70
socrefs 1.07 1.03 0.67
space 1.04 0.73 0.95
substances 1.27 1.33 2.05 2.65 1.28
swear 0.62
tentat 1.73 1.97 2.14 2.24 1.44 2.21 2.08
time 1.00 1.17 1.18
tone 0.85
tone_neg 0.67 1.10 1.24
tone_pos 0.58
visual 0.48 0.76
we 0.37 0.09 0.09 0.49
wellness 0.30 3.74
you 1.34

Table 7: Summary of statistically significant LIWC categories using Mann-Whitney U test. RI =
µInquisition/µDisclosure between the means of inquisition and disclosure-related posts, and RR =
µRecovery/µDependency between the means of recovery and dependency-related posts. Highlighted cells rep-
resent different R with dark blue representing the lowest and dark red representing the highest ratios. Empty
cells denote non-significant results.

6147



Post True Label Predicted Label

I was convinced the police were monitoring my com-
puter and were about to arrest me. I bought it from
a very reputable person—I’ll spare the details—but
he’s been well-known with a good reputation for
years. I’m still feeling a bit disoriented after that, and
I’m going to die going to work tomorrow can some-
one please let me know what the fuck went wrong
there cheers

Disclosure Inquisition

I quit for about a week due to a scheduled blood test
and surprisingly, I didn’t feel as awful as expected. I
don’t clearly remember that week, so I’m not certain
how I felt. Later, I had my wisdom teeth removed
and stopped again for a week before the procedure.
During that time, the person I had been purchasing
from unfortunately passed away. This was a big call
and I have now been sober for about 3 months, with
all that information how bad was I again, 46 120 lb
male

Dependency Recovery

I want to care, but reality hits and I just want it to
disappear. Music and weed, are the answer to a ques-
tion I can’t even ask. I know I can find satisfaction in
that combination I got to quit, bide me some time to
figure out how to do it is that what I need to do

Dependency Recovery

Now I’m just inquiring because of my paranoia about
the prevalence of counterfeit medications these days.
Are people really faking Etizest1 blister packs and
boxes with no active ingredients or different, under-
dosed chemicals? I doubt they’d invest the effort to
do that, considering some pharmaceutical companies
in India manufacture our medicine, so there’s defi-
nitely some level of quality control.

Safety
Legality, Quality,
Safety, Mental

Health

So, my usual dealer was out of supply for a few
weeks, so they introduced me and my group of meth-
using friends to another dealer. Turns out he had fire
product and he is also an awesome person.

Quality
Quality, Nurturant
support & Morality

Table 8: Comparison of True and Predicted labels in some misclassified posts.
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