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Abstract

Legal Judgment Prediction (LJP) has attracted
significant attention in recent years. However,
previous studies have primarily focused on
cases involving only a single defendant, skip-
ping multi-defendant cases due to complexity
and difficulty. To advance research, we intro-
duce CMDL, a large-scale real-world Chinese
Multi-Defendant LJP dataset, which consists
of over 393,945 cases with nearly 1.2 million
defendants in total. For performance evalu-
ation, we propose case-level evaluation met-
rics dedicated for the multi-defendant scenario.
Experimental results on CMDL show existing
SOTA approaches demonstrate weakness when
applied to cases involving multiple defendants.
We highlight several challenges that require at-
tention and resolution. The dataset is available
at https://github.com/littlebowlnju/CMDL.

1 Introduction

Legal Judgment Prediction (LJP) aims to predict
judgment outcomes (e.g., law articles, charges)
given the fact description of a case. LJP has been
widely studied in various jurisdictions and lan-
guages (Liu et al., 2023; Jacob de Menezes-Neto
and Clementino, 2022; Medvedeva et al., 2023;
Valvoda et al., 2023; Feng et al., 2022a). English
LJP (Chalkidis et al., 2019) focuses on violation
prediction while Swiss LJP focuses on predicting
plaintiff’s claims (Semo et al., 2022; Niklaus et al.,
2021). Chinese LJP primarily focuses on predict-
ing charges, applicable law articles and terms of
penalty in criminal cases. LJP can help both legal
professionals in analyzing cases and nonprofession-
als with low-cost consulting services.

In this paper, we focus on Chinese LJP. A variety
of methods have been proposed to solve Chinese
LJP. Some improve performance by exploring the
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Defendants Law Articles Charges Terms of Penalty

Defendant Names: [Wang, Liu, Zhang]

Fact Description:
Defendant Wang helped breaking open the door lock of Li’s residence. 
Defendant Liu and Xu then entered and stole jewelry and electronic products 
worth 5000 yuan. Two days later, Defendant Xu voluntarily surrendered himself...

Defendant Liu Article 245: [Crime of theft] Crime of theft imprisonment, 2 years 

Defendant Xu

Defendant Wang Article 245: [Crime of illegal 
intrusion into residence]

Crime of illegal 
intrusion

detention, 6 months

Article 245: [Crime of theft] Crime of theft imprisonment, 1 year 

Sentencing 
Factors (Roles):

1
2

3

Accomplice① Principle     
Criminals

② Discretionary      
Sentencing 
Factor

③

1

2

2 3

Figure 1: An illustration of multi-defendant LJP tasks.
The numerical labels in Fact Description indicate the
elements exhibiting related sentencing factors. Due to
the different criminal roles of defendants in the joint
crime and the discretionary sentencing factors, the cor-
responding outcomes vary.

relationships between subtasks and employ multi-
task learning (Zhong et al., 2018; Yao et al., 2020;
Huang et al., 2021). Some extract key informa-
tion from facts for prediction, enhancing both ac-
curacy and interpretability (Feng et al., 2022b; Wu
et al., 2022). The importance of distinguishing be-
tween similar charges and legal provisions has also
attracted attention (Zhang et al., 2023; Liu et al.,
2022). With the development of pre-trained models,
researchers begin to propose LJP solutions based
on these models and achieve new state-of-the-art
results (Xiao et al., 2021; Huang et al., 2021).

Nevertheless, existing methods are mostly de-
signed for and tested on single-defendant cases,
leaving out multi-defendant cases due to com-
plexity (Xiao et al., 2018). While many re-
searchers highlight the significance of exploring
multi-defendant cases in future studies (Li et al.,
2021; Xu et al., 2020), it remains a relatively under-
explored area with limited satisfactory solutions.

Given the fact description of a case, multi-
defendant LJP aims to predict judgment outcomes
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for each defendant. It’s nontrivial to solve multi-
defendant LJP. As shown in Figure 1, three defen-
dants involved in a single case receive different
judgments as they face different sentencing factors
based on judicial theory (Liu, 2020). For instance,
Defendant Wang involves in the case as the role of
accomplice that does not directly participate in the
theft activity, whereas Defendant Liu and Xu are
principle criminals for stealing. Thus, Defendant
Wang gets a lighter punishment compared to the
others. However, there are several challenges for
models to distinguish sentencing factors (e.g. iden-
tifying the roles in joint crimes) among defendants
as follows.

Segmenting facts. Legal documents do not fol-
low a sequential pattern where each defendant is
individually described in facts. Instead, facts are
typically presented in chronological order, with de-
tails concerning each defendant interspersed and
not separated. Moreover, extracting details perti-
nent to each defendant solely by their names is im-
practical, as it may result in disjointed fragments.

Injecting relevant legal knowledge. Judging
cases with multi-defendants necessitates adherence
to specific legal logic. Accordingly, models should
possess the ability to analyze facts and integrate
applicable legal knowledge. As shown in Figure 1,
while Defendant Liu and Xu are both principal
criminals, they receive different penalties due to
Xu’s mitigating circumstance of voluntary surren-
der. While there are numerous single-defendant
LJP approaches, they are not applicable in the
multi-defendant setting as they lack the necessary
legal knowledge required for accurately predicting
multi-defendant cases.

To facilitate multi-defendant LJP research, we
present CMDL, a large-scale Chinese Multi-
Defendant LJP dataset. CMDL consists of 393,945
criminal cases involving multiple defendants, cov-
ering 321 charges and 275 law articles. Compared
with existing multi-defendant LJP datasets (Lyu
et al., 2023; Pan et al., 2019), CMDL contains
over ten times the number of cases and the num-
ber of labels than others. CMDL also contains
more comprehensive legal annotations, including
(1) detailed fines (either specific amounts or being
fined without a specified amount), (2) diverse term
of penalty (e.g., imprisonment, surveillance, etc.)
and (3) more fine-grained paragraph-level law arti-
cles. For evaluating models’ performance under the
multi-defendant setting, we propose case-level met-

rics, which will be described in 4.2.1. We conduct
extensive experiments to uncover the challenges
of multi-defendant LJP, and experimental results
show multi-defendant LJP is still far from being
resolved and requires further investigation.

In summary, our contributions are three-fold:

A large-scale Multi-Defendant LJP dataset. To
the best of our knowledge, CMDL is the largest
Chinese multi-defendant LJP dataset covering the
widest range of charges, law articles and penal-
ties. It can also be easily expanded and updated
with our automatic annotation process. We believe
our dataset can generate more interest in multi-
defendant LJP and promote further research in the
field of LJP.

A more comprehensive approach to evaluate
model performance on multi-defendant cases.
Given the varying number of defendants in multi-
defendant cases, we believe it’s important to assess
model performance not only at the individual defen-
dant level (by taking each defendant as a sample)
but also from a holistic perspective of the case.

An empirical study on multi-defendant LJP.
We implement and evaluate several SOTA models
on CMDL. From the results of extensive experi-
ments, we gain preliminary insights into the perfor-
mance of existing models on multi-defendant cases
and identify challenges. We hope that our findings
can inspire further research in this area.

2 Related Work

LJP as an important application of AI in the le-
gal field has been extensively studied. Researches
in other languages and jurisdictions, especially in
countries employing the common law system, typi-
cally address binary classification tasks such as pre-
dicting violation (Chalkidis et al., 2019) or whether
the plaintiff’s claims will be accepted/rejected (Ma-
lik et al., 2021; Semo et al., 2022; Niklaus et al.,
2021). To the best of our knowledge, no LJP re-
search from other countries involves multiple de-
fendants. Therefore, our discussion here mainly
focus on the context of Chinese LJP.

In recent years, deep learning and neural net-
works have emerged as the primary methods for
solving various LJP subtasks. Researchers focus on
improving accuracy and interpretability by extract-
ing key elements to stimulate practical judicial pro-
cess (Yue et al., 2021a; Feng et al., 2022b; Wu et al.,
2022; Lyu et al., 2022), exploring relationships
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CAIL2018 MultiLJP CMDL

Case Defendant Single Multiple Multiple
# Cases 2,676,075 23,717 393,945
# Defendants 2,676,075 80,477 1,199,117
# Charges 202 23 321
# Law Articles 183 22 275
fines ✓ × ✓
paragraph-level law × × ✓
Non-imprisonment term × × ✓

Table 1: Comparison between CMDL and other open-
source Chinese LJP datasets.

between subtasks for multi-task learning (Zhong
et al., 2018; Yao et al., 2020), exploiting the se-
mantics of article and charge labels (Zhang et al.,
2023; Le et al., 2022; Liu et al., 2023) or injecting
legal knowledge into networks (Luo et al., 2017;
Gan et al., 2021). Pre-trained Language Models
(PTMs) pretrained or finetuned on legal data also
demonstrate promising performance (Xiao et al.,
2021; Huang et al., 2021). With recent surge in
Large Language Model (LLM) and generative AI,
specialized LLMs targeted at legal field like Chat-
Law (Cui et al., 2023) is proposed to solve multiple
legal tasks, including LJP.

Basically all existing methods focus on single-
defendant LJP using CAIL dataset (Xiao et al.,
2018), whereas multi-defendant setting receives
limited attention. Pan et al. (2019) use a multi-
scale attention model to predict charges for multi-
defendant cases with a self-constructed dataset
(120 cases in total with only 4 common charge
types). Another work predicts judgment results for
each defendant using hierarchical reasoning chains,
which relies entirely on the additional manually-
annotated information (e.g. criminal relationships)
in their dataset MultiLJP (Lyu et al., 2023). Un-
like the above datasets that either focus on one
subtask of LJP or require massive manual efforts,
we propose a large-scale (both numbers of cases
and charge types are over 10 times of those in Mul-
tiLJP) dataset with more comprehensive annota-
tions which are annotated automatically. We com-
pare our datasets with other open-source Chinese
LJP datasets and show differences in Table 1.

3 CMDL

In this section, we first describe the definition of
multi-defendant LJP task in our dataset. Then we
elaborate on the dataset’s annotation process and
present the data analysis.

3.1 Task Definition

The typical subtasks of Chinese LJP include pre-
diction for related law article, charge and terms
of penalty. Specifically, given the fact descrip-
tion of a multi-defendant case as a word sequence
sf = {wf

1 , ..., w
f
lf
} where lf represents the num-

ber of words, and a set of defendant names D =
{d1, d2, ..., dn}, where n is the total number of de-
fendants (n ≥ 2) and each name is a sequence of
words sdi = {wdi

1 , ..., wdi
ld
}, the task is to predict

law articles Y di
a , charges Y di

c and corresponding
terms of penalty for each defendant di. Note there
are potentially multiple law articles and charges
associated with each defendant.

Similar to previous works, we formalize law ar-
ticle prediction and charge prediction task as multi-
label classification tasks. In Chinese criminal law,
there are five main types of penalties: death penalty,
life imprisonment, fixed-term imprisonment, crim-
inal detention, and public surveillance. Previous
LJP works focused only on the first three types of
penalties in sentencing prediction, primarily pre-
dicting the length of fixed-term imprisonment. In
our dataset, we extensively annotate the terms of
detention and surveillance and include the types of
penalties in prediction targets. For instance, when
formalized as multi-class classification problem (as
we do in Section 4), the class labels are composed
of both penalty type and length (if applicable) such
as "surveillance less than 1 year" and "imprison-
ment less than 6 months". It can also be formed as
classification (penalty type) + regression (penalty
length) problem.

Additionally, we annotate the amount of fine
for each defendant. To our knowledge, no LJP
work has specifically focused on the prediction of
defendants’ fines. We include such data in our
dataset for future research.

3.2 Dataset Construction

Figure 2 illustrates the annotation process. We
detail each annotation step as follows.

Corpus and pre-processing. We collect 699,263
criminal documents involving two or more defen-
dants from the past 20 years as our raw corpus from
China Judgments Online1. Following Xiao et al.
(2018), we only keep judgment documents for LJP
tasks requirements.

1https://wenshu.court.gov.cn/
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Judgment Document After Regex

Fact Description:  ...Liu and Li carried 70 grams of heroin to a casino. 
Liu sold 25 grams to Wang. They further use the money to gamble...

Relevant Laws: In accordance with Article 25, 57-1, 347-1, 354... of 
the Criminal Law of the People’s Republic of China and ...

Court View:  The court believe that Liu and Li jointly committed the 
crime. Li being accomplice is eligible for a lighter sentence... 

Judgments: Defendant Liu is convicted of drug trafficking, sentenced 
to 6 years of imprisonment and fined 20,000 yuan, convicted of 
gambling...; Defendant Li is convicted of drug of trafficking...

Annotation for each defendant

Mapping Sets (manual)

Charge →
Standard Charge

Fine: 20,000 

Terms of Penalty: 6 years of 
imprisonment 

Charge: drug trafficking 
Name: Liu xx 

Law Articles: [347-1] 

Standard Charge:  
Crimes of smuggling, 
trafficking, transporting and 
manufacturing narcotic drugs

Charge →
[Law Articles]

Mapping Sets (Manual)

Figure 2: The data processing and annotation process of our dataset.

Given the fixed structure of most legal docu-
ments, as illustrated in Figure 2, we first use pre-
cisely designed regular expressions to divide the
documents into four parts: fact description, court
view, relevant laws and judgments. Cases with ex-
cessively short fact description (probably fail at
regex) are filtered out. The judgment for each de-
fendant can be further extracted from the judgments
section, from which we double-check the number
of defendants to filter cases with multiple defen-
dants. We keep the court view part for potentially
use in court view generation task (Ye et al., 2018;
Yue et al., 2021b).

Standardized charge annotation. The Criminal
Law of the People’s Republic of China has under-
gone multiple revisions, resulting in the deletion or
renaming of certain criminal charges. To obtain uni-
fied labels, we use the 2023 version of the criminal
law as references, cases containing deleted charges
are filtered out and we establish a mapping set for
renamed charges. Besides, charges extracted via
regex may not align precisely with the full standard
charge names (often being partial or inaccurate),
rendering them unsuitable for direct use as charge
class labels. For example, there is a charge fully-
named "crime of luring, sheltering, and procuring
prostitution", which may only be referred as "crime
of procuring prostitution". We also single out these
charges and add their mappings to the mapping set
through extensive manual checks.

Law annotation. The relevant laws section ex-
tracted corresponds to the laws cited for the en-
tire case which are difficult to separate and at-
tribute to each defendant. Also, the relationship
between charges and law articles is not one-to-
one (e.g. some articles add clarifications on the
sentencing for specific charges, and certain para-
graphs cover situations belong to charges in other

articles). Therefore, with the assistance of a law
student, we meticulously read through the Criminal
Law and construct a mapping set from the standard
charges to their relative legal provisions. In Chi-
nese law, "Article" is the fundamental units where
each potentially comprise multiple "Paragraphs"
for more detailed subdivision and explanation. In
legal documents, law articles are often cited down
to the specific "Paragraph". Therefore, while previ-
ous LJP datasets annotate relevant laws at article-
level(Xiao et al., 2018; Lyu et al., 2023), we pro-
vide paragraph-level annotations to be more accu-
rate and meet a wider range of real-world needs. To
annotate law label for each defendant, we map their
charges to all possible relevant provisions through
our mapping set, then include those that appear in
the "relevant laws" section in their label list.

Term of penalty annotation. We retain the five
principal punishments defined in the Criminal
Law (introduced in Section 3.1) when labeling
the penalty term, including terms of detention and
surveillance, which were previously simplified as
"fixed-term imprisonment of 0 months". When
both life imprisonment and death penalty are la-
beled as "False", and the length of the other three
penalty types are labeled as "0", it indicates that the
defendant is "exempted from criminal punishment".
We annotate the corresponding penalty terms for
each charge. For a single defendant who commits
several crimes, they typically receive a "combined
punishment", which is also annotated as the "final
penalty" in addition to the penalty terms for each
crime.

Fine annotation. Apart from the above three LJP
subtasks, we also extract the fines imposed on de-
fendants using regular expressions and standardize
them as integer types. For those unable to be di-
rectly converted into integer, we manually check
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Dataset CMDL-small CMDL-big

# Training Set Cases 63,032 315,156
# Validation Set Cases 7,879 39,395
# Test Set Cases 7,879 39,394
# Charges 269 321
# Law articles(article-level) 239 275
# Law articles(paragraph-level) 462 564

Total Defendant 239,039 1,199,117
Max Defendant per Case 61 80
Average Defendant per Case 3.03 3.04

Max Charges per Defendant 15 15
Average Charges per Defendant 1.03 1.03
Max Charges per Case 14 19
Average Charges per Case 1.09 1.09

Average Input Length 1559.47 1564.61

Table 2: Statistics of CMDL.

and annotate them. Instances where fines are men-
tioned but without specifying exact amounts are
also annotated.

Finally, we anonymize personal information (e.g.
names and location) to protect privacy and avoid po-
tential biases. It is worth emphasizing that the regu-
lar expressions and mapping sets we used have un-
dergone repeated adjustments and manual checks
to accommodate all possible descriptions, ensuring
the quality of our dataset. Ultimately, the above
steps were all executed through code, saving sig-
nificant human and time effort while making the
dataset more easily extendable. An example illus-
trating the final format and content of the dataset
can be found in Appendix A.1.

The statistics of our dataset are listed in Table
2. We divide the dataset into training, validation,
and testing subsets in an 8:1:1 ratio. Considering
the time costs for training, we further extract a
subset from the entire dataset. We denote the entire
dataset as "CMDL" or "CMDL-big" and the subset
as "CMDL-small".

3.3 Data Analysis

Case categorization. We further categorize and
statistically analyze the cases based on the judg-
ment results. Specifically, we use hierarchical clas-
sification criteria as follows: 1) single charge (SC)
or multiple charges (MC) for each defendant in the
case: if all defendants have only one charge each,
it falls under SC, otherwise MC; 2) same charges
(SC) or different charges (DC) for all defendants
in a case: if all defendants have the same charges,
it falls under SC, otherwise DC; 3) same penalties
(SP) or different penalties (DP): under the premise
that all defendants have the same charges, the case

Cases

Single 
Charge

Multiple 
Charges

① Charge number 
of each defendant

Same 
Charge

Different 
Charge

Same 
Charges

Different 
Charges

Same 
Penalty

Different 
Penalty

Same 
Penalty

Different 
Penalty

② Charge type of 
each defendant

③ Penalty of 
each defendant

SC

MC

SC

DC

SP

DP

• SC-SC-SP  

• SC-SC-DP

• SC-DC

• MC-SC-SP

• MC-SC-DP

• MC-DC

Case 
Categories

26.0%

68.3%

2.5%

0.1%

0.7%

2.4%

Figure 3: Hierarchical case categorization.

Figure 4: The distribution of top-100 frequent charges
in our dataset.

is classified as the former if all penalties are identi-
cal, otherwise as the latter. Notice that our dataset
annotate penalties for each charge as well as a fi-
nal penalty (if exists) for defendants with multiple
charges, both penalties for each charge being dif-
ferent and final penalty different are all categorized
as MC-SC-DP. Following these criteria, we catego-
rize each case into six types, as shown in Figure 3.
Detailed numbers of each category can be found in
Appendix A.2.

According to statistics, only 5.7% involve multi-
ple different charges while over 90% of the cases
impose the same charge on multiple defendants.
However 72.3% of the same-charge cases vary in
the terms of penalty for different defendants. Cases
where all defendants share one same charge but
involve different terms of penalty (i.e. SC-SC-DP)
are the most common type.

It is worth noting that there is a significant im-
balance in the distribution of different categories
within our dataset. As shown in Figure 4, the top 10
charge categories cover 66.63% of the defendants
while the last 20 ones only appear less than 50
times in total. We retain low-frequency charge and
law article categories to explore and demonstrate
the challenges of few-shot issues.
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4 Experiments

In this section, we apply state-of-the-art models to
multi-defendant LJP based on CMDL, focusing on
evaluating their performance and identifying the
underlying challenges.

4.1 Baselines

We conduct experiments on seven SOTA mod-
els: (1) TOPJUDGE (Zhong et al., 2018), a
multi-task learning framework for LJP by for-
malizing the dependencies among subtasks as a
Directed Acyclic Graph; (2) NeurJudge (Yue
et al., 2021a), a LJP framework separating fact
to different circumstances for predictions; (3)
BERT (Devlin et al., 2019), a pre-trained model
based on Transformer architecture for Chinese;
(4) LEGAL-BERT-SC (Chalkidis et al., 2020),
a strategy of applying BERT in legal domain by
pre-training BERT from scratch on legal corpora;
(5) Lawformer (Xiao et al., 2021), a Longformer-
based (Beltagy et al., 2020) PTM for Chinese legal
long documents understanding. (6) Dependant-
T5 (Huang et al., 2021), a T5-based (Xue et al.,
2021) model that exploits subtask dependencies.
(7) MAMD (Pan et al., 2019), a multi-scale atten-
tion model for charge prediction in multi-defendant
cases. Notice that models (1)-(2) are models de-
signed specifically for LJP tasks while (3)-(6) are
pre-trained models used in single-defendant LJP.
Only MAMD is designed for multi-defendant cases
but it solely predict charges. We exclude the recent
multi-defendant LJP model HRN (Lyu et al., 2023)
because it relies on manually-annotated data that
are not included in our dataset.

4.2 Experimental Setting

Since most of the baselines are designed for single-
defendant cases, we concatenate each defendant’s
name and the whole fact as the input to predict
judgment results for each defendant as Lyu et al.
(2023) do.

Law prediction are conducted at both article-
level and paragraph-level. Penalty terms are di-
vided into non-overlapping intervals with respec-
tive penalty type. As for defendants with multi-
ple charges, the task is to predict the final term of
penalty. All model settings basically follow their
original papers. More details of baseline implemen-
tation can be found in Appendix B.

Due to limited computational resources and
cost consideration, we train and test baselines

on CMDL-small, which is derived from the com-
plete dataset by maintaining the frequency of each
charge (some charges with extremely low frequen-
cies were thus excluded). Performance evaluation
results are reported in terms of Accuracy (Acc.),
Macro-Precision (MP), Macro-Recall (MR) and
Macro-F1 (MF). All these metrics are evaluated
at defendant level (metric scores are calculate in
term of each label). To evaluate model performance
more comprehensively, we extend these metrics to
a case level as follows.

4.2.1 Case-level Evaluation Metrics
Concatenating fact description and one defendant
name as input, and only predict judgments for that
defendant each time is convenient for adopting
existing models. However, simply using metrics
that employed in single-defendant LJP works over-
looks the fundamental difference between multi-
defendant and single-defendant cases: cases involv-
ing more defendants typically imply longer, more
complex case facts and a higher difficulty for pre-
diction 2. Therefore, we argue that it is necessary to
distinguish between defendant-level and case-level
metrics which are calculated as follows.

Take charge prediction as an example, the same
applies to the other two tasks. Given a case c with
n defendants, for defendant di, let there be m1 la-
bels present in its ground-truth, and during testing
a model predicts m2 labels out of which m3 predic-
tions are correct (m3 ≤ m2 and m3 ≤ m1). Then
the accuracy for this defendant is 1 when prediction
match the ground-truth exactly, the precision pdic
is m3/m2 and the recall rdic will be m3/m1. From
precision and recall scores we can compute F1 for
this defendant, which is the harmonic mean of pdic
and rdic . The precision, recall, F1 and accuracy
scores of case c is then computed by averaging the
corresponding scores of all defendants. We obtain
the final metric values by computing a weighted
average of scores across all cases. For example
specifically, the case-level precision score is

Precisioncase =

∑
C wcpc∑
C wc

where pc is the precision score of case c:

pc =

∑n
i=1 p

di
c

n

and wc is the weight assigned to it. Here we calcu-
late wc as log2 n where n is the number of defen-
dants in c. The weight can also be considered as

2See Appendix C for more details.
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Methods
Charges Law Articles Term of Penalty

Acc. MP MR F1 Acc. MP MR F1 Acc. MP MR F1
TOPJUDGE 49.76 24.91 16.82 18.93 42.82 12.48 7.66 8.79 0.73 16.23 0.59 1.09
NeurJudge 18.36 35.91 36.08 35.84 18.34 34.58 34.75 34.49 20.55 4.97 8.00 4.08
BERT 75.53 51.83 47.84 48.41 76.90 52.00 48.38 48.73 22.42 15.67 14.41 14.74
LEGAL-BERT-SC 75.53 49.70 47.16 47.04 76.80 51.59 48.98 48.88 22.29 15.75 13.26 13.78
Lawformer 79.01 59.14 56.57 56.51 80.20 59.57 58.14 57.75 29.16 30.15 21.19 23.96
Dependant-T5 81.72 70.90 68.30 67.60 77.15 76.90 75.80 75.90 28.12 26.20 17.20 18.30
MAMD 35.40 19.64 7.07 9.53 – – – – – – – –

(a) Article-level law prediction

Methods
Charges Law Articles (Paragraph) Term of Penalty

Acc. MP MR F1 Acc. MP MR F1 Acc. MP MR F1
TOPJUDGE 49.96 25.88 19.72 20.54 37.26 7.60 4.19 4.79 1.29 23.35 1.53 2.75
NeurJudge 16.78 35.80 * * 18.37 30.60 32.68 30.55 20.37 3.96 7.48 4.01
BERT 75.58 52.41 50.90 50.03 66.09 30.86 30.28 29.29 22.55 15.24 * 14.28
LEGAL-BERT-SC 76.07 54.97 50.46 50.84 65.37 30.49 29.55 28.48 22.97 19.40 14.43 14.62
Lawformer * 61.10 56.80 57.25 69.98 39.48 37.47 36.55 28.33 26.85 20.20 21.72
Dependant-T5 81.01 71.90 * * 73.15 69.60 67.60 67.80 28.55 29.50 18.30 20.40

(b) Paragraph-level law prediction

Table 3: Defendant-level judgment prediction results on CMDL-small. For law article prediction, we conduct
experiments separately at the Article-level and the Paragraph-level law label set. Results of charge prediction and
penalty prediction that show a minor discrepancy (δ < 0.05%) between two settings are marked with *. The best
performance in each column is marked in bold.

"prediction difficulty score" indicating that the dif-
ficulty increase when defendant number increases.
We use log2 function rather than other increasing
functions because the difficulty does not dramati-
cally increase with the number of defendants, as
one legal expert suggests. The base 2 is chosen
given the minimum number of defendants in multi-
defendant cases is 2.

This evaluation approach treats each case as a
whole and disregard the specific contents of the
labels, providing a more intuitive reflection of the
performance on cases of different scales. In addi-
tion to the originally calculated per-label metrics
(i.e. defendant-level metrics), we evaluate mod-
els in a more comprehensive way. The higher the
scores of case-level metrics, the better the model’s
prediction performance on complex cases.

During experiments and analysis we found that,
the original test set predominantly contains cases
with 2-4 defendants and very few with a larger num-
ber of defendants, making it hard to derive insights
from case-level metrics. Thus, we additionally ex-
tract another test set not overlapping with the train-
ing set and containing a balanced amount of cases
involving different number of defendants, to report
case-level evaluation results3. Besides, we extract

3Refer to Appendix B for more details

50 cases of each type described in Section 3.3 also
from data outside the training set to explore hard-to-
predict case types. For these tests, we only employ
Macro-F1 metric for comparison. Law prediction
for case-level evaluation and case-type evaluation
are both on article-level.

4.3 Results and Analysis

Defendant-level performance. The defendant-
level performance of baselines on CMDL-small is
shown in Table 3. It is evident that the pre-trained
models significantly outperform other models in all
tasks, demonstrating that pre-trained models hold
absolute advantage in multi-defendant LJP. Neur-
Judge has the lowest accuracy on charge and law ar-
ticle prediction task, indicating it finds trouble per-
fectly predicting the results as we use exact-match
accuracy. Some relatively lower macro scores are
mainly due to the imbalance of label set. The exten-
sive corpus used during pre-training can mitigate
the impact of data imbalance to a certain extent
even though LEGAL-BERT, which is pre-trained
on legal copora, show little improvement compar-
ing to original BERT. Additionally, pre-trained
models’ proficiency in handling long text is an
important factor for multi-defendant LJP, where
the input fact descriptions are generally longer.
Specifically, Lawformer, known for its strong per-
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Methods
Charges Law Articles Terms of Penalty

Acc. Pre. Rec. F1 Acc. Pre. Rec. F1 Acc. Pre. Rec. F1

TOPJUDGE 64.17 69.00 69.29 68.50 75.08 28.27 28.26 28.13 0.72 1.21 0.97 1.02
NeurJudge 24.12 11.92 13.56 13.1 30.12 42.1 37.18 39.88 8.36 3.12 5.19 3.87

BERT 67.41 69.02 63.19 66.36 69.56 72.12 54.22 62.88 20.48 16.11 18.97 16.35
LegalBERT-SC 66.74 64.31 52.46 58.34 68.50 70.52 59.11 62.78 21.76 15.89 20.11 17.22
Lawformer 70.80 66.60 68.37 66.91 72.46 69.00 71.24 68.10 28.12 23.92 28.01 24.45
Dependant-T5 79.08 81.39 79.89 80.35 83.70 87.84 86.22 86.66 25.62 26.87 26.21 26.41

Table 4: Case-level judgment prediction results on CMDL-small. The law Articles prediction task is conducted on
article-level label set. The best performance in each column is marked in bold.

formance in LegalAI tasks involving long legal doc-
uments (Xiao et al., 2021), outperform both BERT
and LEGAL-BERT here. Model scale seems to be
an important factor as well. The larger Dependant-
T5, which is also the most time-consuming when
training, performs the best overall.

Comparing model performance on article-level
law prediction in Table 3a and paragraph-level pre-
diction in Table 3b, as anticipated, we find that all
models perform worse on paragraph-level, suggest-
ing that models struggle more with the prediction
of finer legal provision labels. We assume better
performance on paragraph-level law prediction re-
quires a much larger volume of training data to
support the model learning to distinguish different
paragraphs within the same article. The prediction
of laws at different levels also impact the other two
tasks. From the results, all pre-trained models and
TOPJUDGE show slightly better performance on
charge and penalty prediction when predicting law
at paragraph-level. We hope finer-grained law cate-
gories will help models learn more detailed legal
information, thus positively impacting the other
two tasks.

All models show unsatisfactory performance in
terms of penalty prediction. Firstly, the task com-
plexity significantly increases with the considera-
tion of penalty type (e.g. detention) other than sim-
ply predicting a length. More importantly, many
cases exhibit the same charges but different penal-
ties for all defendants. In multi-defendant cases,
intricate interactions and criminal relations (e.g.
principal-accessory roles) exist among defendants,
along with varying crime severity and sentencing
factors (e.g. voluntary surrender), leading to con-
siderable difference in the final penalties, as shown
in the example from Figure 1. This information are
difficult for models to accurately capture and un-

derstand. Lyu et al. (2023) address this problem by
manually annotating these details and then training
a hierarchical reasoning network, which we argue
lacks scalability and transferability.
Case-level performance. As listed in Table 4,
Dependant-T5 still achieves the best overall perfor-
mance on cases of varying complexity. The notice-
able better performance of Dependant-T5 on charge
prediction task highlights its ability to remain con-
sistently effective despite an increase in the number
of defendants. In contrast, non-pretrained models
like TOPJUDGE and NeurJudge that are specifi-
cally designed for single-defendant LJP perform
poorly as the case scale increases.

Comparing Table 4 with Table 3, we observe
that the case-level values are generally higher than
the defendant-level ones, which is because each
label contributes equally to these "per-label" met-
rics (e.g. macro-precision and macro-recall) in
defendant-level evaluation, making it more suscep-
tible to the performance on rare labels (Dutta et al.,
2018). Besides, the relative performance of differ-
ent models appears to be nearly consistent when
evaluated at both defendant-level and case-level.
This is primarily because the distribution of charge
labels remains largely unchanged with the increase
in the number of defendants, as analyzed in Ap-
pendix C. We believe that with a more complex
dataset distribution and a greater variety of tested
models, the differences between the two evalua-
tion methods will be more pronounced, providing
additional insights.

Performance on different case types. We evalu-
ate model performance on different types of cases
according to our categorization in Section 3.3. The
results are shown in Figure 5.

Overall, predicting cases involving defendants
with multiple charges (MC) is more challenging
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(a) Charge prediction (b) Law articles prediction (c) Term of penalty prediction

Figure 5: Judgment prediction results on different types of cases. Macro-F1 scores are reported for each task.

than those where all defendants only have a single
charge (SC), which is consistent with the distri-
bution of different types of cases in the dataset.
The performance of pre-trained models other than
Dependant-T5 fluctuates markedly in the first two
tasks, especially performing the worst when differ-
ent defendants in a case have different charges (SC-
DC). For term of penalty prediction, predicting
different penalties for defendants with the same
charge is evidently more challenging. since most
models’ performance drop significantly from pre-
dicting SC-SC-SP to SC-SC-DP and MC-SC-SP to
MC-SC-DP.

5 Conclusion

This paper propose the first large-scale real-world
Chinese multi-defendant dataset for LJP, which in-
cludes 393,945 multi-defendant cases, encompass-
ing a total of nearly 1.2 million defendants and 321
charges. CMDL contains comprehensive annota-
tions including fines, diverse terms of penalty, and
paragraph-level law article labels. Experimental re-
sults indicate that multi-defendant LJP is challeng-
ing and requires further efforts for improvement.

Ethics Statement

The source files of our dataset are all from pub-
licly available resource and personal information
(e.g. name, location, etc.) is properly anonymized
during dataset construction. Our motive is to in-
spire and facilitate LJP research with the purpose
of assisting judges and laypersons, without any in-
tention of developing techniques to replace judges.

Limitations

The label set in our dataset is quite unbalanced and
lacks complete coverage of all charges and law arti-
cles in the criminal law. The primary reason is the
inherent distribution of cases in real world. Given
the scarcity of multi-defendant cases, we do not

set a minimum limit for certain types of cases in
order to make full use of these resources. More
cases can be easily added with the automated an-
notation pipeline in the future. Speaking of which,
the automated annotation method has its pros and
cons. Though saving manual cost substantially, it
cannot ensure perfectly proper data segmentation
and extraction. To mitigate the issue, we conduct
a certain degree of manual review with the manu-
ally constructed mapping sets and specific filtering
mechanisms. We believe the final dataset is suffi-
ciently reasonable and usable.
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• Facts (input) [string]:  On July 15, 2016, defendants Ou A, Ou B, and 
others used the method of breaking into a villa at No. 58 xx Villa Area 
to commit theft, stealing over 10,000 yuan in cash from the victim, Mr. 
Zhong...

• Court View [string]: The public prosecutor believes that the actions 
of the defendants Ou A and Ou B violated Article 264 of the Criminal 
Law of the People's Republic of China and should be held criminally 
liable for theft. Defendants Ou A and Ou B are jointly and 
intentionally committing crimes and should be subject to Article 25, 
paragraph 1 of the Criminal Law...

• Defendants (input) [string list]: [Ou A, Ou B]
• Outcomes (ground truth) [json-obj list]: [

• {Name [string]: Ou A,
•   Judgment [json-obj list]: [{

• Accusation [string]: The Crime of Theft,
• Standard Accusation [string]: The Crime of Theft,
• Related Law [string list]: [264],
• Penalty [json-obj]: {

• Surveillance [int, unit month, default 0]: 0,
• Detention [int, unit month, default 0]: 0,
• Imprisonment [int, unit month, default 0]: 54,
• Death Penalty [bool, default False]: False,
• Life Imprisonment [bool, default False]: False,
• Fine [int, unit CNY]: 30000,
• Fine Without Amount [bool, default False]: False}}]},

• {...}]

Figure 6: Example of CMDL annotation.

Type Quantity Percentage

SC-SC-SP 102,780 26.09%
SC-SC-DP 268,883 68.25%
SC-DC 9,826 2.49%
MC-SC-SP 224 0.06%
MC-SC-DP 2,875 0.73%
MC-DC 9,357 2.38%
TOTAL 393,945 -

Table 5: Number of different types of cases in CMDL.

A Dataset Details

A.1 Dataset Example
Figure 6 presents an example of our dataset.

A.2 Number of Cases
Table 5 lists the The specific numbers of cases
for each type in CMDL, obtained based on the
classification approach described in 3.3.

B Implementation Details

Baseline algorithms. All baseline are imple-
mented using PyTorch4 framework. We ob-
tain pre-trained models from the Hugging Face
Model Hub 5. For BERT and LEGAL-BERT, we
adopt bert-base-chinese (Devlin et al., 2019). For
Dependant-T5, we adopt mT5-small (Xue et al.,

4https://pytorch.org/
5https://huggingface.co/models
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Figure 7: Average fact length of cases with different
numbers (from 2 to 10) of defendants.

Figure 8: Number of cases with different numbers (from
2 to 20) of defendants.

2021), which has 300 million parameters, as the
model base due to resource limitation. We set batch
size as 128 and adopt the gradient accumulation
strategy. For MAMD, we use one layer Bi-GRU
and train for maximum 64 epochs. Other model
structure and parameters are set according to the
original paper. All experiments are conducted on a
server with 2 RTX-3090-Ti GPU.

Metrics. For multi-label classification task, we
adopt Exact Match for accuracy. Precision, recall
and F1 score are calculated using scikit-learn met-
rics API 6 where zero-division is set to 1.

Case-level Evaluation. For case-level evaluation,
we extract a dataset the from the part of CMDL that
does not belong to CMDL-small, containing 200
cases for each defendant-number ranging from 2 to
16 (3000 cases in total).

C Prediction Difficulty according to
Defendant-Num

First of all, Figure 7 illustrates the relationship
between fact length and the number of defendants
in a case, revealing a proportional relationship.

Furthermore, from the perspective of sample
quantity, Figure 8 shows the relationship between
the number of cases in CMDL and the number of
defendants per case. It is evident that cases with
2-4 defendants constitute the majority. As the num-
ber of defendants increases, the quantity of cases
decreases, resulting in the model lacking sufficient
samples for learning, thereby increasing the diffi-
culty of prediction. This can also be considered a
form of few-shot challenge.

Figure 9: Charge distribution of cases with different
numbers (from 2 to 10) of defendants.

However, there appears to be no specific rela-
tionship between the distribution of charges and
the number of defendants. We arrange the charges
in descending order or their frequency of occur-
rence in the entire dataset and divide them into ten
groups (from top-10% to top-100%). Subsequently,
we calculate the distribution of charges across these
ten groups in cases with different numbers of de-
fendants and depict this distribution in a heatmap,
as shown in Figure 9. There is no trend of charges
becoming rarer as the number of defendants in a
case increases. Frequent charges remain frequent
across cases with different numbers of defendants.

In summary, we believe that the complexity of
case prediction exhibits a certain incremental rela-
tionship with the number of defendants in a case.
However, the variation in difficulty primarily stems
from the increase in fact length and the decrease in
the number of cases, leading to a less steep increas-
ing relationship.

6https://scikit-learn.org/stable/modules/classes.html#module-
sklearn.metrics
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