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Abstract

Topic relevance of an essay demands that the
composition adheres to a clear theme and aligns
well with the essay prompt requirements, a crit-
ical aspect of essay quality evaluation. How-

Essay prompt: Let's play a "Guess Who" game! Choose a classmate
and write an essay about him or her without mentioning names, but
make sure that others can guess who you're writing about after reading
your description. Who did you choose? What are some of his or her

unique traits?
Guess Who He Is

My friend and I play together every day. He is a boy who rides the
school bus with me and plays games with me, and I really like him. We
were in neighboring classes in first and second grade, but in third
grade, our classes are far apart. So, | see him less often, but I still

p An attractive title

Too focused on
private interactions!
Revise the content to

=P better capture the

characteristics of the

ever, existing research of Automatic Essay
Scoring (AES) for Chinese essays has over-
looked topic relevance and lacks detailed feed-
back, while Automatic Essay Comment Gener-
ation (AECG) faces much complexity and dif-
ficulty. Additionally, current Large Language
Models, including GPT-4, often make incorrect
judgments and provide overly impractical feed-
back when evaluating topic relevance. This
paper introduces TOREE (Topic Relevance
Evaluation), a comprehensive dataset devel-
oped to assess topic relevance in Chinese
primary and middle school students’ essays,
which is beneficial for AES, AECG and other
applications. Moreover, our proposed two-step
method utilizes TOREE through a combina-
tion of Supervised Fine-tuning and Preference
Learning. Experimental results demonstrate
that TOREE is of high quality, and our method
significantly enhances models’ performance on
two designed tasks for topic relevance evalu-
ation, improving both automatic and human
evaluations across four diverse LLMs. !

1 Introduction

Topic relevance of an essay requires that the com-
position not only revolves around a clear theme
but also its content aligns with the requirements of
essay prompt, which is a critical aspect in evalu-
ating the quality of an essay, as shown in Figure
1. Automating the assessment of topic relevance
not only effectively reduces teachers’ workload but
also efficiently enhances students’ writing skills,
which holds significant educational implications.

*Corresponding author.
'Our code and dataset are released at https://github.
com/cubenlp/TOREE.

remember his appearance and personality clearly. He has a round,
chubby face, short hair, and always wears a blue school uniform. He
is tall and big for his age. He shares my interest in iPads and cars,
and he is very kind to his sister, being generous and magnanimous
to everyone.

After hearing all this, you should be able to guess who he is, right?

person

and personality
traits.

Figure 1: An explanation of topic relevance for a grade
3 essay. Texts highlighted in red indicate weakness and
provide detailed suggestions, whereas texts highlighted
in blue point out parts with accurate topic relevance.

Current research on automatic essay evaluation
predominantly focuses on the development of Au-
tomatic Essay Scoring (AES), which aims to deter-
mine holistic and trait-specific rankings, or discrete
scores to essays by analyzing a range of textual fea-
tures, such as coherence, grammatical correctness,
and expressive clarity (Jiang et al., 2023; Song
et al., 2020; Farag et al., 2018). However, existing
research in this field, while considering fopic as an
aspect of evaluation, has neglected the importance
of topic relevance (He et al., 2022) (See Appendix
A for detailed explanations of these two aspects in
Chinese essay evaluation). Furthermore, despite
the efficiency in scoring offered by AES systems, it
is the detailed comment and feedback that is partic-
ularly beneficial for students to directly refine their
essays and strengthen their writing abilities.

Automatic Essay Comment Generation (AECG)
(Liu et al., 2023) seeks to provide students with
constructive feedback tailored to improve partic-
ular areas of their writing as delineated by the
strengths and weaknesses highlighted in the com-
ments, which is commonly adopted by teachers
(Liu et al., 2017). Nevertheless, the intersection
of complexity and difficulty in AECG results in a
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The essay excels in focus and relevance. The writer depicts Yu Weli, a character
chosen for her vivid spirit shown through qualities and actions. Yu Wei is
presented as academically and morally excellent, respectful, gentle, and
intelligent. Her friendship and assistance touched the writer, who reflects on
mutual support, valuing friendship, and hope for the future. The piece stays
on point with sincere emotions, inspiring and moving readers.

The essay excels in focus and relevance. The author chose a girl who excels
academically and is eager to help others as the subject for the essay, using
descriptions of her qualities and actions to convey admiration and gratitude. The
piece also highlights the significance of friendship and the spirit of mutual
assistance. From the perspective of relevance, the essay fully meets the
requirements, using a specific individual to delve into her moral fiber and the
ethos she represents while expressing the author's emotional stance. Hence, |
believe this essay excels in both focus and relevance.

The essay fails to meet the requirements in relevance and focus. The title is "Such
People Touch Me" which should concentrate on the deeds of the person who
moved the author, thereby showcasing their personality and qualities. However,
the essay starts with friendship, discussing how two people become friends
and develop their relationship, deviating from the topic. The author is advised
to carefully review the question before writing and organize facts around the
central theme.

Figure 2: An example of topic relevance comment for one grade 7 student essay titled Such People Move Me based
on EduChat, GPT-4 and a Chinese primary school teacher. More details of this example are shown in Appendix
B. Texts highlighted in red indicate misinformation or incorrect advice, whereas texts highlighted in blue provide
accurate feedback for students. Specifically, in part (a), EduChat incorrectly assesses the level as "excel" and
fabricates a character named Yu Wei that does not exist; in part (b), GPT-4 inaccurately evaluates the essay’s level
as "fully meets" and fails to identify the specific "author’s emotional stance"; in part (c), teacher-written comment
correctly points out the topic derivation of this essay, explains why, and provides detailed suggestions for refinement.

paucity of research within Chinese essay evalua-
tion. Zhang et al. (2022) represents a limited foray
into this area, concentrating on comment genera-
tion for Chinese narrative essays at the sentence
and paragraph levels for student cohorts in the fifth
grade and beyond. However, it neglects the di-
verse requirements posed by various writing tasks
and is confined to a singular literary genre. Re-
cently, Large Language Models (LLMs) have been
exhibiting considerable promise across various ap-
plications (Zhao et al., 2023). Nonetheless, these
models, including GPT-4 2 and domain-specific
iterations like EduChat (Dan et al., 2023), often
make incorrect judgements regarding the topic rel-
evance and generate overly generic or even mis-
leading feedback when tasked with assessing topic
relevance of essays, which is related to hallucina-
tion of LLMs, as shown in Figure 2.

To address these issues, we introduce a novel
dataset TOREE (Topic Relevance Evaluation) fo-

Zhttps://chat.openai.com

cusing on evaluating topic relevance of essays writ-
ten by Chinese primary and middle school students.
To the best of our knowledge, TOREE offers three
primary advantages over existing works in this field.
Firstly, TOREE is the first attempt to evaluate
Chinese essays based on their adherence to topic
relevance, which is more comprehensive, consider-
ing both the objectives of the writing assignment
and the substance of the essay, rather than focusing
solely on content. Secondly, TOREE encompasses
a broad range of participants, specifically target-
ing students in the compulsory education stage of
China, which includes grades 3 through 9. This
span captures 13 distinct literary genres and covers
74 diverse essay prompts, thereby providing in-
sights into student writing abilities across different
styles and levels. Thirdly, TOREE is constructed
as a comparison dataset that is apt for contrast-
ing and evaluating models through both Supervised
Fine-tuning (SFT) and Preference Learning (PL)
(Rafailov et al., 2023) like Reinforcement Learning
from Human Feedback (RLHF), making it highly
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versatile for AES, AECG, and other various ap-
plications. Two tasks based on TOREE are de-
signed for a comprehensive evaluation: Topic Rel-
evance Recognition and Topic Relevance Com-
ment Generation. Moreover, we propose a two-
step method combining SFT and PL to elicit abil-
ities of open-source LLMs to identify topic rele-
vance level and generate specific and constructive
comments. Experimental results suggest that our
method effectively enhances models’ abilities on
two tasks, improving both automatic and human
evaluations across 4 diverse LLMs. To sum up, our
contributions can be summarized as follows.

* We introduce TOREE, a novel comprehensive
dataset for evaluating topic relevance of es-
says, which is beneficial for AES, AECG, and
other applications.

* TOREE can be utilized through both SFT and
PL. Open-source LL.Ms that have been trained
with our method demonstrate a substantially
improved ability to both identify topic rele-
vance level and generate specific feedback.

¢ TOREE is a valuable resource for further ex-
ploration from the perspective of PL.

2 Related Work

2.1 Automatic Essay Scoring

The goal of AES is to predict holistic or trait-
specific rankings, or numerical scores to essays
by analyzing a range of textual features, such as
coherence, grammatical correctness, and expres-
sive clarity (Jiang et al., 2023; Song et al., 2020;
Farag et al., 2018). Earlier research has utilized tra-
ditional Machine Learning (ML) methods like Sup-
port Vector Machine (SVM) (Jin et al., 2018). Deep
Learning based methods include using CNN (Dong
et al., 2017), LSTM (Tay et al., 2018) to predict
scores, and more recently, focus has shifted to small
language models (SLMs) like BERT (Yang et al.,
2020; Mayfield and Black, 2020; Cao et al., 2020;
Uto et al., 2020) and more complicated attention-
based design (He et al., 2022) for this purpose.
Scoring certain essay traits seeks to attribute dif-
ferent scores to various characteristics of an essay
such as clarity (Ke et al., 2019) and style (Mathias
and Bhattacharyya, 2018). However, AES systems
mainly provide convenience for educators but of-
fer little to no feedback for students to improve
their essays. In this study, our objective is not only

predicting scores, but also generating constructive
topic relevance feedback with comprehensive ad-
vice on how to enhance essays to revolve around a
certain them and more closely match the require-
ments of given essay prompts.

2.2 Automatic Essay Comment Generation

Despite the myriad of existing studies (Raheja et al.,
2023; Dwivedi-Yu et al., 2022; Shi et al., 2022)
and the availability of tools designed to aid writers,
such as Grammarly ° and current LLMs, these re-
sources predominantly offer superficial assistance,
which are adept at addressing grammatical inac-
curacies or enhancing stylistic elements but fall
short in enhancing the topic relevance of an es-
say. AECG targets at generating effective feedback
for different students to purposefully revise their
essays, thereby improving writing skills. To date,
there has been a scarcity of research in this area, ow-
ing to its inherent complexity and the challenges in-
volved. Zhang et al. (2022) leveraged a plan-based
approach to generate feedback using the TS model
(Raffel et al., 2020), which was designed to eval-
uate Chinese narrative essays by pinpointing their
strengths and weaknesses. Recent advancements
in LL.Ms have led to the emergence of education-
focused LLMs which hold significant potential for
educational applications, such as EduChat (Dan
et al., 2023). However, the feedback provided by
such models is often too general to aid students
in specifically improving their essays or may even
include flase information, potentially misleading
students. Currently, ASAP # and TOEFL11 (Blan-
chard et al., 2013) are two most frequently used
public datasets within the Automatic Essay Evalua-
tion field. However, both datasets merely contain 8
essay prompts. In contrast, our research examines
essay evaluations for a broader range of students,
specifically those in the entire compulsory educa-
tion stage, which includes grades 3 through 9,
spans 13 different literary genres and covers 74
diverse essay prompts. Furthermore, we aim to pro-
vide more detailed feedback that can offer students
clear, actionable advice on how to enhance their
essays in a manner tailored to each individual.

3ht’cps: //www.grammarly.com
*https://www.kaggle.com/c/asap-aes/data
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3 The TOREE Dataset

3.1 Task Definition

We designed two tasks according to the levels of
comprehension and generation. The objective of
Task 1 is to identify the topic relevance level of
an essay, while the goal of Task 2 is to generate
specific and detailed comments for students.

Task 1: Topic Relevance Recognition Task 1 is
designed as a 5-category classification task, map-
ping the topic relevance of an essay to one of five
levels: Excellent, Good, Fair, Passable, and Failed.
The specific criteria for these levels were designed
and discussed by professional annotators with ex-
tensive Chinese teaching experience in our annota-
tion team, with details provided in Appendix C.1.

Task 2: Topic Relevance Comment Generation
The focus of Task 2 is pointing out the areas of the
essay that effectively stay on topic, while also of-
fering specific and detailed suggestions for revising
essays to enhance relevance to the essay prompt,
such as assistance with modifying the title, adjust-
ing the narrative order, rewriting certain parts, etc.

Data Format Taking into account the use of SFT
to foster the ability to generate comments, as well
as the utilization of PL to better align with the
preferences of educators, the structure of TOREE
is articulated as a five-fold combination, compris-
ing (instruction, essay, topic_relevance_level, cho-
sen_comment, rejected_comment). Within the in-
struction field, the essay prompt and the grade of es-
say’s author are provided. The essay field includes
both the title of the essay and its body content
and the topic_relevance_level field is the annotated
topic relevance level defined in Task 1. Further-
more, the chosen_comment and rejected_comment
form a pair of preference data. More details about
the preference are provided in Appendix C.2.

3.2 Dataset Construction

Essay Collection We gathered 730 original es-
says from the regular writing exercises of primary
and middle school pupils and sorted by genre and
grade. Through the implementation of rule-based
filtering operations, we ensured the quality of es-
says to some extent. As a result, we ended up with
a collection of 683 essays, with the distributions
depicted in Figure 3. More details of our filtering
rules are shown in Appendix C.3.

Train Valid Test
# Essays 544 67 72
# Grades 7 7 7
# Genres 13 13 13
Avg. Title Len 5.79 5.69 6.03
Avg. Content Len 488.80 491.39  538.07
Avg. Chosen Comment Len 150.33 14896  146.38
Avg. Rejected Comment Len  158.57  156.75  160.36
Topic Relevance Level Ratio
Excellent 4191% 40.30% 50.00%
Good 43.01% 40.30% 31.94%
Fair 6.99% 896%  9.72%
Passable 2.02% 1.76% 1.39%
Failed 6.07% 8.68%  6.55%
Table 1: Overall statistics of TOREE. Len denotes

Length, which is computed by counting the number
of Chinese characters. The Topic Relevance Level Ratio
denotes the ratio of essays labeled in the certain level.

LLM Generation We selected Spark® to gener-
ate topic relevance comments because of its rela-
tively notable strengths in the field of Chinese edu-
cation. In particular, we provided it with an essay
prompt along with specific requirements for assess-
ing topic relevance, which is shown in Appendix
D. We chose Spark-v3 for generation and further
details are provided in Section 5.3.2. Although
Spark is adept at evaluating essays compared to
other LLLMs, the comments it produces still face
hallucination problems and cannot be directly used
for guiding students. Therefore, we put these com-
ments in the rejected_comment field.

Human Annotation To start, we selected our
potential annotators from a group of 20 individ-
uals majoring in Chinese studies, ensuring they
had at least an undergraduate degree and skills
in reading and writing Chinese text. Moreover,
following HaluEval (Li et al., 2023), these candi-
dates were asked to annotate a few test samples
for pre-annotation. We assessed their reliability
using Fleiss’s Kappa « for Task 1 and BERTscore
(Zhang et al., 2019) for Task 2. We chose the top
6 performers as our final annotators. For Task 1,
all annotators labeled the topic relevance level and
we obtained x = 0.812 (0.80 < k < 1.00), show-
ing a perfect agreement. For Task 2, within the
annotation team, we divided the responsibilities,
assigning three annotators to evaluate essays from
primary school students in grades 3 to 6 and an-
other three to assess essays from middle school
students in grades 7 to 9. Consequently, we have

Shttps://xinghuo.xfyun.cn/
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(a)Essay grade distribution.

Grade 8

Grade 3

20.5%

22.5%
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Argument

(b)Essay genre distribution.
Narrative

Letter
Proposal 22.9%
Lyric
Biography
Exposition

Reflection

13.9%

15.7% Object

Character
17.9%

Fantasy

Figure 3: The distribution of TOREE. TOREE comprises 683 essays, each accompanied by a pair of chosen and
rejected topic relevance comments. Part (a) displays the distribution of essays according to educational level,
encompassing seven grades of compulsory education stage in China. The omission of the first and second grades is
attributed to the educational focus at these stages on acquiring Chinese characters and sentence construction, rather
than essay composition. Part (b) presents the distribution of essays by literary genre, including 13 unique genres.

included the superior comments made by our anno-
tators in the chosen comment field. More details of
annotation are provided in Appendix C.4.

3.3 Dataset Statistics

As depicted in Figure 3, TOREE encompasses
a comprehensive range of essay topics typically
assigned to students within the seven grades of
compulsory education stage in China, which in-
cludes 683 essays, spanning across 13 different
literal genres and 74 diverse prompts. Notably, the
curriculum for the first and second grades of pri-
mary school mainly focuses on learning characters
and writing sentences, rather than writing essays.
Detailed descriptions of genres and prompts are
shown in Appendix C.5. Additionally, we divide
TOREE into a training, validation, and testing set
in a proportion of 8:1:1, with the details in Table 1.

3.4 Ethical Issues

We paid all the data annotators for their contribu-
tions. Additionally, we obtained clear consent from
the essay authors and their legal guardians to use
the essays for the purposes of labeling and sharing
the work publicly. To protect the students’ privacy,
we have removed any personal information such as
names and addresses from the essays in our dataset.

4 Method

We propose a two-step method for recognizing
topic relevance levels and generating correspond-
ing topic relevance comments in a joint format.

4.1 Step 1: Supervised Fine-tuning

In the first step, we apply Supervised Fine-tuning
for eliciting LLMs’ abilities to recognize levels and
comment on the topic relevance aspect of an essay.
Specifically, the training objective is to minimize
the standard cross-entropy loss for auto-regressive
generation, defined as:

B
1
Lsrr = ~5 2logpi(yi|33i) (D

where B denotes the batch size, y; denotes the
concatenation level & chosen_comment, and z;
denotes the concatenation instruction & essay.

4.2 Step 2: Preference Learning

We incorporate DPO (Rafailov et al., 2023) for
further alignment with human comments. Specifi-
cally, we utilize LLMs’ intrinsic abilities to learn
from preference comments, similar to RLHF. The
training objective in this step is defined as:

[’DPO = -k |:10g0' (6 IOg 77T9(yz(:|$l)
Wref(yz' ;)

w20 g

”ref(yﬂxi)

_61

where [E denotes the expectation over a batch, o
denotes Sigmoid function, 7y is the model under-
going training, . is the frozen reference model
(trained after SFT) and (3 is a hyperparameter con-
trolling the deviation from the reference model.

5753



Similar to Equation 1, z; is the concatenation
instruction @ essay, y; is the chosen comment
concatenation level & chosen_comment, and y;
is the rejected comment concatenation level &
rejected_comment in the data point.

5 Experiment

5.1 Experimental Setup

Models We consider a broad range of methods in
Automatic Essay Evaluation, including ML meth-
ods, SLMs, and LLMs. For ML methods, we se-
lected RankSVM (Jin et al., 2018) and Random-
Forest for Task 1. For SLMs, we selected BERT
(Mayfield and Black, 2020), XLNet (Yang et al.,
2019), and RoBERTa (Liu et al., 2019) for Task
1. Regarding LLMs, we selected both open-source
and closed-source LLMs that are currently sup-
portive of Chinese language and are prevalently
utilized in current research for both Task 1 and
Task 2. For open-source models, we utilized
Baichuan2-7B (Yang et al., 2023), ChatGLM3-6B
(Du et al., 2022), Chinese-Alpaca2-7B (Cui et al.,
2023), Qwen-7B (Bai et al., 2023), and EduChat
(Dan et al., 2023). In terms of closed-source mod-
els, our selection comprised of ChatGPT (gpt-3.5-
turbo-0613), GPT-4 (gpt-4-turbo-preview), Claude
(claude-3-sonnet-20240229) and Spark.

Evaluation Metrics For Task 1, the metrics uti-
lized to evaluate performance are Precision, Re-
call, and Weighted-F1, while for Task 2, we
use both automatic evaluation scores and human
evaluation because of the complexities associ-
ated with this task. In terms of automatic eval-
uation scores, we select BLEU, ROUGE, and
BERTSscore (Zhang et al., 2019) for gauging the
similarity in terms of both syntax and meaning
between the generated comment and the refer-
ence comment (the chosen_comment field in a data
point). For human evaluation, we incorporate the
expertise of three annotators in our team to com-
pare generated comments from the perspective of
real-world educational applications. They evaluate
pairs of comments for identical compositions, ren-
dering a result of Win/Tie/Lose for each pair and
the final result is obtained through majority vote.

5.2 Implementation Details

For testing, we compute Precision, Recall, and
Weighted-F1 for ML and SLM methods under zero-
shot setting on Task 1 and compute automatic eval-
uation scores for LLMs under few-shot setting on

Task 1 and Task 2. Notably, given that context
length of LLMs is limited and each essay is rela-
tively lengthy, we chose 2 shots for test. Regarding
SFT and PL training, we adopted LoRA (Hu et al.,
2021) with the LoRA rank of 8 and the dropout
rate of 0.1 across all 3 epochs. All SFT runs were
performed on a single NVIDIA RTX 3090 GPU,
while DPO runs were executed on a single A100
GPU. Given the nature of the TOREE (shown in
Table 1), we limited the maximum length to 1024
tokens. Training configurations include the learn-
ing rate of 5 X 10~°, the batch size of 2, and the
employment of gradient accumulation with a step
size of 2 across three epochs. In addition, we im-
plemented a Cosine learning rate scheduler without
the inclusion of warm-up steps and enable mixed
precision training (fp16) to enhance efficiency.

5.3 Results and Analysis
5.3.1 Topic Relevance Recognition

The complete results are shown in Appendix E.

Poor Performance of Current LLMs As shown
in left part of Table 2, the results reveal that both
closed-source and open-source LLLMs exhibit de-
ficiencies in accurately assessing the topical rele-
vance of essays, a performance lag evident when
compared to SLMs and traditional ML methods.
For example, the state-of-the-art GPT-4 achieves
36.29 and 43.07 Weighted-F1 under 2-shot and
zero-shot settings, which is 4.36 lower than BERT.
Furthermore, performance metrics for other open-
source LLMs consistently fall below a Weighted-F1
score of 30. In contrast, our method markedly en-
hances the ability of LLMs to determine the topic
relevance of essays. Specifically, the Weighted-F1
score for the Baichuan2-7B significantly improved
from 20.31 to 42.86. This score not only demon-
strates a substantial increase but also exceeds the
GPT-4 under zero-shot scenario by 6.57 points.

Effect of Few-shot Prompting The effect of
Few-shot Prompting on various models differs on
Task 1. For closed-source LLMs except Spark-
v2, few-shot prompting brings Weighted-F1 score
gains up to 15.17 (Claude), while for open-source
LLMs except EduChat, few-shot prompting brings
huge performance drop on Weighted-F1 score up
to 21.19 (Qwen-7B). As a common belief, few-
shot prompting can enhance LLMs’ abilities on
various downstream tasks by providing additional
information that helps LLMs make decisions. We
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Type Model Task 1 Task 2

Precision Recall Weighted-F1  B-4 R-1 R-2 R-L BERTscore

ML RankSVM 5139 4627 47.01 - - - - -

RandomForest 41.67 43.75 41.67 - - - - -

BERT 4635 50.00 47.43 - - - - -

SLM XLNet 3851 43.06 39.65 - - - - -

ROBERTa 4452 43.06 43.18 - - - - -

Claudeg_gpor 27.15  29.17 27.33 2821 41.19 1334 2151  68.79

Claudes_gpo 4843 43.06 42.50 28.09 4140 1343 2174  68.82

ChatGPTy_ hor 48.16  25.00 32.86 2578 3744 1365 2268  67.39

ChatGPTs_ ghor 4623 31.94 37.63 2605 3682 13.50 2267  67.18

GPT-40_shor 33.06  50.00 36.29 3228 4343 1564 2444  69.86

GPT-45_ghor 5143 37.50 43.07 26.17 38.18 1349 2258  67.36

Closed-source LLM Spark-v1o_ghor 2142 2083 21.12 3244 4720 1901 2599  69.64

Spark-v1a_ o 29.01 2639 25.62 27.65 4237 18.09 2461  67.62

Spark-v20_shot 25.00  48.61 33.02 3532 4754 1954 27.92 7075

Spark-v2s_ shor 2426 45.83 31.73 34.02 4559 2003 2726  70.22

Spark-v3o_shot 3742 4861 37.64 3570 47.04 1973 2846 7110

Spark-v3s_shor 3952 4722 38.68 3289 4632 2038 27.89  70.28

EduChaty_shor 4200  18.06 23.06 2271 3936 13.92 2256  68.08

EduChaty_ gt 3193 2222 25.95 2443 3623 1305 2204 6673

Chinese-Alpaca2-7Bo_sne 3571  6.94 11.63 478 2075 413 1668  62.73

Chinese-Alpaca2-7Bo_gr 1923 6.94 10.20 106 1358 087 1277  57.53

ChatGLM3-6Bg_ o0t 2941  13.89 18.87 478 1749 435 1231 5927

ChatGLM3-6Bo_gp; 2143 833 12.00 110 1216 082 1250  56.76

Open-source LLM Qwen-7TBo_ gt 3773 2778 30.82 1045 3146 859 2327  69.27

Qwen-7Bo_ g0t 3694 556 9.63 102 1227 066 1306  56.16

Baichuan2-7By_ ot 5000 278 5.26 140 1399 104 13.18  57.46
T Baichuan2-7Bg_,,,; 6194 1389 2031 | 479 17.81 3.62 1389 6024

w/SFT  40.17  50.00 4223 2596 4433 24.13 3858  75.86

w/SFT + DPO 4474  43.06 42.86 2598 46.56 2528 40.15  76.26

Table 2: Automatic evaluation results on TOREE test set. For the sake of brevity, for LLMs only the result of
Baichuan2-7B trained using our method is demonstrated here, with the comprehensive results available in Appendix
E. Best results are highlighted in bold, and second best results are underlined.

hypothesize that closed-source LLMs and EduChat
(which is specifically pre-trained on Chinese text-
book corpus from education domain) have stronger
Chinese comprehension capabilities, thereby en-
hancing Weighted-F1 score on Task 1.

Error Analysis To delve deeper into the predic-
tions of LLMs and better understand our method,
we present confusion matrices on Task 1 in Figure
4. Notably, GPT-4 exhibits a strong tendency to
predict the test data into higher levels, with almost
all its predictions concentrated in the top three cat-
egories. We hypothesize that this problem may
be a form of sycophancy (Sharma et al., 2023) in
the domain of essay assessment, a specific type
of hallucination (Zhang et al., 2023), which can
lead to an overly optimistic evaluation of student
essays. Moreover, the performance of Baichuan2-
7B is remarkably poor, failing to successfully pre-
dict any of the five categories in the vast majority
of cases. This suggests that current vanilla open-

source LLMs may have significant limitations or
deficiencies in handling task 1. Compared to GPT-
4, Baichuan2-7B-SFT shows a slight mitigation of
sycophancy, but the improvement is not substantial.
On the other hand, Baichuan2-7B-SFT-DPO effec-
tively alleviates the sycophancy issue, resulting in
a higher number of correct predictions and a more
balanced distribution of predicted labels across cat-
egories, with fewer overly optimistic predictions
towards higher grades. More explanations of error
analysis on Task 1 are provided in Appendix F.

5.3.2 Topic Relevance Comment Generation

The right part of Table 2 presents automatic evalua-
tion scores of evaluated LLMs on Task 2.

Automatic Evaluation Scores Drop of Few-shot
Prompting Unlike Task 1, Few-shot prompt-
ing leads to a decline in all automatic evalua-
tion scores on both open-source and closed-source
LLMs across almost all models. Similarly, we sur-
mise that models’ ability to process long texts and
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Figure 4: Confusion matrices of GPT-4, Baichuan2-7B, Baichuan2-7B-SFT, and Baichuan2-7B-SFT-DPO. None

denotes model fails to predict a label in five categories.

LLM Preference Data BLEU-4 ROUGE-L BERTscore
h-vl 25.98 40.15 76.26
) h-v2 2533 39.61 76.04
Baichuan2-7B h-v3 2525 38.99 75.94
h-vl,h-v2,hvd 2271 36.25 74.56
h-vl 2533 39.69 76.04
. h-v2 23.58 37.78 74.80
Chinese-Alpaca2-78 h-v3 2251 34.64 74.09
h-vl,h-v2hv3  20.07 32.68 71.56
h-vl 24.18 37.26 75.07
h-v2 24.10 36.91 75.05
ChatGLM3-6B h-v3 23.66 36.27 75.02
h-vlhv2,h-vd 2284 36.04 74.46
h-vl 28.17 4231 76.85
h-v2 27173 4185 76.73
Qwen-78 h-v3 26.84 4054 76.54
h-vl,h-v2,hv3  25.47 38.59 73.19

Table 3: Results on Task 2 of models trained with differ-
ent preference data in Step 2. h-vI denotes preference
data composed of human and Spark-v1, with other rep-
resentations following in a similar manner.

comprehend essays is limited and Task 2 is too chal-
lenging. Consequently, these models struggle to
differentiate between the essay to be evaluated and
the demonstration essays provided, leading to some
of the generated comments being influenced by the
example essays and commenting on the wrong tar-
get. We believe that the example essays provided
as in-context demonstrations introduced a certain
degree of "noise" in this context.

Human Evaluation

LLM Comparison

Win Tie Lose

SFT vs GPT-4 722 250 28

Baichuan2-7B DPO vs GPT-4 80.6 16.7 2.7
DPOvs SFT 540 14.0 320

SFT vs GPT-4 66.7 250 83
Chinese-Alpaca2-7B  DPO vs GPT-4 750 16.7 83
DPOvs SFT 583 139 278

SFT vs GPT-4 70.8 236 5.6

ChatGLM3-6B DPOvs GPT-4 792 16.7 4.1
DPOvs SFT 569 125 31.6

SFT vs GPT-4 694 23.6 7.0

Qwen-7B DPO vs GPT-4 764 16.7 6.9
DPOvs SFT 556 139 315

Table 4: Human evaluation results on TOREE test set.

In-Depth Analysis of DPO As shown in Equa-
tion 2 in Step 2, LLMs further learn to align with
human through preference learning. We delved
into the impact of varying preference data on the
performance on Task 2. Specifically, in light of the
results presented in Table 2, the capability of three
versions of Spark to generate topic relevance com-
ments has progressively improved. Furthermore,
considering the cost associated with closed-source
model APIs, we constructed three distinct pref-
erence datasets using these three models. It can
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LLMs Comments
In terms of addressing the theme, your composition excels with a commendable adherence to the theme "Me in Ten Years".
The use of contrast, by comparing with "myself" ten years prior, effectively accentuates the theme.
GPT-4 However, while the composition vividly imagines future life, it lacks detail in terms of the specific professional undertakings and

psychological disposition in the future. Expansion in these areas could enrich the essay further.
Overall, your composition is thematic, adherent to the prompt, and stands out as an exemplary piece with depth and innovation.

The essay on "Me in Ten Years" meets the criteria for relevance and central theme adequately.

Baichuan2-7B-SFT

By employing a rich imagination, the piece portrays the detailed aspects of life ten years hence,

not only highlighting the characteristics of technological advancements but also illustrating the author’s adaptability.
The imagination is realistic, yet it falls short of thoroughly exploring personal content related to the author.

The essay titled "Me in Ten Years" does not fulfill the criteria for relevance and central theme.

Baichuan2-7B-SFT-DPO

However, the piece lacks a depiction of the social context, failing to provide a detailed representation of societal evolution or

personal psychological shifts, resulting in a narrative that feels somewhat superficial.
It is suggested that the author review the essay prompt again thoroughly and ensure your essay focuses on the exploration of characters.

The essay "Me in Ten Years" fails to meet the expectations in terms of relevance and central theme.
Although the author employs a vivid imagination to narrate the sequence of waking up in one’s own house ten years in the future,
using concrete elements like "sunglasses" and "dressing room" to depict changes in societal living,

Teacher

there is a significant omission in the description of personal characteristics and mindset.

This lack of introspection regarding "myself" leaves the narration somewhat wanting.
It is recommended that the author thoroughly review the essay prompt
before proceeding to ensure that the narrative centers around the exploration of "myself".

Table 5: Case study on the essay Me in Ten Years. Texts highlighted in red indicate misinformation or incorrect
advice, whereas texts highlighted in blue provide accurate feedback.

be inferred that the discrepancy between Spark-v3
comments and human annotations is the minimal,
followed by Spark-v2, with Spark-v1 exhibiting
the largest gap. The results are shown in Table 3.
Our findings indicate that all models performed
optimally in the scenario of h-vI, as evidenced
by the highest scores of BLEU-4, ROUGE-L, and
BERTSscore. Furthermore, aggregating all prefer-
ence data results in a decline in performance across
all models, which may originate from the pres-
ence of multiple preferences for the same essay.
Consequently, it can be inferred that the larger the
disparity between the chosen comments and re-
jected comments within preference data, the more
the model is able to learn, ultimately resulting in
more effective comment. We believe this insight
is helpful for both automatic essay evaluation and
other domains involving preference learning.

Human Evaluation We conducted human evalu-
ation experiments on comments generated by mod-
els after training with SFT and models after training
with SFT and DPO, setting GPT-4 under 2-shot set-
ting as baseline. As shown in Table 4, our method
significantly enhances the model’s capability to
generate topic relevance comments, with outcomes
that are markedly superior to GPT-4 from the per-
spective of real-world applications. For instance,
Baichuan2-7B-SFT-DPO achieved a win rate of
80.6% against GPT-4, and the win rates for other
models did not fall below approximately 70%. Fur-
thermore, the ablation results for all models (DPO
vs SFT) also demonstrate the efficacy of our two-

step approach: the generated comments are more
aligned with human-written feedback and possess
greater practical value.

6 Case Study

As shown in Table 5, regarding this off-topic essay,
GPT-4 mistakenly considers its central theme and
relevance to be excellent. Although it provides a
detailed suggestion describing the author’s specific
work, the overall direction of the feedback is mis-
leading to the student. In comparison, Baichuan2-
7B-SFT ofters recommendations instead of vague
descriptions, while Baichuan2-7B-SFT-DPO identi-
fies specific issues and provides executable sugges-
tions ("review the essay prompt again thoroughly
and ensure your essay focuses on the exploration
of characters"), which is more closely resembling
teacher comments.

7 Conclusion

In conclusion, this paper introduces TOREE, a
novel comprehensive dataset for assessing the topic
relevance of student essays, addressing a critical
need in educational assessment. TOREE serves as
a valuable resource for future research and devel-
opment in the field of automatic essay evaluation,
which can be further utilized through Supervised
Fine-tuning or Preference Learning. Moreover, our
two-step approach has demonstrated success in en-
hancing the performance of open-source Large Lan-
guage Models in recognizing topic relevance and
providing constructive feedback, presenting great
value in real-world applications.
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Limitations

The main limitation of the study is the relatively
limited number of essays in the TOREE dataset,
which is a consequence of the challenges associated
with data acquisition. Obtaining a diverse and rep-
resentative sample of student essays, particularly
from the compulsory education stage, requires ex-
tensive collaboration with educational institutions
and adherence to privacy regulations. Despite these
difficulties, the dataset’s quality and the tasks de-
signed around it provide a solid foundation for fu-
ture research and model development in the field
of automatic essay evaluation.
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A Topic and Topic Relevance

For an essay, the fopic refers to whether the essay
has a clear central focus, without considering the
relevance of that focus to the prompt requirements.
In contrast, the topic relevance of an essay refers
to whether the essay’s central focus aligns with
the prompt requirements, building upon having a
central focus in the first place. In other words, pre-
vious work only focused on an essay’s central topic
itself, whereas TOREE focuses on the alignment
between an essay’s central topic and the prompt re-
quirements (especially when the prompt constrains
the genre of the essay). For example, an essay
prompted to describe a scene would be considered
off-topic/off-prompt even if it had excellent char-
acter descriptions. Given this, our work is the first
to propose focusing on topic relevance when evalu-
ating Chinese essays. Our primary motivation is to
help students avoid writing essays that are irrele-
vant to the prompt, bridging the gap by evaluating
topic relevance, aiming to improve the overall qual-
ity and responsiveness of student essays.

B Details of Example

Full details of the example shown in Section 1 are
shown in Figure 5.

C More Details of TOREE

C.1 Topic Relevance Level

Details of topic relevance level in Task 1 are shown
in Table 6. This division is discussed and deter-
mined by professional annotators for the following
two primary reasons.

Correspondence with the Five-Level Evaluation
Standard in Compulsory Education Stage This
grading system aligns with the existing five-tier
assessment criteria in the Chinese Language cur-
riculum during the compulsory education phase.
Teachers and students are more familiar with this
structure, thereby enhancing their understanding
and acceptance of the evaluation process.

Fine-Grained Assessment for Enhanced Feed-
back and Improvement The classification into
five distinct levels offers a more nuanced approach
to grading, allowing teachers to provide more de-
tailed and accurate assessments of student work.
In turn, students can utilize these specific grades
to pinpoint areas for improvement and refine their

essays accordingly, leading to a clearer focus on
topic relevance and overall writing quality.

C.2 Preference in Comments

Specifically, to meet the practical needs of Chinese
language teachers in primary and middle schools
and to help students improve their composition
skills, we selected the preference in the TOREE
that can be summarized as: whether the comment
is specific and on-topic/on-prompt, whether it is
targeted, and whether it provides feasible and ex-
ecutable suggestions for revision. For a pair of
comments, we denote the one that better aligns
with the above preference as the chosen_comment,
and the one that deviates from the preference as the
rejected_comment. Almost all comments generated
by current state-of-the-art large language models,
including those in the education domain such as
Spark and EduChat, suffer from being too generic
and vague, lacking specificity, and even exhibit-
ing hallucinations, rendering them inapplicable for
directly guiding students’ composition revisions.
Therefore, we treat comments annotated by human
experts as chosen_comment and model-generated
comments as rejected_comment. A specific exam-
ple is shown in Table 8.

C.3 Essay Filtering

We adopted a two-fold filtering strategy. Firstly, we
removed all essays manifesting substantial discrep-
ancies due to the OCR processing errors, which
significantly differ from the original ones. Subse-
quently, we removed all compositions exceeding
700 words or consisting of fewer than 200 words,
which fail to satisfy the fundamental prerequisites
of essay assignments.

C.4 Annotation

Annotating the topic relevance level and comment
is a very challenging task, which requires good
Chinese reading comprehension skills and using
encouraging words to identify both the strong and
weak points of an essay, as well as to provide con-
structive feedback for enhancing topic relevance.
A screenshot of the annotation system is shown in
Figure 6.

Team Composition and Selection The annota-
tion team consisted of 6 selected individuals with
backgrounds in Chinese language studies. These
annotators were chosen based on their performance
in a pre-annotation test, ensuring they possessed
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Prompt: In life, we meet all kinds of people: some command
respect, others admiration, some touch our hearts, and some
make us sigh. Write an essay titled "Such People Move Me,"
using at least 500 words. "Such people™ may be someone you
know, like a classmate or neighbor, or someone unfamiliar. It
could be a specific person or a type of person embodying a
particular spirit or representing a trend. Focus on their
individuality and qualities to describe your emotional

inclination.

Such People Touch Me

If friendship is an evergreen tree, then the sincere spring water
from the heart must nourish it; if friendship is an everlasting
flower, then it must be illuminated by the sun that rises in the

heart. At the beginning of the first year, after several

diagnostic tests, one girl stood out as special, consistently
ranking at the top, respecting her teachers—a quiet and
intelligent girl with both academic and moral excellence. This
girl was moved by my outgoing personality and became good
friends with me. My grades weren't great, and | often felt
inferior, but I confided in her. Perhaps at that moment, she
decided to help me. Sacrificing her break time, she helped me
consolidate my knowledge and went through the questions |
got wrong. Later, | realized that although she struggled with
sports, it was my strength. So, we divided our lunch break
into study time for her to tutor me and physical education time
for me to coach her. Helping each other and learning from
each other's strengths was a beautiful thing! With our
unwavering efforts, both our grades improved significantly.
When we helped each other, we not only assisted one another
but also helped ourselves. | hope our friendship will last
forever. The school corridor will forever be our little corner
where we talk about the future in the evening breeze. As we
all continue to move forward through our youth, let's believe

there's glory ahead!
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The essay excels in focus and relevance.
The writer depicts Yu Wei, a character
chosen for her vivid spirit shown through
qualities and actions. Yu Wei is
presented as academically and morally
excellent, respectful, gentle, and
intelligent. Her friendship and assistance
touched the writer, who reflects on
mutual support, valuing friendship,
and hope for the future. The piece stays
on point with sincere emotions, inspiring
and moving readers.

The author chose a girl who excels
academically and is eager to help others
as the subject for the essay, using
descriptions of her qualities and actions to
convey admiration and gratitude. The piece
also highlights the significance of
friendship and the spirit of mutual
assistance. From the perspective of
relevance, the essay fully meets the
requirements, using a specific individual to
delve into her moral fiber and the ethos she
represents while expressing the author’s
emotional stance. Hence, | believe this
essay excels in both focus and relevance.

The essay fails to meet the requirements in
relevance and focus. The title is "Such
People Touch Me" which should
concentrate on the deeds of the person who
moved the author, thereby showcasing
their personality and qualities. However,
the essay starts with friendship,
discussing how two people become
friends and develop their relationship,
deviating from the topic. The author is
advised to carefully review the question
before writing and organize facts
around the central theme.

Figure 5: An example of generating topic relevance comment for grade 7 student essay titled Such People Move
Me using EduChat and GPT-4. Human denotes human-written comment for preference. Text highlighted in bold
are points requiring special attention for students. The right side consists of comments generated through three
models. In each side, the right part is the translated English version for better understanding. Texts highlighted in
red indicate misinformation or incorrect advice, whereas texts highlighted in blue provide accurate feedback or
suggestions for students. Specifically, in part (a), EduChat incorrectly assesses the level as "excel" and fabricates a
character named Yu Wei that does not exist; in part (b), GPT-4 inaccurately evaluates the essay’s level as "fully
meets" and fails to identify the specific "author’s emotional stance"; in part (c), human-written comment correctly

points out the topic derivation of this essay, explain why, and provides detailed suggestions on how to refine it.

strong Chinese reading and writing skills. The se-
lection process involved evaluating their test sam-
ples with BERTscore to determine their ability to
understand and annotate text accurately.

Training and Division of Responsibilities Be-
fore beginning the actual annotation work, the team
underwent a training session to harmonize their
understanding of the task’s requirements and the
annotation guidelines. This training ensured con-
sistency across annotations. The team was then
divided based on the educational level of the essays
they would annotate: Three annotators focused on
essays from primary school students (grades 3 to
6) and the remaining three handled essays from
middle school students (grades 7 to 9). For each
essay, one annotator was primarily responsible for
the annotation, another served as a reviewer to en-
sure accuracy, and a third annotator was involved in
case of significant discrepancies between the first

two opinions.

Annotation Process Duration The duration of
the annotation process can vary widely depending
on the volume of text to be annotated, the complex-
ity of the task, and the team’s efficiency. In our
structured project, the entire process of annotation
spanned a duration of one month.

Compensation Compensation was provided to
each annotator based on the actual volume of anno-
tation work completed in a fair manner.

C.5 Explanation of Essay Genres and
Prompts

As shown in Table 7, an explanation of 13 distinct
literary genres are listed. Moreover, a complete list
of 74 diverse essay prompts is shown in Table 9.

D Prompt Template

Our prompt for two tasks is shown in Figure 7.
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Level Description

The essay fully meets the requirements of the topic,

Excellent the topic is very appropriate, the center is extremely clear,
and the materials chosen are particularly suitable.
The essay is somewhat in line with the requirements of the topic,
Good the topic is somewhat appropriate, the center is relatively clear,

and the materials chosen are relatively suitable.

The essay basically meets the requirements of the topic,
Fair the topic is generally appropriate, the center is somewhat clear,
and the materials chosen are basically suitable.

The essay does not stray from the topic,

Passable  the topic is slightly inappropriate, the center is not easy to extract,
and the materials chosen are not very suitable.
The essay does not meet the requirements of the topic,
Failed the topic is very inappropriate, the center is extremely unclear,

and the materials chosen are particularly unsuitable.

Table 6: Details of topic relevance level.
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Figure 6: A screenshot of our annotation system.

E Full Results

Full results of automatic evaluation scores are dis-
played in Table 10.

F More Explanations on Error Analysis

As shown in Figure 4, we present the confusion
matrices on Task 1.

* For GPT-4, its performance in predicting ex-
cellent is very good. However, for the remain-
ing four levels, the predictions are generally
overestimated, concentrated in the first col-
umn of the confusion matrix.

* For Baichuan2-7B, it can hardly make suc-
5762

cessful predictions, with a large number of
predicted labels concentrated in the sixth col-
umn.

For Baichuan2-7B-SFT, its prediction perfor-
mance is better than Baichuan2-7B.

For Baichuan2-7B-SFT-DPO, the prediction
results are significantly more concentrated
around the diagonal, and the over-prediction
of higher-level labels is alleviated to some ex-
tent.
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B 5 N [REQUIREMENT], fESCAH NITITLE], fESCHNZ¥ A [CONTENT].

You are an expert high school Chinese language teacher. Please first identify
a level and then write a topic relevance comment for the following essay by

[GRADE] grade students. Please note that details for levels are in [LIST]
and only the central focus and on-topic aspects of the essay should be
commented on. The total word count for the comment should not exceed
150 words. Essay Prompt: [PROMPT], Central Focus and topic relevance
Comment requirements: [REQUIREMENT], Essay Title: [TITLE], Essay

Content: [CONTENT]

Figure 7: The prompt used for generating topic relevance comment for an essay. The bottom part is the translated
English version. Notably, [LIST] denotes the details of topic relevance levels shown in Table 6.

Genre Description Essay Prompt Title Example
Diary This genre focuses on personal entries arranged by date reporting on Rural life experience today
Hid what has happened over the course of a day. 2RI
Character The genre specializes in writing about people, often describing their Such people touch me
5N characteristics, behaviours, experiences, personality, etc. XA FRE)
Fantasy This genre involves creating and writing about imaginary worlds, Me in ten years
hiEES characters, and stories, often involving magic or other supernatural elements. RECIELNES
Object e . . . . . . National treasure giant panda
= A form of descriptive writing that focuses on objects, exploring their aspects in detail. % KA
Scenery This genre is about describing the nature or environment. Outside the window
5% It captures the details and beauty of natural or urban landscapes in a literary manner. &b
Reflection This genre entails writing one’s thoughts, feelings, and reflections Reflections on a classic book
J&AR on a certain topic, incident, or experience, especially after reading a book or watching a movie. B
Narrative This genre tells a story. It involves characters, a plot, and a storyline, An unforgettable event
LAY and is focused on telling a continuous sequence of events. MR — 5
Letter This genre is about writing personal or official letters in a literary manner, Mom, I want to tell you
FE often used as a way of communication between individuals or organisations. i, AR Rt
Proposal This genre involves writing motivational or argumentative pieces that aim to Garbage sorting initiative
(B encourage people to take up a specific belief, course of action, or idea. B 4 FAB P
Lyric This genre specializes in expressing personal and emotional feelings, Nostalgia for hometown
715 often written in a way intended to be spoken. 915
Biography This genre is about writing about the lives and details of individuals, My father
£l either an autobiography written by oneself or a biography written by another. IR
Exposition . . . —_ . . L . . Tablet computer
N This genre can involve explaining, defining, or interpreting a specific topic or idea. T o
B £ prmine £ preine aspectfieop AR
Argument This genre entails crafting a logical and structured argument on a specific topic, On contentment and happiness
Wik aiming to convince the reader of a particular viewpoint. WHE SRR

Table 7: An explanation of 13 genres in TOREE. In the columns of Genre and Essay Prompt Title Example, the
second line is the corresponding Chinese.
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Data field Content

“There is a Chinese proverb, "Those who are close to vermillion are red, and those who are close to ink are black”, which emphasizes the impact of environment on human growth.
What do you think of it? Please make up your own mind, draw up your own topic, and write a refutation paper. No less than 600 words.

instruction Tips: 1. Sort out the way of writing the refutation, choose a suitable angle to refute, and at the same time show that your point of view is reasonable.
2. Choose materials that are consistent with your point of view. It s best to have factual arguments and reasonable arguments

3. Make an outline based on your opinions and materials, communicate with classmates, supplement each other's arguments, and complete the composition on this basis.

Title: Influence
Content: There is a Chinese proverb, “Those who are close to vermillion are red, and those who are close to ink are black."
What does this sentence mean? Some people say that this sentence is about the impact of environment on human growth.
But I don’t think so. My understanding is: if you play with good classmates or smart people, your grades will get better;
if you play with bad classmates or people who are not smart, your grades will also get worse. That's right to understand!
Growing up, parents would say: "Don’t play with this person. He has poor grades. If you play with him, he will become worse and stupider.
You should play with good classmates.” When you think about it, What parents say is not unreasonable.
I remember there was such a scene in a TV series: A female classmate who had very good academic performance and ranked first in the class met an unlearned and social
friend outside. She knew how to drink and drink. smokes. . Her friend will teach her things she didn’t dare to do before.
essay Gradually, they become the closest friends. This female classmate slowly learns to skip classes, drink, dress loosely, speak dirty words, and her grades will improve.
It has plummeted, and the former number one fell to the botiom. Once, she was playing outside and met a male classmate she liked.
Seeing her like this, the male classmate advised her to study hard and not to affect other classmates. Maybe this sentence irritated her, and she felt very unhappy.
My beloved The man said something bad about her, and she felt resentful and took out a knife and pointed it at him. The male classmate didn’t take it seriously and said she didn’t dare,
The female classmate stabbed the male classmate in a fit of rage.
The male classmate went to the hospital, and the girl also went to jail. Looking at it this way, there are not such cases in reality. What parents say is not wrong. Friends and partners also have an impact on people’s growth
Most people study or work in a day, and spend more than ten hours at school or in the company. n a week, you will work for three or four days, or even more. You will see classmates at school, and You will meet colleagues at the company, which is usually the case
The people you have the most contact with are not your parents but your classmates or colleagues. These are all friends or partners.
Some of your behaviors may come from the influence of friends, and may even change dramatically. So can you say that friends and partners have no influence on a person’s growth?

That shouldn't be possible, the facts are before our eyes. Friends and partners do have an impact on people’s growth.

topic_relevance_level  Failed

“This essay is unsatisfactory in terms of topic and focus.
The requirement of the topic is to write a refutation paper, but the starting point of the author’s refutation is not an essential objection to the sentence
chosen_comment
“Those who are close to red are red and those who are close to ink are black” , it just presents its meaning in another way, which does not meet the requirements of the topic.

Itis recommended that the author carefully review the topic and choose an angle that touches the foundation of this sentence to avoid going off topic,

This essay is an argumentative essay. The theme is to refute the theme of "those who are close to red are red and those who are close to ink are black”,
that s, the impact of the environment on human growth, that is, a negative opinion on this view. The author believes that, If you play with good classmates or smart people,
your grades will get better; if you play with bad classmates or people who are not smart, your grades will get worse.

rejected_comment
In the article, the author illustrates through examples that friends and partners are really important for people’s growth.
It has influence. However, the author did not fully prove his point of view. If he does not refute "Those who are close to red are red and those who are close to ink are black”,

it will be regarded as off topic.

Table 8: A data sample from TOREE test set.

Genre # Essay Prompts Essay Prompt Title

Diary 2 Rural life experience today; Write an observation diary

Guess who he is; People with characteristics around us; My "self-portrait"; "Comic" teacher;
Character 10 All kinds of people; It’s nice to have you; Such people _ me; My idol;
_things; Show off the "talented people” in our class

I’ll invent imagination; Wonderful imagination; Imagining like this is fun; Little "zoo";
Fantasy 12 A day with _; My fantastic ideas; A newly written story; My hometown in twenty years;
The magical adventure; Transformation; Stories flowing from the pen tip; Me in ten years

_makes life better; Write around a central idea; The colorful world in our eyes; My plant friends;
Object 10 National treasure giant panda; My animal friends; My beloved object; Introduce an object;
Recommend a book; China’s World Cultural Heritage

This place is beautiful; Recommend a nice place; My paradise; scene of _;

Scenery 7 September; Outside the window; I love __ season

Reflection 2 Reflections on a classic book; Reflections after watching a film or drama

That time was really fun; I did a little experiment; Kaleidoscope of life; Remembering a game;
My heart pounding; Travel _; The moment I grew up; He _;

Colorful activities; Growing up experiences; Debate; My troubles;

Stories in the photo; My day; Festival; Travel notes; Beyond that mountain; My hometown

Narrative 18

Letter 2 Write a letter; I want to tell you

Proposal 1 Learn to write a proposal

Lyric 1 Feelings for my hometown

Biography 1 A brief biography

Exposition 3 My life can’t be without it; Introduce a technological product; The environment around me

Video games; Discuss on integrity; Contentment and happiness;

Argument 3 The influence of the company one keeps; The colors of spring

Table 9: A list of 74 diverse essay prompt titles in TOREE. The symbol "_" signifies placeholders that are to be
completed by students during the writing task. These blanks offer a structured yet flexible framework, encouraging
creative expression as the students formulate their own content to fill in these gaps.
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Task 1 Task 2

LLM

Precision Recall Weighted-F1 BLEU-4 ROUGE-1 ROUGE-2 ROUGE-L BERTSscore

Baichuan2-7B 61.94 13.89 20.31 4.79 17.81 3.62 13.89 60.24

w/SFT  40.17 50.00 42.23 25.96 44.33 24.13 38.58 75.86

w/SFT + DPO  44.74 43.06 42.86 25.98 46.56 25.28 40.15 76.26

Chinese-Alpaca2-7B 35.71 6.94 11.63 478 20.75 4.14 16.68 62.73

w/SFT  39.14 40.28 36.64 24.27 4391 22.84 37.72 74.80

w/SFT + DPO  38.43 41.67 39.83 23.59 44.18 23.53 37.78 75.38

ChatGLM3-6B 29.41 13.89 18.87 4.78 17.49 4.35 12.31 59.27

w/SFT 3446 34.72 33.03 22.84 41.90 21.38 36.04 74.46

w/SFT + DPO  34.72 19.96 33.49 23.96 44.02 22.28 36.27 75.05

Qwen-7B 37.74 27.78 30.82 10.45 31.46 8.59 23.27 69.27

w/SFT  37.65 34.72 33.87 25.47 44.30 23.54 33.37 75.74

w/SFT + DPO  40.79 50.00 44.92 28.17 47.83 28.74 38.60 76.85

Table 10: Full results of automatic evaluation scores on evaluated open-source LLMs. Within each part, best results
are highlighted in bold, and second best results are underlined.
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