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Abstract

In-image machine translation (IIMT) aims to
translate an image containing texts in source
language into an image containing translations
in target language. In this regard, conventional
cascaded methods suffer from issues such as er-
ror propagation, massive parameters, and diffi-
culties in deployment and retaining visual char-
acteristics of the input image. Thus, construct-
ing end-to-end models has become an option,
which, however, faces two main challenges: 1)
the huge modeling burden, as it is required to si-
multaneously learn alignment across languages
and preserve the visual characteristics of the
input image; 2) the difficulties of directly pre-
dicting excessively lengthy pixel sequences. In
this paper, we propose Translatotron-V(ision),
an end-to-end IIMT model consisting of four
modules. In addition to an image encoder, and
an image decoder, our model contains a target
text decoder and an image tokenizer. Among
them, the target text decoder is used to alle-
viate the language alignment burden, and the
image tokenizer converts long sequences of pix-
els into shorter sequences of visual tokens, pre-
venting the model from focusing on low-level
visual features. Besides, we present a two-stage
training framework for our model to assist the
model in learning alignment across modalities
and languages. Finally, we propose a location-
aware evaluation metric called Structure-BLEU
to assess the translation quality of the generated
images. Experimental results demonstrate that
our model achieves competitive performance
compared to cascaded models with only 70.9%
of parameters, and significantly outperforms
the pixel-level end-to-end IIMT model.'

1 Introduction

In recent years, significant advancements have been
achieved in natural language processing (NLP) and
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Figure 1: The illustration of two paradigms of IIMT.

computer vision (CV), largely due to the evolu-
tion of deep learning. As a combined direction
of these two fields, in-image machine translation
(IIMT) aims to covert an image containing texts
in source language into another image containing
the translations in target language, which has sig-
nificant research value and practical applications.
It not only helps us understand the fusion mecha-
nism of multimodal and multilingual information,
but also finds widespread applications in daily life.
For instance, IIMT can effortlessly enable foreign
travelers to read signs written in other languages.

As shown in Figure 1, current IIMT systems
are divided into two paradigms: cascaded and end-
to-end. The first one relies on cascading multiple
models, including an optical character recognition
(OCR) model, a machine translation (MT) model,
and a text-to-image (T2I) model. However, this
paradigm suffers from error propagation, massive
parameters, and difficulties in deployment and re-
taining visual characteristics of the input image.
By contrast, end-to-end methods (Mansimov et al.,
2020; Tian et al., 2023) integrate different mod-
els into one IIMT model and conduct end-to-end
training. Thus, they have potential advantages over
cascaded systems in aspects of avoiding error prop-
agation, reduced parameters, and ease of deploy-
ment. Particularly, they are naturally capable of re-
taining visual characteristics from the input image
during translation, e.g. maintaining background,
text location, font, etc.

Despite the above advantages, the end-to-end
IIMT models still face two major challenges: 1)
the huge modeling burden, since they are required
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to not only learn alignment between two languages
but also the visual characteristics of the input im-
age; 2) the difficulties of directly predicting exces-
sively lengthy pixel sequences, which are low-level
and involve a large search space (Ramesh et al.,
2021; Yu et al., 2022b).

To the best of our knowledge, (Mansimov et al.,
2020) and (Tian et al., 2023) are the only two at-
tempts to explore end-to-end IIMT. However, the
former is directly based on pixel prediction, re-
sulting in significantly lower translation quality
compared to the cascaded models, while the latter
requires converting RGB images to grayscale ones,
losing visual characteristics. Besides, both of them
can only handle images containing single-line text.
These defects make them still far from real-world
applications.

In this paper, we propose Translatotron-V(ision),
the first end-to-end IIMT model capable of gener-
ating RGB images, achieving comparable perfor-
mance to cascaded models with only 70.9% of pa-
rameters. As shown in Figure 2, our model consists
of four modules: 1) an image encoder that repre-
sents the semantics of the image as a sequence of
visual vectors; 2) a target text decoder that utilizes
the visual vector sequence to predict the text trans-
lation, which can effectively reduce the modeling
burden on the image decoder; 3) an image decoder
that generates the visual tokens of the target im-
age based on the visual and linguistic information
generated from the image encoder and target text
decoder, respectively; 4) an image tokenizer that
converts the image into discrete visual tokens and
can reconstruct the image from these visual tokens.
By converting the image into visual tokens, the
image decoder only needs to predict visual tokens,
rather than excessively lengthy pixel sequences,
which allows the model to avoid spending too much
capacity capturing low-level visual features.

Furthermore, as illustrated in Figure 3, we pro-
pose a training framework for our model, consist-
ing of two stages. First, we utilize large-scale unla-
beled images to train the image tokenizer through
an image reconstruction task. Then, we freeze
the image tokenizer and train other modules using
IIMT dataset. Inspired by end-to-end speech trans-
lation (Jia et al., 2019), we introduce multi-task
learning at this stage. The auxiliary tasks include
OCR and text image translation (TIT), assisting
the model in learning alignment across different
modalities and languages. Particularly, we intro-

duce a knowledge distillation method to reduce the
difficulty of the end-to-end model directly learning
from ground-truth labels.

Due to the absence of publicly available IMT
datasets, we use IWSLT14 German-English (Cet-
tolo et al., 2014) to synthesize a dataset for this
task. Note that unlike previous works (Mansimov
et al., 2020; Tian et al., 2023) only focus on im-
ages containing single-line text, the images in our
dataset are more complex, featuring multiple lines
of text, as well as text rotation and translation. Fur-
thermore, since the conventional BLEU (Papineni
et al., 2002) is not applicable to image evaluation,
we extend BLEU to Structure-BLEU that consid-
ers text location information to better evaluate the
quality of text translations within images.

To summarize, we have the following major con-
tributions in this work:

* We propose a novel end-to-end IIMT model
named Translatotron-V. More importantly, it
introduces two crucial modules to address ma-
jor challenges in end-to-end IIMT: 1) target
text decoder used to alleviate the modeling
burden; 2) image tokenizer preventing the
model from directly predicting pixels.

* We present a two-stage training framework
for Translatotron-V, which fully exploits un-
labeled images, OCR, and TIT data to refine
the model training.

* We propose Structure-BLEU, an evaluation
metric that considers text location information
for IIMT.

* Experimental results demonstrate that
Translatotron-V not only significantly outper-
forms the pixel-level end-to-end IIMT model,
but also achieves comparable performance
with fewer parameters to cascaded models.

2 Related Work

To achieve high-performance IIMT, previous re-
search mainly focuses on text image translation
(TIT), which is a subtask of IIMT (Watanabe et al.,
1998; Yang et al., 2002; Du et al., 2011; Chen et al.,
2015; Afli and Way, 2016; Lan et al., 2023). Unlike
conventional multimodal machine translation (El-
liott et al., 2016; Yin et al., 2020; Lin et al., 2020;
Suet al., 2021a; Yin et al., 2023; Kang et al., 2023),
TIT aims to translate source language texts in im-
ages into target language. In this regard, dominant
studies resort to the cascading method, which uses
an OCR model to obtain the recognized source lan-
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guage texts and then feed them into an MT model
for translation (Goodfellow et al., 2014; Zhang
et al., 2016; Gu et al., 2018).

Afterwards, due to the advantages of mitigat-
ing error propagation, the end-to-end TIT attracts
increasing attention. Chen et al. (2020) adopt
multi-task learning framework that integrates OCR
as an auxiliary task. Along this line, Ma et al.
(2022) incorporating MT into the multi-task learn-
ing framework. Unlike previous studies, both Su
et al. (2021b) and Ma et al. (2023b) employ an
adapter to combine individual pretrained OCR and
MT modules in a TIT model. Furthermore, Ma et al.
(2023c) apply knowledge distillation to effectively
distillate the knowledge of OCR and MT models
into the end-to-end TIT model. Zhu et al. (2023)
explore an end-to-end TIT model with an aligner
and a regularizer to reduce the modality gap. To
explicitly exploit guidance from recognized texts,
Ma et al. (2023a) incorporate recognized text in-
formation into the TIT decoder through interactive
attention. Differing from the above studies focus-
ing on model design, Salesky et al. (2021) analyze
the effect of visual text representation, and find that
it exhibits significant robustness to various types of
noise.

However, none of the aforementioned works con-
sider generating the image with target translations,
which is a common requirement in real-world sce-
narios. To this end, Mansimov et al. (2020) first
explore the IIMT task. They introduce an end-to-
end model that contains a self-attention encoder,
two convolutional encoders, and a convolutional
decoder to generate target images at the pixel level.
Nonetheless, their model significantly lags behind
cascaded models, suffering from issues such as
character omission and artifacts. Recently, Tian
et al. (2023) convert pixels into characters, thereby
transforming the IIMT task into a conventional
sequence-to-sequence text generation task. How-
ever, this method can only generate grayscale im-
ages, losing visual characteristics. Susladkar et al.
(2023) present a conditional diffusion-based image
editing model, which replaces text in the input im-
age with a given translation while preserving the
visual characteristics of origin image. However,
this model can only perform single-word editing,
which makes its application very limited.

Different from these studies, we propose an end-
to-end IIMT model that can generate RGB images
with multiple lines of text while preserving the vi-

sual features of the input image, and achieve com-
parable performance to the cascaded model.

3 Our Model
3.1 Model Architecture

As shown in Figure 2, our model consists of four
modules: an image encoder, a target text decoder,
an image decoder, and an image tokenizer. All of
those modules will be elaborated in the following.

Image Encoder. This module converts the input
image into a sequence of visual vectors.

We use ViT (Dosovitskiy et al., 2021) as the
backbone of the image encoder. In order to con-
vert a 2D image into a 1D sequence that can be
handled by Transformer, we first split the input im-
age x into N = HW/P? image patches {z;} ,
where (H, W) is the resolution of the input image,
and (P, P) is the resolution of each patch. Then
we apply a linear projection matrix W, to trans-
form image patches into patch embeddings, and use
a standard learnable positional embedding matrix
E,s to further optimize these patch embeddings.
Formally, the initial hidden states H?6 of the image
encoder can be formulated as

Hfg) = [z0; Wex1; Weo; ... Wean] + Epos,
ey
where z is the special token prepended to the input
sequence.

Afterwards, we process these patch embeddings
using a Transformer encoder with multiple layers.
Each Transformer encoder layer is composed of a
self-attention sub-layer and a feed-forward network
(FFN) sub-layer. Layernorm (LN) is applied before
each sub-layer, and residual connections after each
sub-layer (Wang et al., 2019). The hidden states
HE? of the [-th encoder layer is calculated as

), = FEN(MHAHE] Y, BV =),
2
where MHA (-, -, -) denotes a multi-head attention
function. The residual connection and layer nor-
malization are omitted for simplicity.

Target Text Decoder. By utilizing the features
generated by the image encoder, this decoder is
responsible for producing text translations. In this
way, it focuses on the alignment of different lan-
guages, and thus alleviates the modeling burden of
the image decoder.

When constructing our target text decoder, we
employ the widely-used Transformer (Vaswani
et al., 2017) decoder as the architecture, consist-
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Figure 2: Overview of our model.

ing of multiple identical layers. In addition to the
standard self-attention and FFN sub-layers, each
decoder layer is equipped with a cross-attention
sub-layer to exploit hidden states produced by the
image encoder. Formally, we calculate the hidden
states Hgl) for the [-th decoder layer using the fol-
lowing equations:

c) =vaA@ESY 75V HEY) )
gf}_FFN(MHA(Cﬁg, H" HDY)), @

1-1)

where the initial hidden states Hg d) are computed
by summing the word embeddings and position em-
beddings of the input sequence. Unless otherwise
specified, we use L to represent the last layer.

Image Decoder. This module is responsible
for generating visual tokens based on visual and
linguistic information generated from the image
encoder and target text decoder, respectively.

The architecture of the image decoder closely
resembles that of the target text decoder but with
the following notable modifications. It includes
two cross-attention sub-layers to gather informa-
tion from both the image encoder and target text
decoder, followed by a fusion sub-layer to gener-
ate intermediate representations enriched with both
visual and linguistic features. Besides, we incorpo-
rate the 2D relative position encoding (Wu et al.,
2021) into the self-attention sub-layer to capture
relative positional relationships within images.

Let CEQ denote the hidden states output by the
[-th self-attention sub-layer, we calculate it in the
following way:

-1 -1 -1
c) =muA@EY HEY HEYY O 65)
where HZ( q b represents the hidden state output by
the (I-1)-th image decoder layer. Subsequently, the

hidden states H( ) and ﬁgil) are computed through
two cross-attention mechanisms, which attend to

the image encoder and the target text decoder, re-
spectively, as follows:
H)) = MHA(Cl) B HY), 6
l l L
A = mHACY HY HYY  (7)

Finally, the hidden states of the [-th image de-
coder layer are obtained through a gated fusion
mechanism, which is calculated using the follow-
ing equations:

A= 51gm01d(WAH(l) + UAI:IEQ), )

H{) = AHL + (1 - MHEY, ©)
where W and Uy are projection matrices, and A
is a gated matrix featuring values ranging from O to
1, serving the purpose of dynamically fusing two
modalities of information.

Image Tokenizer. It is used to perform the con-
version between an image and a sequence of dis-
crete visual tokens. By introducing this module,
we allow the image decoder only to predict visual
tokens, preventing it from modeling excessively
lengthy sequences. For instance, a 256x256x3
RGB image results in 196,608 rasterized values.

Our image tokenizer follows the architecture of
ViT-VQGAN (Yu et al., 2022a), which includes a
Vison Transformer (ViT) (Dosovitskiy et al., 2021)
based encoder and decoder. The encoder E of the
image tokenizer is used to tokenize the image into
z = (z1,...,2n) through a quantizer ¢(-). For-
mally, the quantizer looks up the nearest visual
token for each input, as shown in the following:

zi = q(E(z;)) = argmin |[E(z;) — e[z, (10)

er€V
where V is the image vocabulary containing visual
tokens.

Conversely, the decoder G of the image tok-
enizer reconstructs the input image based on the
visual tokens generated by F, formulated as

x = G(q(E(x)))- (11)
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Please note that during training, we use the en-
coder to obtain visual tokens of the target image
as labels. During inference, the decoder converts
visual tokens generated by the image decoder into
the target image.

3.2 Model Training

We provide a detailed description of the training
procedures for our model, which consists of two
stages, as illustrated in Figure 3.

Stage 1. At this stage, we train the image tok-
enizer using a large-scale unlabeled image dataset
D, in the same way as ViT-VQGAN (Yu et al.,
2022a), where we convert the input image into vi-
sual tokens and then reconstruct the image from
these visual tokens.

Given an image x from the unlabeled image
dataset D,,, we define the training objective of this
stage as follows:

Ly = % —x|1* + |lsg(B(x)) — 2[5

+BI1E(x) — sg(z)]]5.
Here, the first item is the reconstruction loss opti-
mizing the encoder and decoder, the middle item
is the vector-quantization loss used to update the
visual tokens, the last item is the so-called “com-
mitment loss” for the encoder which prevents its
output fluctuating frequently from one visual token
to another, sg(-) denotes the stop-gradient oper-
ation, and 3 is the weighting factor set to 0.25
following van den Oord et al. (2017).

Stage 2. Using an I[IMT dataset, we then adopt
multi-task learning and knowledge distillation to
train the image encoder, target text decoder, and
image decoder.

Overall, the training objective at this stage is
defined as follows:

Lo = Liimt + Locr + Ltit + La.  (13)
where Liimt, Locr, Ltit, and L denote the IIMT
task loss, OCR aucxiliary task loss, TIT auxiliary
task loss, and knowledge distillation loss, respec-
tively. 3

Given an IIMT training instance (x,y, s, t) from
the IIMT dataset D;;,,,¢, we can utilize the image
tokenizer trained in the first stage to process the
target image, obtaining visual tokens denoted as z.

(12)

Note that we also include other loss terms as presented in
(Yu et al., 2022a), but omit the descriptions for brevity. Please
refer to (Yu et al., 2022a) for more details.

SWe also explore the balance of different training objec-
tives. Experimental results in Appendix A show that we do
not need to introduce additional hyperparameters to balance
different objectives.

Here, x represents the source image, y is the target
image, s denotes the source language text within
the source image, and t denotes the target language
text within the target image.

To alleviate the burden of end-to-end model train-
ing, we adopt multi-task learning, which involves
not only the primary IIMT task but also two aux-
iliary tasks: the OCR task and the TIT task. The
OCR task is employed to assist the model in rec-
ognizing texts within the image, while the TIT
task further facilitates cross-lingual alignment. For-
mally, the training objective of the IIMT task can
be formulated as follows:

Liimt = —logp(z[x; Oie, O1ta, 0ia),  (14)
where 0., 044, 0;q denote the trainable parame-
ters of the image encoder, target text decoder, and
image decoder, respectively.

To train our model using the OCR auxiliary task,
we additionally introduce a source text decoder,
which adopts the same architecture as the target

text decoder. Formally, the training objectives of
the OCR and TIT auxiliary tasks are defined as
£ocr = —10gp(S\X; eiea 03td)7 (15)
Lyiit = —logp(t|x; bie, Orta), (16)
where 0,4 is the parameters of the source text
decoder. Note that the source text decoder takes
the intermediate hidden states of the image encoder
as input. This design is based on the intuition that
the shallow encoder layers represent the source vi-
sual content, while the deep layers encode more
information about the target visual content.
Besides, training an end-to-end model is consid-
erably more difficult than a T2I model, where the
latter only needs to learn the mapping between
different modalities and thus has better perfor-
mance. Consequently, we introduce a T2I model
as a teacher to facilitate knowledge transfer to
the end-to-end model. This T2I model includes
a Transformer-based text encoder, a ResNet-based
image encoder (He et al., 2016), and an image
decoder similar to our model, where the image
encoder is used to preserve the features of the
original image. Denote the output distribution
of the teacher model for ¢-th visual token z; as
q(z¢|Zz<t, X, t; 042;), we define the cross-entropy be-
tween the distributions of teacher and student as

the distillation loss:
lz| [V

Lrg = — Z Zq(zt = k|z<t, X, t; 0r2;)

t=1 k=1
lng(Zt - k’Z<t7 X5 9i€7 9ttd7 9id)7

(17)
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Figure 3: Overview of our two-stage training framework. The modules enclosed by dotted lines will be removed

during inference.

where 6,9; represents the parameters of the T2I
model. Note that we will remove the source text
decoder and T2I model during inference.

4 [Experiments

4.1 Setup

Dataset. Due to the lack of readily available
data, we utilize the widely-used IWSLT 14 German-
English (De-En) dataset (Cettolo et al., 2014) to
synthesize paired images for this task. Concretely,
we leverage the Python Pillow package®* to render
texts onto images with the black Arial® font. The
text is arranged horizontally from left to right, and
vertically from top to bottom, with randomly trans-
lating and rotating. This involves shifting the text
in a random direction and changing its orientation
by a random angle. Additionally, the background
color of the image is selected randomly and the
resolution of the images is 512x512. Note that
bilingual texts exceeding the image boundaries will
be disregarded during the process of data synthesis.
In contrast to prior studies (Mansimov et al., 2020;
Tian et al., 2023), which focus solely on generating
images with single-line text and white background,
our research delves into more complex scenes. In
the end, the synthesized dataset comprises 81,741
training instances, 3,765 validation instances, and
3,527 test instances. Several synthetic examples
*https://github.com/python-pillow/Pillow

>https://learn.microsoft.com/en-us/typography/font-
list/arial

and comparisons with previous data can be found
in Appendix B.

In addition to the IIMT data, a substantial quan-
tity of images is also indispensable for training the
image tokenizer. To this end, we employ the text
extracted from the WMT14 English-German (En-
De) (Bojar et al., 2014) to synthesize images for
training our image tokenizer.

Implementation Details. In this work, we em-
ploy the same setting as ViT-B (Dosovitskiy et al.,
2021) to construct our image encoder. Both our tar-
get text decoder and image decoder are composed
of 8 layers, each of which has 512-dimensional
hidden states, 8 attention heads, and 2,048 feed-
forward hidden states. Besides, our image tok-
enizer is similar to ViT-VQGAN-SS (Yu et al.,
2022a) but uses a smaller setup. It consists of 4
layers of encoder and decoder, each of which has
256-dimensional hidden states, 8 attention heads,
and 1,024 feed-forward hidden states. Particularly,
we use a character-level vocabulary of size 256 for
the OCR and TIT auxiliary tasks, while the image
vocabulary size for visual tokens is set to 8,192.
Unless otherwise specified, the patch size of the
image is set to 16.

During the first training stage, we train the im-
age tokenizer with a batch size of 512 for 10,000
steps, where the parameters are updated by AdamW
(Loshchilov and Hutter, 2019) with 81 = 0.9, 52 =
0.99. During the second stage, we train the model
for 100 epochs with an early stopping patience
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Model De—En En—De #Param
BLEU 1  Structure-BLEU 1 SSIM 1 | BLEU 1  Structure-BLEU T SSIM 1
Cascaded Models
OCR+MT+T2I 15.37 14.87 0.7785 13.22 12.57 0.7550 | 247M
TIT+T2I 14.80 14.73 0.7812 12.92 12.74 0.7620 | 201M
PEIT+T2I 10.91 10.78 0.7740 8.77 8.01 0.7594 | 178M
End-to-end Models
Pixel-level Transformer 0.15 0.15 0.7538 1.11 1.22 0.7616 162M
" Translatotron-V | 1539 1526 07832 | 1323 1292 | 0.7629 | 175M

Table 1: Experimental results on the De—En and En—De IIMT tasks.

Model BLEUT S-BLEUT SSIM*t uses the same structure as our model but removes
Translatotron-V 15.39 15.26 0.7832 . . . . .
W/o gated fusion 1434 1420 07830 the image tokenizer and directly predicts pixel val-
w/o OCR auxiliary task 1.39 118 0.7277 ues. It is trained using multi-task learning as well,
w/o knowledge distillation | 13.35 13.43 0.7813 . . . .
with the IIMT task being optimized with a mean
w/o target text decoder 0.47 0.43 0.7751 g op

Table 2: Ablation study of Translatotron-V on the
De—En IIMT task. S-BLEU represents Structure-
BLEU.

set to 10, and a batch size set to 80. This stage
of training also utilizes the AdamW optimizer
(81 = 0.9, B2 = 0.999) along with weight decay of
0.001 and polynomial decay learning rate schedul-
ing. To alleviate overfitting, we apply a dropout
rate of 0.1 and incorporate the label smoothing with
a coefficient of 0.1, and we average the checkpoints
of the last 10 epochs for evaluation.

Baselines. We construct the following baselines:
OCR+MT+T2I, TIT+T2I, PEIT+T2I, and pixel-
level Transformer, all models trained using charac-
ter inputs and outputs similar to our model.

1) OCR+MT+T2I. This baseline cascades three
models: an OCR model, an MT model, and a T2I
model. Note that our teacher model has the same
architecture as the T2I Model, except for reducing
the hidden states from 512-dimensional to 384-
dimensional. 2) TIT+T21. We construct this base-
line by cascading the TIT model and the T2I model.
Additionally, it applies both OCR and TIT tasks
during training to achieve better performance. 3)
PEIT+T2I. This baseline is similar to TIT+T2I but
replaces the multi-line TIT model with PEIT (Zhu
et al., 2023), the state-of-the-art single-line TIT
model. Since PEIT is designed for single-line TIT,
during inference, we first employ the widely-used
EasyOCR® as the detection model to recognize and
crop each line of text from the image, and then
concatenate them together into a single-line text
image. 4) Pixel-level Transformer. This model

®https://github.com/Taided Al/EasyOCR

squared error loss due to the pixel values being of
floating-point type.

The detailed architecture of OCR+MT+T2I,
TIT+T2I, and PEIT+T2I is described in Appendix
C.

Evaluation. We evaluate the output images from
both the perspectives of translation quality and im-
age quality. We follow Mansimov et al. (2020)
to transcribe the generated images into texts with
EasyOCR toolkit and then measure the BLEU (Pap-
ineni et al., 2002) score calculated by SacreBLEU’
(Post, 2018). To take into account the location of
texts within the generated image, we extend the
conventional BLEU to Structure-BLEU. This met-
ric first performs OCR on the generated image and
the reference image separately. Then, we use the
bounding boxes in the generated image and the ref-
erence image to calculate intersection over union
(IoU) for text matching. Subsequently, we filter
out matched text pairs with significantly different
positions, specifically those with IoU values below
0.5. Finally, we calculate the BLEU score for the
remaining paired texts. For more comprehensive
details, please refer to the algorithm provided in the
Appendix D. Besides, we evaluate the quality of
the generated images via structural similarity index
measure (SSIM) (Wang et al., 2004), which consid-
ers luminance, contrast, and structure to measure
the similarity between two images. The compar-
ison between SSIM and BLEU can be found in
Appendix E.

4.2 Results

Table 1 shows the overall results of all models on
the IWSLT14 De-En datasets, and we have the fol-
lowing observations. First, OCR+MT+T2I exhibits

"https://github.com/mjpost/sacrebleu
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Pixel-level

Source OCR+MT+T2I TIT+T2I PEIT+T2I Transformer Translatotron-V Reference
ang v, ang v, and v, ’7 d th and th,
as m, hat g, hat g, hat g, Q' thet, en w, en v,
GR2n dann ™ 090 wigy g, ol 0 with o, o, rl L " tha2U 0o »th' tha2U do nlrzfrf
m mags aste? e aste thay 1€ ike. e S gy © Wastg © waste
' Wastgn Testrify, 9
Figure 4: Translation examples of different models on the De—En IIMT task.
B - B Translatowon.V the gated fusion mechanism of the image decoder
OCR+ MT+ 121 when performing cross-attention. Consequently,
| 16.07,5 g3 . .
16 the image decoder sequentially performs cross-
14.87 . .

" ey attention over the image encoder and the target
5 text decoder to update hidden states. The result in
m . o . .
2 121 Line 2 indicates that this change causes a decline in

translation quality, suggesting that the gated fusion

10 .. .. .

mechanism is useful for fusing information from
N two modalities.
2) w/o OCR auxiliary task. When constructing
[020)  [2040)  [40,60)  [60,80) [so )

WER

Figure 5: BLEU scores on different groups divided
according to WER. We compute the WER using the text
produced by the OCR toolkit.

significantly better translation quality compared
to TIT+T2I, but its performance of image qual-
ity is relatively poor. The underlying reason is
that cascading more models may lead to more se-
vere error propagation, thereby affecting the image
quality generated by the final T2I model. Second,
PEIT+T2I performs worse than other cascaded
models, primarily because it heavily relies on the
text detection model when handling multi-line text
images. Third, the image translation quality gener-
ated by Pixel-Transformer is extremely poor, and
we observe that it is essentially incapable of pro-
ducing readable text. This is due to the fact that
the search space of image pixel values is extremely
large, which poses a challenge to the model’s op-
timization in generating accurate pixel values. Fi-
nally, Translatotron-V consistently achieves com-
petitive performance with 70.9% parameters com-
pared to cascaded baselines and significantly out-
performs the pixel-level Transformer.

4.3 Ablation Study

To explore the effectiveness of different compo-
nents, we further compare Translatotron-V with its
several variants, as shown in Table 2.

1) w/o gated fusion. In this variant, we remove

this variant, we remove the OCR auxiliary task dur-
ing the model training. Upon analyzing Line 3, it
becomes evident that this task can empower the
model with the ability to perceive text within im-
ages, enabling the model to accomplish translation.

3) w/o knowledge distillation. We remove the
knowledge distillation in this variant. As indicated
in Line 4, there is a significant performance drop,
which demonstrates that knowledge distillation ef-
fectively reduces the difficulty of training.

4) w/o target text decoder. In this variant, we
remove the target text decoder from our model.
The results reported in Line 5 demonstrate a dras-
tic decline in performance. We can confirm that
the end-to-end IIMT model imposes a substantial
modeling burden. The target text decoder plays a
pivotal role in mitigating the burden of achieving
alignment between different languages.

4.4 Case Study

Figure 4 displays the translation results of differ-
ent models on the De—En dataset. We can ob-
serve that Translatotron-V generates the correct
target image, while the strongest baseline model
OCR+MT+T2I missing partial strokes for the word

“you” in the generated images. Besides, Pixel-level

Transformer has issues like character omission
and artifacts, making it unable to generate correct
words. This result reveals that image tokenizer is
important for the Translatotron-V.

5479



Model Fr—En Ro—En #Param
BLEU 1  Structure-BLEU 1 SSIM 1 | BLEU 1 Structure-BLEU T SSIM 1
Cascaded Models
OCR+MT+T2I 21.60 21.58 0.7738 18.34 18.61 0.7752 | 247TM
TIT+T2I 21.87 21.78 0.7801 18.39 18.30 0.7764 | 201M
PEIT+T2I 18.51 18.55 0.7741 14.54 14.90 0.7704 | 178M
End-to-end Models
Pixel-level Transformer 2.08 2.61 0.7753 1.58 2.11 0.7696 162M
" Translatotron-V | 2220 2217 07811 | 1844 1873 0.7780 | 175M

Table 3: Experimental results on the Fr—En and Ro—En IIMT tasks.

4.5 The Effectiveness on Alleviating Error
Propagation

To further investigate the impact of error propaga-
tion, we divide the test set of the De—En dataset
into different groups based on the Word Error Rate
(WER) of OCR. The higher WER indicates that the
image is more difficult to deal with, where poten-
tial error propagation is more severe. As illustrated
in Figure 5, the improvements of Translatotron-V
over OCR+MT+T2I are more significant with the
increase of WER. Thus, we confirm again that our
end-to-end model has the potential advantage of
alleviating error propagation.

4.6 Evaluation on Other Language Pairs

In order to further validate the effectiveness of
Translatotron-V, we conduct experiments on two
distinct language pairs: French to English (Fr—En)
and Romanian to English (Ro—En). We also use
the previously-described data synthesis method to
convert the IWSLT17 Fr-En and Ro-En datasets
(Cettolo et al., 2017) into IIMT datasets. As shown
in Table 3, Translatotron-V still achieves compet-
itive performance compared to cascaded models
and significantly outperforms the Pixel-level Trans-
former across different language pairs.

5 Conclusion

In this work, we have proposed Translatotron-V,
which is the first end-to-end IIMT model capa-
ble of generating RGB images and achieving com-
parable performance to the cascaded model with
only 70.9% of parameters. In addition to an im-
age encoder and an image decoder, Translatotron-
V is equipped with a target text decoder and an
image tokenizer, which are used to alleviate the
modeling burden and prevent the model from di-
rectly predicting pixels, respectively. Moreover,
we present a two-stage training framework to assist
the model in learning alignment across modalities

and languages. Furthermore, we introduce an eval-
uation metric, Structure-BLEU, which considers
text location information to evaluate the quality
of translations within the image. Experimental re-
sults demonstrate the effectiveness of our proposed
model and training framework.

In the future, we are interested in training mod-
els using only parallel images, which is important
when texts within the image are not available.

Limitations

Currently, the quality of generated target images de-
pends on the quality of the image tokenizer. How-
ever, in our experiments, we find that it sometimes
generates incorrect words, which may be due to
its training using only images without explicitly
considering linguistic information. Meanwhile,
Translatotron-V does not exhibit a speed advan-
tage over the cascaded model. This is due to the
reason that visual token sequences are still much
longer than text sequences, and both cascaded and
end-to-end models need to spend most of their time
decoding the image. A promising direction is to
find coarser visual tokens with a shorter sequence
length without degrading the quality of the gener-
ated images. Furthermore, the synthetic dataset is
still not realistic enough. However, acquiring IIMT
data from the real world is very challenging, how
to create a more realistic IIMT dataset is also an
important direction.
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A The effectiveness of the training
objective with balancing coefficients
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Figure 6: BLEU scores with different loss function
coefficients.

To explore the impact of different weights of
auxiliary task losses on model performance, we
modify the training objective at the second stage as
follows:

Lo = Liimt + aLocr + BLiit +VLka-  (18)
where «, (3, and ~ are the coefficient to control
OCR auxiliary task loss L., TIT auxiliary task
loss L4, and knowledge distillation loss Ly, re-
spectively.

Due to the high cost of grid search, when adjust-
ing a specific coefficient, all other coefficients will
be set to 1. As shown in Figure 6, when all coeffi-
cients are set to 1, the model performs optimally.
This result suggests that these tasks may be equally
important and highly correlated. Adjusting a partic-
ular coefficient could lead the model to focus more
on or neglect one task, which might not be bene-
ficial if all tasks are equally important. This also
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implies that our approach does not require care-
fully adjusting the coefficients for different training
objectives.

B Data Examples

In Figure 7, we present several data examples for
our synthetic data. We also show the difference
between our IIMT data and previous IIMT data in
Figure 8. It can be observed that our data is more
complex than the data used in previous work.

C Baseline Architecture Details

In this section, we provide a detailed description of
the architectures of two baselines: OCR+MT+T2I
and TIT+T2I.

OCR+MT+T2I. This baseline cascades three
models: an OCR model, an MT model, and a T2I
model. First, we follow Li et al. (2023) to con-
struct the OCR model, which consists of a ViT-B
encoder and a Transformer decoder. The decoder
uses the settings of Transformer Base, which con-
tains 6 layers, 8 attention heads, 512-dimensional
hidden states, and 2048 feed-forward hidden states.
Second, we use the standard Transformer base(He
et al., 2016) as the architecture of the MT model.
Third, the T2I Model includes a Transformer-based
text encoder, a ResNet-based image encoder (He
et al., 2016), an image decoder, and an image to-
kenizer. Both the text encoder and image decoder
utilize the same settings as Transformer base. Ad-
ditionally, the image encoder adopts the ResNet50
architecture, and the image tokenizer follows the
configuration of our model. It’s worth noting that
our teacher model has the same structure as this
T2I Model, except for reducing the hidden states
from 512-dimensional to 384-dimensional.

TIT+T21. We construct this baseline by cascad-
ing the TIT model and the T2I model, where the
TIT model consists of an image encoder, a source
text decoder, and a target text decoder. The image
encoder uses the same architecture as ViT-B, and
the configuration of the source text decoder and
target text decoder is consistent with Transformer
Base.

PEIT+T2I. This baseline replaces the multi-line
TIT model in TIT+T2I with PEIT (Zhu et al., 2023).
To ensure a fair comparison, we reimplement the
model, scale its size to match our model, and do not
use additional data during its multi-stage training.

D Structure-BLEU

In Algorithm 1, we provide the detailed calculation
process of Structure-BLEU. Furthermore, as shown
in Figure 9, we also provide an example to demon-
strate the difference between Structure-BLEU and
BLEU. We can observe that Structure-BLEU takes
into account the positional information of the text
in the generated image, which is crucial for user
experience in real-world scenarios.

Algorithm 1 Structure-BLEU

Require: Generated image t, reference image t
I: R < OCR(t) {Set of reference texts and
bounding boxes }
2: H <+ OCR(t) {Set of generated texts and
bounding boxes }
3: M < {} {Set of matched text pairs}
4: for each h € H do

5 m <— None

6 s+ 0

7. foreachr € R do
8 § < I0U(h,r)
9 if $ > s then
10: §$+ 8§

11: m < (h,r)
12: end if

13:  end for

14:  if s > 0.5 then

15: M~ MU {m}
16:  end if

17: end for

18: return BLEU(M)

E Comparison of BLEU and SSIM

In this section, we provide examples illustrating
the differences in focus between SSIM and BLEU
evaluations. As shown in Figure 10, even when the
text in the generated image is substantially incor-
rect, SSIM still yields a relatively high score. The
underlying reason is that SSIM is used to evaluate
the visual similarity between the generated image
and the reference image, considering aspects such
as brightness, contrast, etc. It focuses not only on
the image of text regions but also on the image of
non-text regions. However, BLEU is employed to
evaluate the fine-grained information in the image
of text regions, such as the glyph of the character.
The two metrics have different focuses and comple-
ment each other. Therefore, the model may perform
well in generating visual information, while it may
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Example 1

Example 2

Example 3

German

die menschheit
befindet sich
vollkommen im
technisch-wissensc
zeitalter.

es kann es sich

nicht leisten,
diese pflegende

English

humanity is now
fully into the
techno-scientific
age.

it can't afford to
doubt the
person who

Example 5

Example 6

Example 7

German

English

ir wissen e don't
Aentwo, da W e Sihere,
nicht wissen. wie since we don’
wir das muster Know how {0
\esen sollen. read the pattern.

Example 4 person in frage tends the child. Example 8
zu stellen.
Figure 7: Several examples of our synthetic data using IWSLT14 De-En.
- RGB . .
Dataset Input Image Output Image Multiline Background Rotation Translation
Previous Gutach: Noch mehr Sicherheit fiir Fuigénger Gutach: Increased safety for pedestrians X X X X
. gefa
je 9€'° ne
undsfem dant an‘\{\';e‘ is thaise
P s e ey o2 oy v v v \
Ours das i fney oy whats
P oruen o dernic:
wonne”

Figure 8: Comparison of our IIMT data with other IIMT data used in previous work (Mansimov et al., 2020; Tian

etal., 2023).

struggle with generating fine-grained text details,
which will lead to a significant difference in BLEU
scores but relatively close in SSIM scores.
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Input Reference Generated Image Structure-BLEU BLEU

75.06 75.06

0.0 75.06

the call of "raw
data now!"

Figure 9: Comparison of Structure-BLEU and BLEU. The bounding box of the text is drawn with red lines.
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Figure 10: Comparison of BLEU and SSIM.
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