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Abstract

In the realm of text-conditioned image retrieval,
models utilize a query composed of a reference
image and modification text to retrieve corre-
sponding images. Despite its significance, this
task is fraught with challenges, including small-
scale datasets due to labeling costs and the
complexity of attributes in modification texts.
These challenges often result in models learn-
ing a generalized representation of the query,
thereby missing the semantic correlations of
image and text attributes. In this paper, we in-
troduce a general boosting framework designed
to address these issues by employing semantic
discrepancy alignment. Our framework first
leverages the ChatGPT to augment text data by
modifying the original modification text’s at-
tributes. The augmented text is then combined
with the original reference image to create an
augmented composed query. Then we gener-
ate corresponding images using GPT-4 for the
augmented composed query. We realize the
cross-modal semantic discrepancy alignment
by formulating distance consistency and neigh-
bor consistency between the image and text do-
mains. Through this novel approach, attribute
in the text domain can be more effectively trans-
ferred to the image domain, enhancing retrieval
performance. Extensive experiments on three
prominent datasets validate the effectiveness of
our approach, with state-of-the-art results on
a majority of evaluation metrics compared to
various baseline methods.

1 Introduction

Text-conditioned image retrieval makes the re-
trieval system more accurate and flexible by al-
lowing the user to enter both a reference image and
a text description. Recent years have witnessed
some remarkable research efforts in the task of text-
conditioned image retrieval (TCIR) (Vo et al., 2019)
(Lee et al., 2021) (Wen et al., 2021) (Yang et al.,
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Figure 1: Illustration of our motivation. We use Chat-
GPT and GPT-4 to rewrite the modification text and
generate corresponding images. Due to well-defined
distribution of text domain, the semantic discrepancy
between words are clearly distinguished. Inspired by
this, we suppose to capture the alignment of semantic
discrepancy across the image and text domain. This
allows attributes such as color, layout, and style to be
better understood by the model, which further facilitates
a more discriminative joint image-text representation.

2021), with a focus on designing an appropriate
composition module to learn joint visual-linguistic
representations.

However, the existing methods face two chal-
lenges. First, the scale of the training set in text-
conditioned image retrieval is typically very lim-
ited. This limitation arises because collecting data
tuples for this task is much more labor-intensive
than for other vision tasks, such as image classi-
fication and landmark recognition. Second, the
modification text conveys complex semantics with
attributes of high diversity. These challenges ren-
der existing methods sensitive to the dataset and
prone to overfitting. A common problem is that the
model learns “Image A + Text attribute C” and “Im-
age B + Text attribute D” but still does not work on
“Image A + Text attribute D and “Image B + Text
attribute C”. This is because existing methods learn
a general representation of the query and, therefore,
overlook the semantic correlations between image
and text attributes.

To address the aforementioned issues, we pro-
pose a general boosting framework for text-
conditioned image retrieval by exploring semantic
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discrepancy alignment. To illustrate our motiva-
tion, we provide an example. As shown in Fig. 1,
the data tuple consists of a green T-shirt as the ref-
erence image with the modification text “has no
buttons and is darker”, the target image is a black
T-shirt without buttons. Then we need to learn a
compositor to synthesize visual features and tex-
tual features of the composed query to approach
the feature of target image. If the modification text
is partially changed, for instance, from “has no but-
tons and is darker” to “has no shoulders and is red”,
the existing compositor often not be able to output
the correct composite feature for the unseen com-
posed queries well. The reason is that the existing
model direct matches the composed query to the
target image rather than learning a projection of
attributes across the image and text domain. On
the other hand, thanks to recent progress in large
language models (Kenton and Toutanova, 2019),
semantically rich and accurate word embedding
are provided and discrepancies in text semantics
are clearly distinguished. A well-known example
is that the discrepancy between the words “king”
and “queen” is similar to that between “man” and
“woman”. Inspired by this, we seek to explore
the consistency of semantic discrepancies across
the image and text domain. We leverage powerful
capabilities of ChatGPT and GPT-4 for data aug-
mentation, which has proved successful in recent
works (Xu et al., 2023) (Dai et al., 2023) (Yunxiang
et al., 2023) (Xiong et al., 2023).

Based on above motivation, we propose a gen-
eral boosting framework for semantic discrepancy
alignment. To enable the model to understand di-
verse editing intentions and capture cross-domain
consistency of attributes, we utilize the ChatGPT to
generate qualified modification texts, such as “has
no shoulders and is red” is generated by ChatGPT
based on “has no buttons and is darker”. Then, we
combine these generated modification texts with
the original reference image into new composed
queries, which are named as augmented composed
queries. Then we utilize the GPT-4 to generate cor-
responding images for the augmented composed
queries. Since the original composed query and
augmented composed queries only differs in the
modification texts, we believe that the semantic dis-
crepancy between them should be consistent across
the composite domain (image domain) and text
domain.

We formulate cross-domain semantic discrep-
ancy alignment into two parts, namely neighbour

consistency and distance consistency. Given the
original composed query and augmented composed
queries as input, the neighbour consistency means
that the neighbour structure captured by similar-
ity vectors in the composite domain and text do-
main should be similar. The distance consistency
refers to the alignment of difference feature calcu-
lated by direct feature distance in the composite
domain and text domain. The distance consistency
ensures first-order alignment between the original
composed query and augmented composed queries,
while neighbour consistency aligns them in higher-
order relationship.

Overall, we propose a general boosting frame-
work for the text-conditioned image retrieval by ex-
ploring semantic discrepancy alignment, in which
we leverage the capabilities of ChatGPT and GPT-4
to generate qualified augmented composed queries
and corresponding images. The experiments on
three popular datasets demonstrate the effective-
ness of our framework, which achieves state-of-the-
art performance on most evaluation metrics on the
three datasets.

2 Related Work

2.1 Image Retrieval

Although traditional content-based image retrieval
(Radenovic et al., 2018) (Ng et al., 2020) (Revaud
et al., 2019) (Gordo et al., 2017) (Teichmann et al.,
2019) has developed rapidly and achieved good
results, it still suffers from a fundamental difficulty,
namely intention gap. The intention gap means
that a single query image is difficult to accurately
convey the search intention of users. To express the
search intention of users more accurately, multi-
modal queries have been explored, such as text
and video. The task of cross-modal retrieval has
attracted a wide range of attention. Cross-modal
retrieval focuses on mapping different modalities
into a common space to align heterogeneous modal-
ities (Chen et al., 2020a) (Kuang et al., 2019) (Ed-
wards et al., 2021) (Fei et al., 2021) (Li et al., 2023)
(Wu et al., 2021) (Zhan et al., 2020b) (Han et al.,
2023). However, the retrieval intention expressed
by a single modality is still not enough to handle
all scenarios.

To take the advantages of multiple modal queries,
especially text and image, TIRG (Vo et al., 2019)
first proposes the text-conditioned image retrieval
task. In this setting, the input query is specified in
the form of an image with a modification text that
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describes desired modifications to the reference im-
age, which combines the advantages of rich image
semantic information and text flexibility. Many re-
searchers devote to learning the joint expression of
vision-language. LBF (Hosseinzadeh and Wang,
2020) uses off-the-shelf region proposal network
(Ren et al., 2015) to represent the input image as
a set of local regions. Then it explores the bidirec-
tional correlation between the words in the modifi-
cation text and local areas in the image. VAL (Chen
et al., 2020b) uses multi-scale techniques to deeply
explore the composition of image and text seman-
tics at both low and high levels. DCNet (Kim et al.,
2021) leverages both the local and global features
of the reference image for composition.

In contrast to previous work focusing on the
design of compositors, we propose a general boost-
ing framework for text-conditioned image retrieval.
Through training with our framework, our model
can better capture the semantic discrepancy of vi-
sual and textual information in the fashion domain,
while learning a more discriminative joint image-
text representation.

2.2 Visiolinguistic Representation Learning

Learning the joint representation of image and text
forms the foundation of many multimedia tasks,
such as VQA (Anderson et al., 2018) (Zhan et al.,
2020a) (Antol et al., 2015) (Singh et al., 2019) and
image captioning (Vinyals et al., 2015) (Guo et al.,
2019a). To learn more robust joint image-text repre-
sentations, data augmentation techniques have been
widely explored in the cross-modal community. In
cross-modal retrieval (Chen et al., 2020a) (Kuang
etal., 2019), given a query image and a correspond-
ing text, regular data augmentation method replaces
some words in the original text as a negative sample
of the original query image. The data augmentation
technique currently utilized in the text-conditioned
image retrieval task (Vo et al., 2019) (Kim et al.,
2021) (Lee et al., 2021) is to make the reference im-
age feature robust to transformations, which applies
a random transformation to the reference image.

Our framework also utilizes a cross-domain data
augmentation strategy. We use ChatGPT to rea-
sonably replace attributes in the modification text
without the need for a word-level substitution strat-
egy. By entering a suitable prompt for ChatGPT,
we can simply generate natural and appropriate
modification texts.

3 Methodology

The text-conditioned image retrieval aims to return
the relevant target images with an image and a mod-
ification text sentence as a composed query. Let
({4, M, I) represents the reference image, the mod-
ification text and a candidate target image, respec-
tively. Our goal is learning a joint representation
f(Iy, M) which is similar with the representation
ftarget(lt)-

In the following, we start by discussing com-
posed query augmentation in Sec. 3.1. Then we
introduce our framework in Sec. 3.2 and the de-
tails of the semantic discrepancy alignment loss
in Sec. 3.3. Finally, we elaborate the training and
inference procedures in Sec. 3.4.

3.1 Composed Query Augmentation

Given an original training tuple (14, M, I}), we
use the ChatGPT to modify the attributes of the
original modification texts to obtain a new modi-
fication text M,q;;. Concretely, we first input the
vocabulary to ChatGPT and then enter a prompt:
“Replace the attribute of clothes in the following
sentence.” Then we combine M, 4;; with the orig-
inal reference image I, as an augmented com-
posed query (I4, M.q;:). We repeat above operation
three times and obtain three augmented composed
queries (I;, M!,.), 1 € {1,2,3} for each original
tuple.

The reason we use ChatGPT to rewrite the origi-
nal modification text is that our goal is to help the
compositor learn the projection of attributes from
the text domain to the image domain. We aim to
replace attributes in a sentence while maintaining
the syntax, which allows the semantic discrepancy
between the new and original modification text to
be reflected in the keywords. ChatGPT achieves
exactly what we want and outputs reasonable gener-
ated modification texts. We provide some examples
in our appendix.

Then we using GPT-4 to generate correspond-
ing images I' ;.. | € {1,2,3} for the augmented
composed query. Due to GPT-4’s powerful image
generation and text comprehension capabilities, we
can effectively augment the dataset.

3.2 Framework

Figure 2 shows an overview of our framework. Ex-
isting text-conditioned image retrieval methods can
be incorporated into our framework and achieve
better performance. To simplify the presentation,
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Figure 2: An overview of our framework. The original pair is consisted of the reference image and original
modification text in the training set, and the augmented pairs are consisted of the reference image and generated
modification texts. We believe that the semantic discrepancy should be consistent across the composite domain and
the text domain. We aim to leverage the well-defined feature distribution in text domain to improve the compositor
by exploring cross-domain consistency. We explore the cross-domain semantic discrepancy alignment by the
distance consistency and neighbour consistency to ensure first-order and higher-order alignments.

we do not specify the network architecture used in
the composed image retrieval method. Instead, we
will focus on the key ingredient below.

Given an image encoder fi,4, e.g. ResNetl8
or ResNet50, the reference image feature V,, and
target image feature V; are formulated as V, =
fimg(Iq) and V; = fimmg(1;). Similarly, given a text
encoder fie.t, e.g, LSTM (Hochreiter and Schmid-
huber, 1997), the modification text feature 7,;,
Teqit for M, Mq4;; can be obtaind by:

Tori = ftext(M)7 (D

Teldit = ftext(Médit)J €{1,2,3}. (2)

Then we feed the modification text feature 7T, ;
and T¢4;; with the reference image feature V; into
the compositor to obtain the composite features:

¢ori = fcomp(‘/qa Tori)a (3)

¢ledit = fCOmp(‘/;N Tédit)7l S {17 27 3}7 (4)

where feomp is the compositor for image-text
pair (feomp takes image feature and text feature as
input and outputs composite feature.) and can be
flexibly instantiated by existing methods, such as
TIRG (Vo et al., 2019), CoSMo (Lee et al., 2021),

CLVC-Net (Wen et al., 2021)), etc. ¢or; and degit
are the composite features of the original composed
query (I, M) and augmented composed queries
(Lq, Mcgit), respectively. These features are nor-
malized before calculating the loss function.

3.3 Semantic Discrepancy Alignment Loss

Considering that the discrepancy between the orig-
inal composed query (I,, M) and the augmented
composed query (I, M.q;;) reflects the discrep-
ancy of the modification text (M and M,g;;), this
semantic discrepancy should be consistent across
the composite domain and text domain. We explore
the semantic discrepancy alignment from two as-
pects, namely neighbour consistency and distance
consistency.

Neighbour Consistency. To capture the structural
knowledge in the composite domain and text do-
main separately, we calculate the KL divergence
of the similarity vectors between the composed
queries and modification texts. For ease of the fol-
lowing discussion, we introduce the variable qﬁg dit>
which is equal to ¢,;. Similarly, we also introduce
a other variable Teodit, which is equal to ;. To be
specific, in the composite domain, given original
composed query (I, M) and augmented composed
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queries (14, Mcgit), the similarity vector is calcu-
lated as the dot product between each pair of them:

ﬁ(¢£dita¢3dit>7 b, q € {0717273}, (5)

where x is implemented as the dot product. Then,
we concatenate all Scomp and obtain S;o,p as fol-
lows,

Spa

comp

502

comp

Scomp [SO :

comp>

512 3 ] (6)

comp

6,9

where “;” represents the concatenation.

Slmllarly, in the text domain, given original mod-
ification text M and generated modification text
M.q4i:, the similarity vector is calculated as the dot
product between each of them:

_ /4 q
Stemt (Tedit7 Tedit)’

Then, we concatenate all Sy, and obtain Sey as
follows,

p,q € {0,1,2,3}.

Stext = [Spobis S22 S23 ] (8)

text) Ptextr "’

The similarity vectors represent higher-order re-
lationship of original composed query and aug-
mented composed queries. We expect this relation-
ship should be consistent in both the composite
domain and text domain. Hence, we compute the
KL divergence of Scomp and Siez¢ as the neighbour
consistency loss:

Le, =S8 KL(softmaz(Seomp, ), 50 ftmaz(Siext, ))s
)]
where K represents minibatch size, Scomp, and
Stext; represent the composite domain and text do-
main similarity vectors for the ¢-th tuple in the
batch, respectively.
Distance Consistency. Given the ¢, qble dit> Lori
and T" ~ ;¢ as input, we first use two independent con-
volutional layers © .o and Oy, to calculate the
domain difference features of composite domain
and text domain:

cho’mp = @comp<[¢om ¢edzt7 Pori — ¢edzt] Z € {1 2 3}7

(10)
Tl 1 € {1,238},

(11D
where “;” represents the concatenation, Doy, and
Diert are composite domain difference features
and text domain difference features. Take Eq. (19)
as an example, it consists of three components,
the first two being the original and new composite
features, and the third one is the direct subtrac-
tion, which is designed to reflect the difference of

Diemt = G)tezt([Tom, Tedm Tori —

€6,

features in each channel dimension. Since the aug-
mented composed queries (I, M4;;) and the orig-
inal composed query (/,, M) only differs in mod-
ification texts, Dcomp should be similar to Dyey.
So we formulate the distance consistency loss for
(Iq, Megir) and (14, M) as follows:

log { ;xp(n(Dwmpl Dierr,) }
S B (Dhorap, Dea, )
(12)
where K represents minibatch size, x is an arbitrary
similarity kernel function and is implemented as
the dot product.

de __
Ledit -

3 K
% Zl:l Zi:l -

3.4 Training and Inference Procedures

Training. During the training stage, the whole
framework is trained with the common ranking
loss and our proposed semantic discrepancy align-
ment loss. Given a training minibatch B contain-
ing K triplets, each triplet consists of (1y,, M;, Iy,),
which represents the ¢-th reference image, mod-
ification text and target image, respectively. We
first obtain generated modification text for ev-
ery triplet and obtain 3K augmented composed
queries (I, Medlt ),l € {1,2,3}. Then we us-
ing GPT-4 to generate corresponding images I edits
[ € {1,2,3} for the augmented composed queries.

Then we calculate the semantic discrepancy
alignment loss L3, and Lde oo as above mentioned.

As for the ranking loss, for ease of expression,
we use V4, to represent the positive sample of the
original composed query (Iy,, M;), which should
be similar with ¢,;,. Following TIRG, we consider
the batch classification loss as ranking loss. The
batch classification loss aims to reduce the distance
between the query and positive sample meanwhile
extending the distance between the query and neg-
ative sample. It aligns the pair (I,,, M;) with the
target image I;, through a batch-based classifica-
tion, which assigns an independent label to each
target image:

K
1 K’(d)ori-a Vt)
Lyrank = — —1 - - .
R Og{sze(%m}
(13)

Besides, the I' .., | € {1,2,3} should be similar
with ¢! ;... 1 € {1,2,3}:

gt - L iio* %ww}
==l SN
(14)
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The overall loss to train the framework is formu-
lated as follow:

L = Lyank + o Ligy + B * ngit +x L?Zﬁfm

(15)
where «, 3, v are learnable parameters and initial-
ized with 1.

Since our main idea is to use the well-defined

feature distribution in text domain to improve the
compositor. We only update parameters of the
compositor when training with the semantic dis-
crepancy alignment loss. This means that the gradi-
ent returned from the semantic discrepancy align-
ment loss is truncated at the text encoder and im-
age encoder to avoid confusion of information. In
other words, we hope that the augmented composed
queries are dedicated to boost the compositor to
learn more diverse and robust image-text represen-
tations.
Inference. In the inference stage, we directly ex-
tract the composite feature ¢,,; for each original
composed query, and calculate its similarity with
each database image to find the most similar target
image.

4 Experiments

To verify the effectiveness of our framework, we
conduct experiments on three benchmarks includ-
ing FashionlQ (Guo et al., 2019b), Shoes (Berg
et al., 2010) and Fashion200k (Han et al., 2017). In
this section, we will introduce the implementation
details, the experimental results and ablation stud-
ies in Sec. 4.1, Sec. 4.2 and Sec. 4.3, respectively.

4.1 Implementation Details

We propose a general boosting framework for exist-
ing text-conditioned image retrieval methods such
as CoSMo (Lee et al., 2021) and CLVC-Net (Wen
et al., 2021) by exploring semantic discrepancy
alignment. We conduct the experiments in Pytorch
(Paszke et al., 2019). The image encoder is ResNet-
18 (He et al., 2016) for Fashion200k dataset and
ResNet-50 (He et al., 2016) for FashionIQ and
Shoes datasets. We adopt the output from layer
4 of the backbone networks as image feature. The
text encoder is composed of an embedding layer
and an LSTM (Hochreiter and Schmidhuber, 1997),
followed by a single linear layer. The output of the
embedding layer is a 512-dimensional vector, and
the hidden size of LSTM is 1024. In the semantic
discrepancy alignment loss, we implement © .oy,
and Oy, as two 1 x 1 convolutional layers with

output size 512. In the training stage, we use a
rectified Adam (Liu et al., 2019) optimizer with a
base learning rate of 0.0004, which decays once
after 20 epochs by a factor of 10 and the batch size
K is set to 32. We repeat each experiment five
times and report the mean and deviation of results.
For ChatGPT, we utilize the GPT-3.5 model (i.e.,
textdavinci-003).

4.2 Experimental Results

FashionlQ Dataset. FashionlQ is a natural
language-based interactive fashion product re-
trieval dataset. It contains 77,684 images, covering
three categories: Dress, Toptee and Shirt. There are
18,000 image pairs in the 46,609 training images.
Each pair is accompanied with around two natural
language sentences as modification text. Compared
to other datasets, the modification text in FashionIQ
is more natural and complicated with an average
length of 10.69 words.

Table 1 shows our results on FashionlQ. To
verify the effectiveness of our proposed method,
we conduct experiment following the setting of
CoSMo, CLVC-Net and CLIP4Cir. When incor-
porating with CLVC-Net, our proposed method
obviously outperforms the referred method in all
the metrics on all categories, and with a 4.77%
and 4.54% performance improvement in terms of
the AvgRecall@10 and AvgRecall@50 metric, re-
spectively. When incorporating with CLIP4Cir,
our proposed method obtain a 1.67% and 2.95%
performance improvement in terms of the AvgRe-
call@10 and AvgRecall @50 metric, respectively.
Notably, our method improves the compositor
while CLIP4Cir has relatively few parameters in
compositor and relies more on the capabilities of
the CLIP model itself. Hence, the improvement of
our method on the CLIP4Cir is not as significant
as that on CoSMo and CLVC-Net.

Besides, our method based on BERT have gained
an improvement of 1.27%/1.20% in Recall@ 10
compared to based on LSTM. Thus we believe that
a better feature distribution in the text domain can
improve the performance of our method.

Remarkably, FashionVLP (Goenka et al., 2022)
utilizes side information, including landmark de-
tection and object detection models for the fashion
datasets. Despite not utilizing any side information
in our method, we still outperforms them in terms
of performance.

Shoes Dataset. The Shoes dataset is originally
proposed for attribute discovery. It consists of
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Method Dress Toptee Shirt Avg
R@10 R@50 R@10 R@50 R@10 R@50 R@10 | R@50
Image Only 2.92 10.10 4.53 11.63 5.34 14.62 426 | 12.12
Text Only 8.67 25.08 9.68 28.25 8.30 25.02 8.88 | 26.11
Concat 9.06 27.27 10.45 29.83 9.66 28.06 9.72 | 28.33
TIRG (Vo et al., 2019) 14.87 34.66 19.08 39.62 18.26 37.89 17.40 | 37.39
VAL (Chen et al., 2020b) 21.12 42.19 25.64 49.49 21.03 43.44 22.60 | 45.04
MAAF (Dodds et al., 2020) 23.80 48.60 27.90 53.60 21.30 44.20 24.30 | 48.80
RTIC (Shin et al., 2021) 27.37 52.95 27.33 53.60 22.03 45.29 25.58 | 50.61
RTIC-GCN (Shin et al., 2021) 27.71 53.50 29.63 56.30 22.72 44.16 26.69 | 51.32
ComposeAE (Anwaar et al., 2021) 11.99 31.38 11.01 27.48 11.04 26.49 11.34 | 28.45
TRACE (Jandial et al., 2020) 26.13 52.10 31.16 59.05 26.20 50.93 27.83 | 54.02
CIRR (Liu et al., 2021) 17.45 40.41 21.64 45.38 17.53 38.81 18.87 | 41.53
DCNet (Kim et al., 2021) 28.95 56.07 30.44 58.29 23.95 47.30 27.78 | 53.89
ARTEMIS (Delmas et al., 2022) 27.16 52.40 29.20 54.83 21.78 43.64 26.05 | 50.29
FashionVLP* (Goenka et al., 2022) 32.42 60.29 38.51 68.79 31.89 58.44 34.27 | 62.51
AACL (Tian et al., 2023) 24.82 48.85 30.88 56.85 29.89 55.85 28.53 | 53.85
CoSMo (Lee et al., 2021) 25.64 50.30 29.21 57.46 24.90 49.18 26.58 | 52.31
CoSMo + Ours 27.85+0.16 | 53.92 +£0.20 | 33.74 £ 0.25 | 63.39 £ 0.31 | 28.87 £ 0.13 | 54.71 £0.32 | 30.15 | 57.34
CLVC-Net (Wen et al., 2021) 29.85 56.47 33.50 64.00 28.75 54.76 30.70 | 58.41
CLVC-Net + Ours 33.47 £0.19 | 60.56 + 0.28 | 39.14+ 0.26 | 68.50 4 0.30 | 33.82 + 0.27 | 59.80 £ 0.31 | 3547 | 62.95
CLVC-Net + Ours w/ BERT 3491 +0.25 | 61.40 = 0.24 | 40.07+0.20 | 69.33 +0.27 | 35.02 £ 0.29 | 61.28 £ 0.20 | 36.67 | 64.00
CLIP4Cir (Baldrati et al., 2022) 31.63 56.67 38.19 62.42 36.36 58.00 35.39 | 59.03
CLIP4Cir + Ours 32.854+0.20 | 59.04 £ 0.37 | 40.41 = 0.28 | 66.39 £ 0.41 | 37.93 £ 0.24 | 60.52 £ 0.36 | 37.06 | 61.98

Table 1: Retrieval performance on the FashionlQ official validation set under VAL evaluation protocols. * denotes
the use of additional side information (e.g. landmark detection) during training. “w/ BERT” denotes using BERT
(Kenton and Toutanova, 2019) as text encoder. The “Avg” column refers to the average results on three categories.

Overall 15t/2"¢ in black/blue

10,000 training queries and 4,658 validation ex-
amples. The modification texts on this dataset are
also artificially annotated and has a format similar
to FashionlQ. According to Table 2, we conduct
our experiments following the setting of CoSMo
and CLVC-Net, and the Recall@10 is improved
by about 2.06%/1.88% when incorporating these
two methods into our framework. Our method with
CLVC-Net outperforms ARTEMIS (Delmas et al.,
2022) by 3.16% on the Recall@10 and 1.86% on
the Recall@50.

Shoes

Method R@1 R@10 R@50

TIRG (Vo et al., 2019) 7.89 26.53 51.05

VAL (Chen et al., 2020b) 16.49 49.12 73.53

RTIC (Shin et al., 2021) - 43.66 72.11

RTIC-GCN (Shin et al., 2021) - 43.38 72.09

ComposeAE (Anwaar et al., 2021) 3.46 20.84 52.58

TRACE (Jandial et al., 2020) 18.11 5241 75.42

DCNet (Kim et al., 2021) - 53.82 79.33

ARTEMIS (Delmas et al., 2022) 18.72 53.11 79.31

FashionVLP* (Goenka et al., 2022) - 49.08 77.32

CoSMo (Lee et al., 2021) 16.72 48.36 75.64
CoSMo + Ours 17.81 £0.31 | 50.42 4+ 0.29 | 78.55 + 0.39

CLVC-Net (Wen et al., 2021) 17.64 54.39 79.47
CLVC-Net + Ours 18.43 £0.25 | 56.27 + 0.29 | 81.17 + 0.32

Table 2: Retrieval performance on the Shoes dataset. *
denotes the use of additional side information during
training. Overall 15//2"¢ in black/blue

Fashion200K Dataset. Fashion200K is a diverse
dataset consisting of about 200K clothes images of
various styles. Each image is equipped with some

Method Fashion200k

R@1 R@10 R@50
TIRG (Vo et al., 2019) 14.1 425 63.8
JGAN (Zhang et al., 2020) 17.3 45.2 65.7
LBF (Hosseinzadeh and Wang, 2020) 17.8 48.4 68.5
VAL (Chen et al., 2020b) 21.2 49.0 68.8
MAAF (Dodds et al., 2020) 18.9 - -
ComposeAE (Anwaar et al., 2021) 22.8 553 734
DCNet (Kim et al., 2021) - 46.9 67.6
FashionVLP* (Goenka et al., 2022) - 49.9 70.5
AACL (Tian et al., 2023) 19.64 523 71.0
CoSMo (Lee et al., 2021) 233 50.4 69.3
CoSMo + Ours 24.6 £0.19 | 51.5+£0.23 | 70.2 £0.39
CLVC-Net (Wen et al., 2021) 22.6 53.0 722
CLVC-Net + Ours 24.7+0.33 | 548 £0.22 | 73.0 £ 0.39

Table 3: Retrieval performance on the Fashion200K
dataset. * denotes the use of additional side information
during training. Overall 1°¢/2"% in black/blue

tags describing attributes. The modification text is
automatically generated on this dataset.

We use the training split of around 172k images
for training and the testset of 33,480 test queries for
evaluation. As shown in Table 3, we have gained
an improvement of 1.3% in Recall@1 compared to
CoSMo and 2.1% in Recall@1 compared to CLVC-
Net.

4.3 Ablation Studies

In this subsection, we conduct ablation studies
to analyze the influence of semantic discrepancy
alignment loss, the text generation strategies and
the number of the augmented composed queries L
of our proposed method. Particularly, we conduct
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experiments on FashionIQ based on CLVC-Net and
use the same evaluation metric as before. We have
included more ablation studies in our supplemen-
tary file.

distance consistency —neighbour consistency Legir AvgR@10 AvgR@50

x x X 30.70 58.41
X v X 30.65 58.97
X v v 31.98 60.32
v x X 31.44 60.15
v X v 34.70 61.53
v 's v 35.47 62.95

Table 4: Ablation study on semantic discrepancy align-
ment loss of our proposed method.

Effect of Semantic Discrepancy Alignment Loss.
In our method, we calculate two semantic discrep-
ancy alignment loss LZ;??C by exploring neighbour
consistency and distance consistency. We make an
ablation experiment to study on their impact.

Our experimental results are presented in Table
4. We observe that LZCZ?f “ both obviously improve
the performance. This reflects that for a model
with strong generalisability, it is necessary to un-
derstand not only the substitution of semantics but
also the lack of semantics. Besides, we observe
that without the distance consistency loss or the
neighbour consistency loss, the performance both
degrades. It reveals that both distance consistency
and neighbour consistency delivers improvements
to our framework. .
Study of Text Generation Strategies. To inves-
tigate the impact of text generation strategies, we
make a comparison with a number of automated
word replacement strategies. we also try both ran-
dom substitution of arbitrary words and random
substitution of semantically similar words, referred
to as “Arbitrary” and “Semantically similar”, re-
spectively. Specifically, semantically similar words
are defined as any of the Top 10 words with the
highest similarity between word embedding. We
make an ablation experiment based on CLVC-Net
to study the impact of text generation strategies.

Our experimental results are presented in Table
5. We observe that the strategy of random substi-
tution of arbitrary words leads to a performance
degradation of 0.87% in AvgR@ 10 compared to
the baseline model (CLVC-Net). And ChatGPT
generation clearly outperforms the automatic word
substitution strategies. This illustrates that it is
important to make the generated modification text
conform to common sense.
Effect of The Augmented Composed Query
Number L. In Sec. 3.1, we construct multiple

augmented composed queries to study cross-modal
semantic discrepancies. Here we make an ablation
study based on CLVC-Net to investigate the effect
of the number of the augmented composed queries
L. As shown in Table 6, we did experiments to
study the effect of L from O to 5 (O represents the
baseline), and the best result was achieved when
L was 3. We believe that an appropriate L can
better reveal the semantic discrepancies of the com-
posed queries in different modalities. However, a
too large L will make learning more difficult. As a
result, we set L to 3 to strike a balance.

Method AvgR@10 AvgR@50
Baseline 30.70 58.41
Arbitrary 29.83 58.02
Semantically similar 31.67 60.08
ChatGPT 35.47 62.95

Table 5: Ablation study on text generation strategies.

Numbers AvgR@10 AvgR@50
0 30.70 58.41
1 31.75 59.33
2 33.39 61.01
3 35.47 62.95
4 34.55 62.28
5 32.77 60.96

Table 6: Ablation study on the augmented composed
query number L.

5 Conclusions

We propose a general boosting framework for the
text-conditioned image retrieval task by exploring
semantic discrepancy alignment. By leveraging
the strong capability of ChatGPT and GPT-4, we
generate suitable modification texts to construct
augmented composed queries with corresponding
images. In our framework, we capture the semantic
discrepancy alignment by introducing two novel
losses: neighbour consistency and distance consis-
tency. We leverage the well-defined feature dis-
tribution in text domain to improve the ability of
the compositor and further ensure the first-order
and higher-order alignment between composite do-
main and text domain. Through extensive experi-
ments, we demonstrate that our proposed method
achieves a new state-of-the-art performance on
most datasets.
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6 Limitations

Since our method involves data augmentation us-
ing ChatGPT and GPT-4, this will incur additional
overhead. It will also limit the generalisation of
our approach to larger application scenarios.
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A Appendix

Visualization of Similarity Vectors and Differ-
ence features. To analyze the distribution of simi-
larity vectors and difference features obtained from

——

(a) Visualization results of difference features on Fash-
ionlQ

2

‘Simiarity vector o baselne meth ot Sy vectorofourramenork

(b) Visualization results of similarity vectors on Fash-
ionlQ

Figure 3: Visualization results of difference features
and similarity vectors on FashionlQ. In both (a) and
(b), the left figure represents the baseline method while
the right figure represents “CLVC-Net + Ours”. Simi-
larity vectors and difference features are calculated as
Eq. (10)(18)(19)(20).

the original composed query and augmented com-
posed queries, we use t-SNE (Van der Maaten and
Hinton, 2008) to display visualization results on the
testset of FashionlQ. As shown in Fig. 3, we sam-
ple 100 original composed queries on the test set
and generate corresponding augmented composed
queries for each pair as we discussed in the main
paper. We then compute the similarity vectors and
difference features as Eq. (10)(18)(19)(20) in the
composite domain (represented by circles) and text
domain (represented by triangles) and use t-SNE
to visualize them in a two-dimensional space (the
same colour indicates the corresponding pair).

For an in-depth analysis of this figure, since our
motivation is that semantic discrepancies should
be consistent across the two domains, we argue
that the similarity vectors and difference features
should exhibit a similar distribution in both do-
mains. We observe that the vast majority of the
similarity vectors and difference features in our
framework are pairwise matching, while this pair-
wise matching relationship is not maintained in
the baseline method (we adopt the CLVC-Net as
baseline method), which means that our framework
aligns the semantic discrepancy across the two do-
mains. These results validate the effectiveness of
our cross-domain semantic discrepancy alignment
optimization objective.

Effect of Stop Gradient Training Strategy. We
only update parameters of the compositor when
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Original modification text

Generated modification text

Has no buttons and is darker.

Is brighter and has buttons.
Is lighter and has no pockets.
Has no shoulders and is red.

The shirt is gray with a floral design and is lighter in color.

The shirt is black with a polka dot design and are darker in color.
The shirt is blue with a geometric design and is brighter in color.
The shirt is green with a striped design and is darker in color.

Is darker and more sporty.

Is more elegant and less dark.
Is more colorful and casual.
Is lighter and more formal.

Is less casual and white checkered button up shirt.

Is a relaxed and black striped polo shirt.
Is a more formal and black striped button-up shirt.
Is a brighter and floral print short-sleeved shirt.

Has short sleeves and has a peasant neckline.

Has a v-neckline and has long sleeves.
Has no sleeves and has a turtleneck neckline.
Has a scoop neckline and has long sleeves.

Are more solid in black with orange and-beige trim.

Are more cozy in beige with black and orange trim.
Are more classic in beige with black and orange trim.
Are more lightweight in gray with blue and yellow trim.

Table 7: Examples of generated modification texts of ChatGPT.

training with the semantic discrepancy alignment
loss. This means that the gradient returned from the
semantic discrepancy alignment loss is truncated
at the image encoder and text encoder to avoid con-
fusion of information. We make an ablation study
on effect of this stop gradient training strategy. As
shown in Table 8, we observe that without this stop
gradient training strategy, the overall performance
degrades 4.76% on R@10.

Method AvgR@10 AvgR@50
Ours w/o stop 26.59 52.46
Ours 30.15 57.34

Table 8: Ablation study on effect of stop gradient train-
ing strategy (based on CoSMo).

Examples of Generated Modification Texts of
ChatGPT. As shown in Table 7, ChatGPT gener-
ate smooth and reasonable modification texts based
on the original modification text while making ran-
dom changes to the attributes. This allows us to
better transfer the semantics of the text domain to
the image domain in order to learn a more discrim-
inative joint image-text representation.
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