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Abstract

Pretrained language model (PLM) hidden
states are frequently employed as contextual
word embeddings (CWE): high-dimensional
representations that encode semantic informa-
tion given linguistic context. Across many ar-
eas of computational linguistics research, sim-
ilarity between CWEs is interpreted as seman-
tic similarity. However, it remains unclear ex-
actly what information is encoded in PLM hid-
den states. We investigate this practice by
probing PLM representations using minimal
orthographic noise. We expect that if CWEs
primarily encode semantic information, a sin-
gle character swap in the input word will not
drastically affect the resulting representation,
given sufficient linguistic context. Surpris-
ingly, we find that CWEs generated by pop-
ular PLMs are highly sensitive to noise in in-
put data, and that this sensitivity is related to
subword tokenization: the fewer tokens used
to represent a word at input, the more sen-
sitive its corresponding CWE. This suggests
that CWEs capture information unrelated to
word-level meaning and can be manipulated
through trivial modifications of input data. We
conclude that these PLM-derived CWEs may
not be reliable semantic proxies, and that cau-
tion is warranted when interpreting represen-
tational similarity.

1 Introduction

Contextual word embeddings (CWE) have be-
come commonplace, enabling a wide range of re-
search and industry applications. These represen-
tations, typically generated using transformer lan-
guage models like BERT (Devlin et al., 2019),
differ from their non-contextual predecessors like
word2vec (Mikolov et al., 2013) in that these
embeddings vary based on the linguistic context
of the words they represent. However, the ex-
tent to which these representations capture con-
textual (Ethayarajh, 2019), linguistic (Miaschi and

Dell’Orletta, 2020), and social (Kurita et al., 2019;
Guo and Caliskan, 2020) information remains an
area of significant interest. In emerging subfields
like semantic shift detection (SSD), CWEs are fre-
quently employed as semantic proxies (Montanelli
and Periti, 2023). BERT or similar pretrained lan-
guage models (PLMs) are commonly used to gen-
erate CWEs which function as continuous repre-
sentations of semantic information. This use of
CWEs assumes that PLMs encode semantic infor-
mation in their hidden states, and that the similar-
ity between CWEs can be directly interpreted as a
measure of semantic similarity.

We investigate this assumption using a sim-
ple probing task.1 We generate CWEs of alpha-
betic words in authentic contexts, then we com-
pare them pairwise to CWEs of the same word
with a single character swapped for another of the
same case. Since the rest of each word and context
sequence is otherwise kept identical, we would
expect that the unedited characters and linguistic
context should be sufficient to generate extremely
similar CWEs to their unedited counterparts. Put
differently, if CWEs primarily capture semantic
information, they should be robust to minor ortho-
graphic noise.

In fact, this is not the case. We observe that
CWEs are quite sensitive to minor orthographic
noise, regardless of the PLM used to generate
them. Moreover, this effect is strongest for single
token words, which account for over a third of En-
glish words in our test data. We find that these rep-
resentations are highly dependent on tokenization:
words represented by fewer tokens are more sensi-
tive to orthographic noise. Changes at the charac-
ter level result in drastic differences in token-level
representation, which in turn causes the model to
produce distinct CWEs.

1All code and data are available at https://github.
com/jam963/semantics-or-spelling/.
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Model Word Edited Word Tokens Edited Tokens
GPT-2 “contenders” “cont”, “e”, “ld”, “ers”
BERT contenders contelders “contender”, “s” “con”, “tel”, “ders”
XLNet “contenders” “con”, “tel”, “der”, “s”

Table 1: Example of the effect of noise on model tokenization. The second “n” in “contenders” has been replaced
with an “l”. Though GPT-2 and XLNet tokenize the original word identically, a single character replacement
results in distinct splitting behavior in the edited tokenization.

2 Background

While some prior work has addressed the ro-
bustness of PLMs to noisy input sequences (Xue
et al., 2022; Niu et al., 2020; Karpukhin et al.,
2019), these studies rely on downstream task per-
formance to quantify noise robustness. However,
to our knowledge, there is no thorough account of
representational noise robustness in PLMs. Ad-
ditionally, there are known problems with repre-
sentations generated by PLMs, such as anisotropy
(Mimno and Thompson, 2017; Ethayarajh, 2019),
the influence of rogue dimensions (Timkey and
van Schijndel, 2021), and similarity underestima-
tion due to frequency (Zhou et al., 2022).

One notable difference between non-contextual
word-based embedding models such as word2vec
(Mikolov et al., 2013) or GloVe (Pennington et al.,
2014) and PLMs is tokenization. Whereas the
former utilize a fixed model vocabulary, contem-
porary transformer-based PLMs generally rely on
subword tokenization strategies for efficiency and
flexibility. Most models use a small number of
very similar methods. Byte Pair Encoding (BPE;
Sennrich et al., 2016), specifically byte-level BPE,
is used in a wide range of popular PLMs, including
GPT-2 (Radford et al., 2019), GPT-3 (Brown et al.,
2020), RoBERTa (Liu et al., 2019a), and BLOOM
(Scao et al., 2022), among others. BPE employs
a set of merge rules to convert a fixed vocabulary
into a segmented subword vocabulary. This ap-
proach allows out-of-vocabulary words to be to-
kenized into sequences of in-vocabulary subword
tokens. Besides BPE, there are a number of other
subword tokenization methods, including Senten-
cePiece (Kudo and Richardson, 2018) and Word-
Piece (Schuster and Nakajima, 2012).

In addition, character-based (Tay et al., 2022)
and tokenizer-free methods (Clark et al., 2022)
have been investigated with transformer mod-
els, as well as regularization approaches to ad-
dress known shortcomings with existing tokeniz-
ers (Provilkov et al., 2020). For a comprehensive

overview and taxonomy of contemporary tokeniz-
ers, see Mielke et al. (2021).

3 Data and model selection

For our analyses, we establish a test vocabulary
by isolating every unique, alphabetic, whitespace-
delimited word of more than 3 characters in
the Wikitext-2-raw-v1 training set (Merity
et al., 2016). This results in a total vocabulary size
of 68,725 alphabetic words. To generate edited
words, we randomly select a character in each
word and replace it with another random alpha-
betic character of the same case (Table 1). We will
refer to these as edited words.

The PLMs we analyze represent a range of fam-
ilies, sizes, and types, all of which are freely avail-
able via the HuggingFace transformers pack-
age (Wolf et al., 2020), which we also use here for
our analyses. We generate CWEs using versions
of GPT-2 (Radford et al., 2019), BERT (Devlin
et al., 2019), RoBERTa (Liu et al., 2019b), XL-
Net (Yang et al., 2019) and BLOOM (Scao et al.,
2022). While GPT-2 and BLOOM are causal lan-
guage models which are typically not used for
generating CWEs, they represent a class of ex-
tremely popular and widely-available PLMs. Ad-
ditional model details are described in the Ap-
pendix (Table 2).

4 Measuring similarity of CWEs

We use two measures of representational similar-
ity between CWEs: cosine similarity and Spear-
man correlation. We first define a mean-pooled
word embedding w̄ as

w̄ =
1

n

n∑

i=1

hi (1)

where hi is a hidden state corresponding to token
i in a word of n tokens. The cosine similarity cos
between a word embedding w̄ and its noised coun-
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Figure 1: Similarities between CWEs and edited-CWEs, using cosine (top) and Spearman (bottom) for individual
words without contexts (left) and with contexts (right). The shaded area around each line represents the 99%
confidence interval.

terpart w̄edit is given by

cos(w̄, w̄edit) =
w̄ · w̄edit

∥w̄∥∥w̄edit∥
(2)

where values closer to 1.0 are interpreted as more
similar and therefore more noise robust.

Though commonly used, cosine similarity is
unstandardized. As such, small numbers of outlier
or "rogue" dimensions often dominate these sim-
ilarity scores (Timkey and van Schijndel, 2021;
Kovaleva et al., 2021). Moreover, PLMs have been
shown to exhibit anisotropy, where all represen-
tations occupy a narrow region of the embedding
space (Mimno and Thompson, 2017; Ethayarajh,
2019), which distorts similarity measures like co-
sine. Thus we also calculate the Spearman rank
correlation coefficient, ρ, for all embedding pairs,

ρw̄,w̄edit
=

cov(R(w̄),R(w̄edit))

σR(w̄)σR(w̄edit)
(3)

where cov(R(w̄),R(w̄edit)) is the covariance of
the rank-transformed CWEs w̄ and w̄edit. Be-
cause the rank transformation mitigates the ef-
fects of rogue dimensions and anisotropy, Spear-
man is a more robust similarity measure than co-
sine (Zhelezniak et al., 2019).

5 Representational similarity analyses

5.1 Non-contextual similarity
To determine the baseline influence of our editing
procedure on word embeddings without linguis-
tic context, we first generate non-contextual word

embeddings for every word and edited word. We
pass each word and corresponding edited word to
all models independently, without any additional
context, then mean pool the final layer hidden
states corresponding to the tokens in each word.
This gives us a pair of word embeddings for all
vocabulary items (w,wedit), which we compare
using cosine similarity and Spearman correlation.
For both similarity measures, values closer to 1.0
suggest that a model has similar representations
for both the edited and unedited words.

5.1.1 Results
We report results from the largest models tested
in Figure 1 (Left), with similarity scores binned
by the number of tokens used to represent the
unedited word, or the token length. While some
models (BLOOM, GPT2-small, and the RoBERTa
models) have average cosine similarities close to
1.0 for all token lengths, standardized similari-
ties (Spearman) are universally low for all but the
highest number of tokens, falling between 0.2 and
0.5 for single token words.2

5.2 Contextual similarity
Since CWEs are designed to modulate their repre-
sentations according to linguistic context, we may
expect that context would correct these representa-
tional discrepancies, allowing the model to better
ignore minor orthographic noise.

To simulate the conditions under which these
models are typically employed, we investigate

2See Figures 3 and 4 in Section A.2 for all model results.
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Figure 2: Distribution of token lengths for all alphabetic words (left) and English words (right), tokenized without
(top) and with noise (bottom). For most models, English words tend to be tokenized with fewer tokens (top right).
Noise tends to increase the token length, with most noisy words requiring 3 or more tokens instead of 1 or 2.

how noise affects CWE representations given au-
thentic linguistic contexts. We repeat our analy-
sis from Section 5.1, but provide contexts from
Wikitext for each word when generating hidden
layer representations. We find naturally occurring
100-word contexts that contain each unedited test
word, and we pool hidden layer representations
in that context to generate CWEs corresponding
to the test word and their edited twin. Thus, be-
tween a given word and edited word, their respec-
tive 100-word input sequence varies only by a sin-
gle character. As in section 5.1, we compare the
resulting CWEs for the original and edited items
using cosine similarity and Spearman correlation.

5.2.1 Results
Though context notably increases similarity and
standardized similarity for some models like
BERT and XLNet, it has almost no effect on
BLOOM, RoBERTa, and larger GPT-2 variants
(Figure 1, Right; see also Figures 3 and 4 in Ap-
pendix). Just as in the non-contextual case, words
originally represented by fewer tokens are the least
noise robust (Spearman averaging 0.5 for single
token words). The fact that similarity scores ap-
proach 1.0 at high numbers of tokens indicates
that PLMs are in principle able to use context to
mitigate input noise; however, the dependence of
subword tokenization schemes on occurrence fre-
quencies seems to inhibit this behavior and make
models more susceptible to orthographic noise.

6 PLM token length distributions

To study the impact of frequency on the be-
haviors we’ve found, we analyze the distribu-
tion of word lengths (in tokens) in our test vo-
cabulary (Figure 2, Top). Because the Wiki-
text dataset contains non-English words, we also
use the MorphoLex database (Sánchez-Gutiérrez
et al., 2018) to identify authentic English words
(40,013 words). Though specific tokenizer imple-
mentations vary somewhat between models, we
find that the token length distributions are gener-
ally similar (Figure 2): as many as 90% of alpha-
betic words are less than 3 tokens in length, while
English words are mostly composed of even fewer
tokens, usually only one or two. Coupled with our
results from section 5.2.1, this suggests that most
English words will exhibit very low robustness to
minor orthographic noise, even when observed in
long linguistic contexts.

Based on how subword tokenizers work, edited
words tend to be represented by more tokens than
unedited words (Figure 2, Bottom). Though sub-
word tokenizers can accommodate orthographic
noise, they can only do so by combining multiple
tokens that are not present in the unedited word.
For all but very rare words composed of many to-
kens, the mismatch in token-level representation
is too much for context to representationally “re-
pair,” even when the noise in question only con-
sists of a single character.
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7 Discussion

We show that contextual word embeddings
(CWEs) are highly sensitive to orthographic noise
and that this effect is related to the way text data
is processed by subword tokenizers. Our results
indicate that CWE representations can be manip-
ulated through trivial orthographic changes to the
input – given 100 words of context, 40%-60% of
a word’s semantic identity is lost when a single
character is changed – challenging the assumption
that CWEs capture primarily word-level seman-
tic information. In addition, this study suggests
that CWEs and representational similarity mea-
sures are surprisingly fragile, and common noise
sources such as misspellings and optical charac-
ter recognition errors may result in unpredictable
model behavior downstream. As such, we advise
caution when relying on PLM-generated CWEs as
semantic proxies in computational research, espe-
cially when dealing with noisy data.

8 Limitations

This study relies on third-party packages and
open-source models which may differ from the
implementation described in cited literature. Our
procedure for generating CWEs, designed to be
compatible with a range of models, may not be
optimal, as we only combine the last hidden states
through mean pooling. Though we believe the
number of words in our test data to be sufficient,
the vocabulary in Wikitext is still limited and may
not be representative of English words in all con-
texts.

We note two limitations of our noising proce-
dure, which 1) operates on random characters and
2) applies to all classes of words. Regarding the
first limitation, our procedure may not reflect the
actual distribution of orthographic noise in human-
generated training data, which may already have
some systematic character-level noise present (i.e.
“teh” for “the”, swapping “j” for “h”). However,
we believe that our approach provides a generaliz-
able view of PLM behavior rather than a focused
study of identifiable noise sources. Because these
models are deployed across a vast range of linguis-
tic contexts, we do not take a strong view of what
constitutes “authentic” orthographic noise.

With respect to the second limitation, our study
does not address the influence of part-of-speech or
other word-level characteristics on CWE noise ro-
bustness. By limiting our investigation to words

with over 3 characters, our study does not address
the noise robustness of many function words in
English.
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A Appendix

A.1 Model details

Family Model Parameters Tokenizer Training Objective Released

BERT bert-base-cased 109M WordPiece MLM, NSP 2018
bert-large-cased 335M

GPT

gpt2 137M BPE CLM 2019
gpt2-medium 380M
gpt2-large 812M
gpt2-xl 1.61B

RoBERTa roberta-base 125M BPE MLM 2019
roberta-large 335M

XLNet xlnet-base-cased 150M SentencePiece PermLM 2019
xlnet-large-cased 340M

BLOOM bloom-560m 560M BPE CLM 2022

Table 2: Summary of PLMs analyzed. Training objectives include masked language modeling (MLM), next-
sentence prediction (NSP), causal language modeling (CLM), and permutation language modeling (PermLM).

A.2 Full representational analysis results

Figure 3: Standardized similarities (Spearman), grouped by model family. Token length is measured as the number
of tokens used to encode the original, unedited word. We show similarities both for CWEs generated with context
(dashed line) and without (solid line), and the shaded area around each line represents the 99% confidence interval.
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Figure 4: Cosine similarities between CWEs and edited-CWEs, grouped by model family. Formatting is otherwise
identical to Figure 3.
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