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Abstract

Large language models (LLMs) have achieved
promising results in sentiment analysis through
the in-context learning (ICL) paradigm. How-
ever, their ability to distinguish subtle senti-
ments still remains a challenge. Inspired by
the human ability to adjust understanding via
feedback, this paper enhances ICL by incorpo-
rating prior predictions and feedback, aiming
to rectify sentiment misinterpretation of LLMs.
Specifically, the proposed framework consists
of three steps: (1) acquiring prior predictions of
LLMs, (2) devising predictive feedback based
on correctness, and (3) leveraging a feedback-
driven prompt to refine sentiment understand-
ing. Experimental results across nine sentiment
analysis datasets demonstrate the superiority of
our framework over conventional ICL methods,
with an average F1 improvement of 5.95%.!

1 Introduction

Sentiment analysis aims to detect subjective opin-
ions within texts automatically (Medhat et al.,
2014), covering tasks such as sentiment classifica-
tion, aspect-based sentiment analysis, and emotion
detection (Zhang et al., 2018).

Previous studies proposed many supervised
methods for sentiment analysis (Xu et al., 2019;
Li et al., 2021a). To avoid their reliance on large
amounts of human-annotated data, some studies at-
tempted to use limited data to recognize sentiment
yet obtained mediocre results. With the advent
of large language models (LLMs) (Brown et al.,
2020; Touvron et al., 2023a), studies have revealed
that LLMs can yield promising performance on
sentiment analysis via in-context learning (ICL)
paradigm (Li et al., 2023; Wang et al., 2023), which
utilizes only few-shot input-label pairs selected
from a candidate example pool.

* Corresponding Author

'The source code for our framework is available at https:
//github.com/HITSZ-HLT/Feedback-ICL.
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(a) Rest dataset. (b) TwEmo dataset.

Figure 1: Normalized confusion matrices on two senti-
ment analysis datasets. Results are from ChatGPT.

Despite achieving favorable results, the conven-
tional ICL paradigm still faces a concerning lim-
itation. Namely, through the provided examples,
LLMs fail to differentiate subtly similar sentiments
effectively. Consequently, they would predict plau-
sible yet incorrect sentiment labels. As depicted in
Figure 1a, although LL.Ms can clearly distinguish
between positive and negative polarities, they often
mistakenly categorize neutral into others. In addi-
tion, as shown in Figure 1b, LLMs frequently mis-
label fine-grained sentiments as relevant but wrong
labels, such as joy and optimism, stemming from
their incapacity to understand nuanced sentiments
with similar contexts.

Inspired by the human learning process, where
individuals initially make plans based on prior
knowledge and adjust their understanding through
actual feedback (Bélanger, 2011), we propose to
integrate feedback on prior predictions into ICL,
aiming to rectify sentiment misunderstandings of
LLMs. Specifically, our framework first yields
prior predictions for each candidate example us-
ing traditional ICL. We then categorize examples
into two sub-pools based on correctness and exploit
feedback to illustrate differences between prior pre-
dictions and human annotations. Finally, during in-
ferring, we select relevant examples from each sub-
pool and use a specific feedback-driven prompt to
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Step 1: Prior Prediction Acquisition

Candidate Example Pool
Input: Looking forward to Celebrity Juice tonight.
Label: positive eq

Input: School on Monday! | don't want!!!! :(.
Label: negative e,

Input: The sound of Sunday with Katy Perry -
Roar #webradio #internetradio

Label: neutral €3
¥7: positive (v/)
Prior ’ .
: negative
Prediction Y2i neg w)

¥5: positive (X)

LLM

Step 2: Predictive Feedback Design
Correct Examples

eq: <Input, Label (positive), Prediction (positive)> v/
e, <Input, Label (negative), Prediction (negative)> +/

Feedback on Correctness: You are correct! ...

Wrong Examples
e3: <Input, Label (neutral), Prediction (positive)> X

_ Step 3: Test Sample Inference

(Task Instruction)
Recognize the sentiment of the sen-
tence. Here are some examples:

|

i

!

! (Examples with Feedback)

! < Input, Prediction, Label, Feedback
| on correctness (or errors) >

| (Test Input)

i Sentence: The greatest and deadliest
. magic trick I've ever seen. You won’t
! regret watching David Blaine.
| . Label:
i

[

i

[

......

) neutral
LLM

Figure 2: Overview of our framework.

wrap input, prediction, label, and feedback. Unlike
conventional ICL, where LLMs only see correct
labels, our framework effectively directs LLMs to
adjust their sentiment understanding and reasoning
to align more closely with label perception through
prediction and feedback.

Experimental results on nine sentiment analy-
sis datasets show that our framework outperforms
existing ICL baselines by 5.95% in average F1.
Further discussions indicate its effectiveness and
robustness. Moreover, the framework also yields
competitive results when extended to other tasks.

2 Preliminary

Sentiment analysis aims to predict the sentiment
label ¢ of an input text x. Here, different tasks
may have different label spaces C and inputs.” In
ICL paradigm, given an input x and k-shot in-
context examples {(z;,y;)}¥_, retrieved from a
pre-defined candidate pool P (its size is relatively
small), a frozen LLM M is used to predict y/'.

y' = argmax M(y|(z1,y1), - (zx, yr), ) (1)
yeC

where we ignore the task instruction and example
template for simplicity. To avoid irrelevant outputs,
we employ a constrained decoding strategy that
ensures only label words within C can be generated.
Besides, we directly use these label words as the
verbalizer for each class in classification.’

3 The Proposed Framework

As shown in Figure 2, our framework consists of
three steps: 1) prior prediction acquisition, 2) pre-

?For example, aspect sentiment classification task needs to
consider the effect of aspects in inputs (Pontiki et al., 2014).

3If a label word is split into subtokens, we use only the
first subword for prediction, such as *optim’ for ’optimism’.

dictive feedback design, and 3) test sample infer-
ence. Below is a detailed description.

Step 1: Prior Prediction Acquisition. This step
focuses on acquiring the prior prediction y, on each
candidate example z; for subsequent feedback pro-
vision. To this end, examples from P are treated as
inference targets. Following the traditional ICL, we
randomly select other four input-label pairs from
the candidate pool as demonstrations,* which are
combined with the task instruction to prompt the
LLM for predictions (see Appendix A for more
information). We refer to these predictions as prior
predictions because they serve to reflect the prior
sentiment understanding of LLMs.

Step 2: Predictive Feedback Design. The cor-
rectness of the prior predictions directly indicates
whether LLMs can accurately grasp the sentiment
of the corresponding examples. To elicit self-
adjustments of LLMs in understanding and rea-
soning, we first classify the examples into two sub-
pools, P, and P,,, where the former includes cor-
rectly classified examples, and the latter contains
wrong ones. We then provide each sub-pool with
feedback in the natural language form:

feedback on P.: You are correct! Stay deter-
mined and keep moving forward.

feedback on P,,: You are wrong! Make sure
your prediction is accurate.

Step 3: Test Sample Inference. To complete the
inference for the given test input, we first retrieve
k /2 examples from each candidate sub-pool. Since
our framework is retrieval-mode agnostic, any ex-
ample retrieval technique can be employed here.
In addition, we develop a feedback-driven prompt

*The reason for selecting four is to strike a trade-off be-
tween contextual richness and computational efficiency.
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Sentiment Classification

Aspect Sentiment Classification =~ Emotion Detection

Method
SST-2 TwSenti Poem Finance Rest Laptop Twitter EmoC TwEmo
BERT-FT'  84.69 54.54 72.55 89.41 64.59 69.03 56.40 47.73 62.53
Random 89.82 55.27 55.08 75.34 68.77 73.02 54.95 45.20 47.77
+ Ours 91.65,183 60.33.506 64.37.029 78.64:330 71.164230 72.80.000 57.641260 52.50,730 60.91,13.14
BM25 90.26 55.35 49.99 56.13 68.99 70.29 50.99 44.89 48.44
+ Ours 91 .854.1‘59 59.204.335 61 .27+1 1.28 66.944,1()‘31 71.76+2A77 71.67+1_33 56.224.523 51.63+6_73 62.884.14_44
SBERT 87.96 50.13 47.41 47.12 68.21 65.72 50.60 46.28 48.58
+O0urs  91.574361 55.0844905 56424001 582141100 71.294308 69.564384 56.074547 50.304402 61.2241264
MMR 89.64 50.80 49.74 54.51 68.30 66.72 51.07 43.72 49.94
+Ours  92.65:301 56.84.604 63.3841364 59.85i534  69.764146 69.23.051 5557450 49.31iss9  61.7441150
K-Means 88.74 56.26 51.39 76.14 71.01 73.68 55.20 45.71 46.93
+ Ours 92.23,349 61.32,506 68.7041731 78.44430 71.104000 73.11057 57.78:258 53.72:801 61.89414.96

Table 1: Main results in F1% (see Acc% results in Appendix C.1). Fine-tuning methods are marked by 7.

template to wrap the input, prediction, label, and
feedback of each selected example into a quadru-
ple. Subsequently, these quadruples are organized
by P, examples before P, ones and sorted by de-
scending relevance. Finally, the test input is set
in the standard example template, with the label
position left blank for prediction.

4 Experiments

4.1 Experimental Setup

Datasets. We conduct experiments across three
sentiment analysis tasks using nine distinct datasets,
including Sentiment Classification (SC): SST-
2 (Socher et al., 2013), TwSenti (Rosenthal et al.,
2017), Poem (Sheng and Uthus, 2020), and Fi-
nance (Malo et al., 2014); Aspect Sentiment Clas-
sification (ASC): Rest and Laptop (Pontiki et al.,
2014), and Twitter (Dong et al., 2014); Emotion
Detection (ED): EmoC (Chatterjee et al., 2019)
and TwEmo (Barbieri et al., 2020). Detailed statis-
tics are listed in Appendix B.1.

Baselines. To evaluate the effectiveness of the
proposed framework, we combine it with vari-
ous training-free example retrieval baselines for
comparison, including Random, BM25 (Robert-
son et al., 2009), SBERT (Reimers and Gurevych,
2019), MMR (Ye et al., 2023), and K-
Means (Zhang et al., 2023). Furthermore, we in-
troduce BERT-FT, where the BERT-base model
is fine-tuned directly on candidate pool examples.
See Appendix B.2 for their specific settings.

Implementation Details. In this study, we uti-
lize Llama-2 13B Chat (Touvron et al., 2023b) as
the backbone LLLM due to its moderate scale and

excellent ICL performance. Unless otherwise men-
tioned, we set the number of in-context examples
to 4. The candidate pool is formed by sampling
300 label-balanced examples from each training set.
We experiment with 3 different random seeds and
present the average results. More implementation
details are shown in Appendix B.3.

4.2 Main Results

Results shown in Table 1 indicate that our frame-
work substantially enhances baseline performance
on nearly all datasets. For example, augmenting
K-means with our framework results in an aver-
age F1 increase of 5.91%, exhibiting its superi-
ority. Meanwhile, compared with BERT-FT, our
approach demonstrates outstanding performance
on the majority of datasets, highlighting its efficacy
in resource-limited scenarios.

Additionally, our framework notably excels in
ED, where detecting subtly similar sentiments is
crucial. Comparatively, ASC involves more com-
plex aspect-based contextual understanding, con-
straining the improvement in these tasks.

Contrary to previous studies (Rubin et al., 2022;
Li et al., 2023), we find that semantic similarity
retrievals like SBERT negatively impact the per-
formance. We suppose it is due to the demonstra-
tion bias when solving simple sentiment analysis
tasks (Fan et al., 2023) and the lack of example
complementarity (Ye et al., 2023).

4.3 Ablation Study

We perform the ablation study to explore the effect
of each component, as presented in Table 2. When
removing task instructions, we see performance
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Inst Label | Pred Feed | Poem Rest TwEmo
v v ‘ v v ‘ 68.70 71.10 61.89
X v v v 5597 71.70 61.13
v X v v 51.47 67.05 52.78
v v X v 59.47 69.94 48.53
v v R v 67.00 70.14 60.71
v v Z v 64.71 70.18 60.91
v v v X 63.46 70.49 60.02

Table 2: Ablation study based on K-Means. ‘Inst’ for
instructions, ‘Pred’ for predictions, and ‘Feed’ for feed-
back. We explore additional sources of Pred including
random errors (R) and zero-shot prompting (Z).

drops except for the Rest dataset, indicating its
insensitivity to instructions with information-rich
inputs. Additionally, both the removal of labels
and prior predictions cause a notable decline, by
averages of 10.13% and 7.92% respectively, high-
lighting the significance of their combination in our
framework. Besides, employing alternative predic-
tion sources or excluding feedback also leads to a
slight decrease.

4.4 Effect on Subtle Sentiments

To demonstrate the impact of our framework on
subtle similar sentiments, we visualize the predic-
tion distributions as depicted in Figure 3. We can
observe an obvious change of distribution in neu-
tral, whose correct rate increases by 32%, while
the other two categories are relatively stable. These
results suggest that integrating predictive feedback
could make more accurate distinctions between
subtly similar sentiments.
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Figure 3: Normalized confusion matrices for the Poem
dataset: K-Means (left) and K-Means+Ours (right). See
results for more datasets in Appendix C.3.

4.5 Discussions’

Language Model Generalization. To evaluate
the adaptability of our framework, we conduct
model generalization experiments with various

SWe present more analyses in Appendix D, including The

Sensitivity of Feedback Prompt, Impact of the Number of
Examples, and Impact of the Order of Examples.

LLM Method Rest TwEmo
Random 73.66 66.30
+ Ours 75.05,1.39 68.50.2.29
Mistral 7B BM25 72.03 68.47
Instruct + Ours 73.47 1144 69.74,1.27
K-Means 73.64 66.07
+ Ours 74.084.0,44 68.04+1_97
Random 68.46 69.97
+ Ours 77.874.9,41 72.114.2,14
GPT-3.5 BM25 70.15 68.17
Turbo + Ours 74.34,4.19 71.19.3.02
K-Means 70.15 69.68
+ Ours 77.29,714 7212244
K-Means 81.90 77.80
GPT4 + Ours 82.29.0.39 78.10.9.30

Table 3: Results of Different LLMs (F1%).
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Figure 4: Impact of the error example ratio.

LLMs. Specifically, we select three capable and
prominent models: Mistral 7B Instruct (Jiang et al.,
2023), GPT-3.5 Turbo (Ouyang et al., 2022), and
GPT-4 (OpenAl, 2023).° As illustrated in Table 3,
incorporating our framework consistently enhances
the performance of ICL, particularly with GPT-
3.5 Turbo, where the average F1 improvement is
4.72%, illustrating its generalizability. Further-
more, employing LLMs with more advanced com-
prehension such as GPT-4 significantly improves
sentiment analysis results.

Impact of the Ratio of Error Examples. To as-
sess the effect of the erroneous examples, we fix k
at 8 and vary the number of examples selected from
P,,, where the ratio is adjusted in 1/4 increments,
ranging from O to 1. The results are depicted in
Figure 4. We find that the framework underper-
forms with either no error examples or an excess
of them. Meanwhile, as the quantity of incorrect
examples increases, the performance initially rises
and then declines, indicating that a relative balance
of incorrect to correct examples is beneficial.

%The exact versions of the three models are as follows:
Mistral-7B-Instruct-v0.2, gpt-3.5-turbo-0301, and gpt-4-0613.
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Prompt

Conventional In-context Learning

In-context Learning w/ Prediction Feedback

Task Instruction: ... Examples: {(zi,y:)}

Task Instruction: ... Examples: {(z:,y},vi, fd)}

Input
Output

Reason

@user Wishing you well sir... you are an extremely straightforward and jovial person...

optimism (X)

joy (v)

The sentence conveys a positive and uplifting message.
The use of the word "jovial" suggests a lighthearted
and cheerful tone, which is consistent with the label
"optimism''. Additionally, the phrase "wishing you
well" implies good intentions and a positive attitude
towards the recipient, further supporting the label
"optimism''.

The sentence is addressed to a specific user and ex-
presses well-wishes, which suggests a positive and
friendly tone. The description of the user as "extremely
straightforward and jovial" further reinforces the posi-
tive sentiment. Based on the examples and feedback
provided, the label '"joy' best captures the emotion
of the sentence.

Input
Output

Reason

they beached their galley on the shore, and sought

positive (X)

neutral (V')

The sentence has a sense of adventure and exploration,
with the use of the word "beached" which implies a suc-
cessful landing, and the word "sought" which implies
a deliberate and purposeful action. The overall tone
of the sentence is optimistic and confident, which

The sentence does not convey a positive or negative
sentiment. In this sentence, the word "beached" is used
in the sense of landing on the shore, which is a neu-
tral action. Additionally, the word "sought" does not
convey any strong emotions or opinions, and is also

aligns with the positive label.

a neutral word. Therefore, the overall sentiment of
the sentence is neutral.

Table 4: Case study of conventional ICL and our framework. More cases are shown in Appendix C.4.

P-Stance Twlrony MNLI

Random 70.94 62.29 49.63
+ Ours 73.314.2,37 65.444.3,15 55-21+5.58

BM25 72.23 60.06 50.68
+ Ours 72.984.0,75 64.294.4,23 56.654.5,97

K-Means 71.17 61.47 50.60
+ Ours 73.60+2,43 65.72+4,25 55.09,4.49

Table 5: Results of task generalization (F1%).

Task Generalization. To demonstrate that our
framework is not confined to adjusting sentiment
understanding of LLMs, we conduct experiments
on three additional datasets: P-Stance (Li et al.,
2021b) for stance detection, Twlrony (Van Hee
et al., 2018) for irony detection, and MNLI (Wang
et al., 2019) for natural language inference (NLI).
Results are illustrated in Table 5. Notably, the pro-
posed framework also yields significant improve-
ments on these datasets, with average F1 increas-
ing by 1.85% for P-Stance, 3.88% for Twlrony,
and 5.35% for MNLI. These results suggest that
the adaptability of our prediction feedback mech-
anism can extend to a broader scope of language
understanding tasks.

Case Study. To gain a deeper insight into the ad-
vantages of our framework, we perform the case
study focusing on the outputs and explanations of
the LLM, as detailed in Table 4. In Case 1, our
framework identifies the emotion as joy rather than

the plausible yet incorrect optimism, and offers a
more fitting explanation that aligns with the im-
plied emotion. In Case 2, our framework correctly
identifies the neutral polarity and avoids inaccu-
rate sentiment interpretation. These cases reveal
that our framework promotes self-adjustment of the
LLM in sentiment analysis, refining both output
and reasoning accuracy.

5 Conclusion

In this paper, we propose a novel ICL framework
that utilizes prediction feedback akin to human
learning. It improves ICL by incorporating both
prior predictions and corresponding feedback into
examples, tackling the difficulties LLMs encounter
when identifying subtle sentiments. Experiments
across various datasets confirm the advantages of
our framework compared to conventional ICL, as
well as its potential for broader applications.
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Limitations

While our research significantly enhances the per-
formance of conventional ICL and provides in-
depth analyses about the adjustment for sentiment
understanding of LL.Ms, the inner mechanisms of
the framework remain elusive due to the black-box
nature of language models. Besides, our research
primarily focuses on sentiment analysis and text
classification within NLU, leaving more complex
areas like text summarization and commonsense
generation unexplored. We aim to broaden the
scope of our framework in future work, exploring
more insights and wider applicability.
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Appendix for “Improving In-Context
Learning with Prediction Feedback for
Sentiment Analysis”

We organize the appendix into four sections:

* Prompts used in the proposed framework are pre-
sented in Appendix A;

¢ Additional details of datasets, baselines, and im-
plementation are presented in Appendix B;

» Additional experimental results in different set-
tings, such as more metrics, baselines, and
datasets are presented in Appendix C; and

* More discussions about the proposed framework
are presented in Appendix D.

A Prompt Design

We present the task instructions and prompt tem-
plates utilized in our framework for each task in
Table 14. Besides, for conventional ICL, the exam-
ples and test input are wrapped in the template that
removes prediction and feedback, and the format-
ting word "Correct Label:" is replaced by "Label:".

We divide the feedback prompt into two parts,
namely, feedback on correctness and feedback for
analysis, abbreviated as FC and FA. Two manu-
ally designed feedback prompts are illustrated in
Table 13 for further discussion (see D.1).

To generate explanations in the case study, we
construct instructive forms’ and employ prompts:
Provide the correct label for the following sam-
ple and explain your answer based on the above
examples (and feedback).

B Detailed Settings of Experiments

B.1 Dataset and Metrics

We provide detailed statistics of each investigated
dataset in Table 11. When establishing the candi-
date pool, we select instances only from the train-
ing set. Additionally, for Finance, lacking a stan-
dard split, we randomly allocate 20% of total sam-
ples to both the dev and test sets. For MNLI that
does not offer publicly available test set labels, we
evaluate by the dev set.

Across all sentiment analysis datasets utilized in
this study, we uniformly apply two metrics for eval-
uation: Accuracy (Acc) and F1 score (F1). More-
over, we use binary-F1 for binary classification
tasks and macro-F1 for all others.

"https://github.com/huggingface/blog/blob/
main/llama2.md#how-to-prompt-1lama-2

B.2 Baseline Details

(1) Random randomly selects k-shot examples
from the candidate pool for each test sample.

(2) BM25 (Robertson et al., 2009) assesses rel-
evance through keyword overlap and sentence
length, used by (Agrawal et al., 2023).

(3) SBERT (Reimers and Gurevych, 2019) is a
semantic-based retrieval method, where we use
“paraphrase-mpnet-basev2” following (Li et al.,
2023).

(4) MMR (Ye et al., 2023) leverages BERTScore
(Zhang et al., 2019) with maximal-marginal rele-
vance for complementary example selection.

(5) K-Means (Zhang et al., 2023) performs k-
means clustering to divide each dataset into four
clusters. We then select examples randomly from
each cluster.

(6) BERT-FT (Devlin et al., 2019) fine-tunes “bert-
base-uncased” using the candidate pool examples.

B.3 More Implementation Details

Due to limited computational resources, test sam-
ples are restricted to 2,000 across the tasks:
TwSenti, EmoC, P-Stance, and MNLI. Addition-
ally, to accelerate inference, we load LLMs in fp16
precision. All experiments are conducted with an
NVIDIA RTX A6000 GPU.

C Additional Results

C.1 Main Results in Accuracy

For a more comprehensive comparison with the per-
formance of baseline methods, we show additional
main results in accuracy, as shown in Table 12.

C.2 Ablation Results on More Baselines

To comprehensively analyze the significance of
each component within our framework, we conduct
more ablation studies on two competitive baselines:
Random and BM25. We report the results in Ta-
bles 6 and 7, respectively.

C.3 Effect on Subtle Sentiments for More
Datasets

To further illustrate how our framework corrects
subtle sentiment understanding of the LLM and
aligns predictions more closely with true labels, we
visualize the improved prediction distributions on
more datasets. The results are shown in Figure 5.
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Inst Label | Pred Feed | Poem Rest TwEmo
v v ‘ v v ‘ 64.37 71.16 60.91
X v v v 54.43 71.18 60.13
v X v v 5293 6745 51.63
v v X v 59.10 70.59 47.40
v v R v 63.35 69.21 60.66
v v Z v 64.08 68.58 60.76
v v Ve X 61.32 70.54 60.13

Table 6: Ablation study based on Random.

Inst Label | Pred Feed | Poem Rest TwEmo
v v ‘ v v ‘ 61.27 71.76 62.88
X v Ve v 53.86 71.73 61.80
v X v v 50.42 67.74 51.95
v v X v 52.45 70.05 50.32
v v R v 60.07 70.18 62.64
v v Z v 61.09 69.82 62.02
v v Ve X 54.68 70.84 62.03

Table 7: Ablation study based on BM25.
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(a) Normalized confusion matrices for the Rest dataset: BM25
(left) and BM25+Ours (right).
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(b) Normalized confusion matrices for the TwWEmo dataset:
BM25 (left) and BM25+Ours (right).
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(c) Normalized confusion matrices for the EmoC dataset: K-
Means (left) and K-Means+Ours (right).

Figure 5: Effect on subtle sentiments for other datasets.

Combination Rest TwEmo

Acc F1 Acc F1
FC-1+FA-1 81.83 71.76 66.92 62.88
FC-1+4FA-2 82314048 72.514075 67.004008 62.86.002
FC-2+FA-1  82.22,030 7171905 68304135 64.20413
FC-2+FA-1 82.104027 72.084032 67.98:106 63.93,105

Table 8: Results of different feedback (BM25+Ours).
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Figure 6: Effect of the quantity of in-context examples.

C.4 More Case Studies

Additional cases are illustrated in Table 9. Obser-
vations reveal that incorporating prior predictions
and feedback into examples not only corrects the
sentiment labels but also yields more aligned ex-
planations with human understandings.

D More Discussions

D.1 The Sensitivity of Feedback Prompt

To investigate the sensitivity of feedback design,
we leverage the two hand-crafted feedback prompts
shown in Table 13 and experiment with four com-
binations. As presented in Table 8, we find that on
both datasets, the average variance in performance
is within a 1% margin. These results indicate that
the performance is not highly sensitive to different
feedback prompts.

D.2 Impact of the Number of Examples

To analyze the effect of the example quantity, we
perform experiments varying the number of exam-
ples (k = 2,4,6,8,12), as depicted in Figure 6.
First, we observe a consistent progressive trend
of F1 as the number of examples increases. Sec-
ond, our method generally yields significant perfor-
mance gains on both datasets compared to the base-
lines, except for the 12-shot scenario on TwEmo.
This suggests the proposed framework can posi-
tively influence the LLM to understand and analyze
sentiment within an optimal context length.
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Conventional In-context Learning

In-context Learning w/ Prediction Feedback (Ours)

Prompt Task Instruction: ... Examples: {(zi,y:)} Task Instruction: ... Examples: {(z:,y},vi, fd)}

Input Another friend had to ask 3 times for parmesan cheese. What is the sentiment polarity of the aspect parmesan
cheese ?

Output negative (X) neutral (v')

The sentence implies that the friend had to request the
parmesan cheese multiple times, which suggests that
the restaurant had issues with providing the cheese
or that the staff was not attentive to the customer’s re-

The sentence does not convey any strong emo-
tions, either positive or negative, towards the aspect
""parmesan cheese''. The fact that the friend had to
ask three times for it suggests that there may have been

Reason quests. This negative experience with the parmesan  some inconvenience or delay in receiving the cheese,
cheese is evident in the sentence, and therefore, the but it does not convey any strong emotions or opin-
sentiment polarity of the aspect ''parmesan cheese'" ions about the cheese itself. Therefore, the sentiment
is negative. polarity of the aspect ''parmesan cheese'' is neutral.

Input my wife did we all marry the same woman loudlycryingface

Output angry (X) sad (V)

The sentence expresses a strong emotion, with the use ~ The sentence expresses a sense of disappointment
of "loudly crying face" indicating that the speaker is  and disbelief, as the speaker seems to be questioning

Reason upset or angry about something related to their wife. how they all ended up married to the same woman. The
The sentence structure and word choice also suggest a  use of the word "loudly crying face" also suggests that
sense of frustration or disbelief, which are common the speaker is emotional and possibly upset. The
characteristics of angry emotion. tone is introspective and melancholic, which is con-

sistent with the emotion of sadness.
Table 9: More case studies of conventional ICL and our framework.
Type Sort Rest TwEmo
Acc F1 Acc F1
:
Wrong First Desc 81.83 71.76 6692  62.88

Asc 8135 71.12 6594 62.18

Desc  81.77 70.04 6697  62.57
Asc 82.08 70.77 6547  60.90

Desc  81.74 71.05 66.71  63.11
Asc 82.10 70.83 66.60 62.11

Correct First

Alternating

Table 10: Effect of the order of examples (BM25+Ours).
The standard setting is marked by f.

D.3 Impact of the Order of Examples

To investigate the impact of example ordering, we
first categorize three strategies: prioritizing wrong
examples (wrong first), prioritizing correct exam-
ples (correct first), and alternating between the two.
We then apply both ascending and descending ar-
rangements based on retrieval scores. On this ba-
sis, we experiment with five extra permutations, as
shown in Table 10. We find that the performance
of Rest remains stable regardless of permutations,
with a minor standard deviation of 0.51 in F1. Con-
versely, on TWEmo, descending ordering generally
outperforms ascending ones. These findings sug-
gest that although our framework is robust against
the variability of strategy, the consideration of spe-
cific arrangement methods could be important.
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Task Dataset Domain Train Dev Test Classes Labels
SST-2 Movie Reviews 6,920 872 1,821 2 positive, negative
e TwSenti Social Media 45,615 2,000 12,284 3 positive, negative, neutral
Poem Literature 843 105 104 3 positive, negative, neutral
Finance Financial 1,358 453 453 3 positive, negative, neutral
Rest Customer Reviews 3,608 454 1,119 3 positive, negative, neutral
ASC Laptop Customer Reviews 2,282 283 682 3 positive, negative, neutral
Twitter Social Media 6,248 - 692 3 positive, negative, neutral
ED EmoC Social Media 30,160 - 5,509 4 happy, sad, angry, others
TwEmo Social Media 3,257 374 1,421 4 anger, joy, optimism, sadness
Stance  P-Stance Social Media 17,756 2,282 2,207 2 favor, against
Irony Twlrony Social Media 2,862 955 784 2 irony, non-irony
NLI MNLI General 263,789 3,000 9,796 3 entailment, contradiction, neutral
Table 11: The statistics of investigated datasets.
Method Sentiment Classification Aspect Sentiment Classification = Emotion Detection
SST-2 TwSenti Poem Finance Rest Laptop Twitter EmoC TwEmo
BERT-FT'  85.02 54.87 75.64 90.80 73.19 74.37 56.31 65.12 65.87
Random 89.64 55.13 55.77 75.28 79.80 77.27 54.00 69.05 52.99
+Ours 91404176 60374504 69.2311346 78444316 81234143 77.27.000 56.741274 74974500 66.2641327
BM25 90.06 55.15 49.68 53.13 80.25 75.05 50.05 71.23 52.69
+Ours  91.704164 59204405 66.0311635 644641133 81.834158 76.114106 55.204515 7595472 66.9241423
SBERT 87.65 49.98 47.76 44.44 78.08 69.57 49.76 72.33 50.88
+ Ours 91~32+3,67 55.57+5,59 62.82”5,05 54.67+10,23 80.28+2,20 74.314.4,74 55.30+5,54 78.374.6,04 64.34+13,46
MMR 89.45 50.55 50.00 51.29 78.37 71.04 50.00 70.48 53.51
+ Ours 92.49,304 56.98:643 67.95:1705 56.364507 79.95:158 74.00:206 54.534453 76.28i580 65.63:1212
K-Means 88.65 56.12 50.96 75.86 81.47 77.85 54.38 72.48 52.69
+ Ours 92.094.344 61.37+5‘25 72.444.21,43 78.15+2,29 81.23.0_24 77.69.0‘16 56.844.2‘45 76.55+4,07 66.964.14,27
Table 12: Main results in Acc%. Fine-tuning methods are marked by .
Feedback on correct examples Feedback on wrong examples
FC-1 You are correct! You are wrong!
FA-1 Make sure your prediction is accurate. Stay determined and keep moving forward.
FC-2 The answer is accurate. The answer is incorrect.
FA-2 Please keep up the good work. Please adjust to ensure the prediction is correct.

Table 13: Different feedback prompts. FC is feedback on correctness and FA is feedback for analysis.
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Task

In-context Learning Prompts

SC

Instruction: Recognize the sentiment of the sentence. Here are some examples:
Examples: ...

Sentence: text x;

Prediction: prior prediction y;

Correct Label: label y;

feedback on correct (or wrong) examples

Test Input: Sentence: fext x
Correct Label:

ASC

Instruction: Recognize the sentiment polarity for the given aspect term in the sentence.
Here are some examples:
Examples: ...
Sentence: fext z; What is the sentiment polarity of the aspect aspect ?
Prediction: prior prediction y,
Correct Label: label y;
feedback on correct (or wrong) examples

Test Input: Sentence: fext x What is the sentiment polarity of the aspect aspect ?
Correct Label:

ED

Instruction: Recognize the emotion of the sentence. Here are some examples:
Examples: Same as SC
Test Input: Sentence: fext x

Correct Label:

Stance
Detection

Instruction: Recognize the stance of the sentence to the given target. Here are some
examples:
Examples: ...
Sentence: fext x; What is the attitude of sentence toward target target ?
Prediction: prior prediction y;
Correct Label: label y;
feedback on correct (or wrong) examples

Test Input: Sentence: fext x What is the attitude of sentence toward target target ?
Correct Label:

Irony
Detection

Instruction: Determine whether the sentence is ironic or not. Here are some examples:
Examples: Same as SC
Test Input: Sentence: fext x©

Correct Label:

NLI

Instruction: Recognize textual entailment between the 2 texts. Here are some examples:
Examples: ...

Premise: textl x;;

Hypothesis: fext2 x;o

Prediction: prior prediction y,

Correct Label: label y;

feedback on correct (or wrong) examples

Test Input: Premise: text]! xyes
Hypothesis: text2 ziesto
Correct Label:

Table 14: The prompt and format of in-context learning for each task.
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