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Abstract

Long-form generations from large language
models (LLMs) can contain a mix of factual
and non-factual claims, making evaluating fac-
tuality difficult. Prior works evaluate the fac-
tuality of a long paragraph by decomposing it
into multiple facts, verifying those facts inde-
pendently, and aggregating the results. Such
methods assume that combining factual claims
forms a factual paragraph. The above assump-
tion can be violated: we show that strong open-
source models like Llama-chat can generate
paragraphs that contain verifiable facts, but
the facts are combined into a non-factual para-
graph due to entity ambiguity. We further re-
veal that existing factuality metrics, including
FActScore and citation recall, cannot properly
evaluate these non-factual paragraphs and over-
estimate their factuality. To address this, we
introduce an enhanced metric, D-FActScore,
specifically designed for content with ambigu-
ous entities. We evaluate the D-FActScores
of people biographies generated by retrieval-
augmented LLMs. We show that D-FActScore
can better assess the factuality of paragraphs
with entity ambiguity than FActScore. We also
find that four widely used open-source LLMs
tend to mix information of distinct entities to
form non-factual paragraphs, making their D-
FActScore much lower than FActScore by over
10%.

1 Introduction

LLMs can generate high-quality texts, making
LLMs prevalent in everyday usage (OpenAI, 2022,
2023). However, LLM’s generation may not al-
ways have a high factual precision (Nakano et al.,
2021; Rae et al., 2021). Factual precision measures
whether the information conveyed in the text is fac-
tually accurate.1 As long-form generations can con-
tain a mix of factual and non-factual claims, recent

1We only focus on factual precision and do not consider
factual recall, i.e., how well the generation covers the informa-
tion. This paper will use factuality to refer to factual precision.

(d) Entity
linking

(a) Decompose
atomic facts

Dick Hanley, born on February 19, 1936, was an American former
competition swimmer and Olympic medalist. He attended the University
of Michigan, where he was a varsity swimmer for the Michigan
Wolverines swimming  (...) He passed away on December 16, 1970, at
Stanford University Hospital in Palo Alto, California. 

(b) Verify 
facts

- Dick Hanley was born on February 19, 1936.
- Dick Hanley was an American.
- Dick Hanley was a former competition swimmer.
(...)
- He passed away on December 16, 1970.
- He passed away at Stanford University Hospital

(c) Group
atomic facts

Dick Hanley (Swimmer)
Richard Dennis Hanley (February 19, 1936 – May 11, 2022) was an American
competition swimmer, Olympic medalist, and former world record-holder. He attended
the University of Michigan, (...)

Dick Hanley (American Football)
Richard Edgar Hanley (November 19, 1894 – December 16, 1970) was an American
football player and coach. (...) Hanley died on December 16, 1970, at Stanford
University Hospital in Palo Alto, California.

D-FActScore: (a)+(c)+(d)+(b)     67%
FActScore: (a)+(b)         100%?

Llama
13b
chat

Figure 1: Output of Llama-13b-chat when prompted to
generate a biography for Dick Hanley. While the para-
graph is misleading and non-factual, all the facts in the
paragraph can be supported by the Wikipedia of Dick
Hanley (Swimmer) ✔ or Dick Hanley (American
FootBall) ✔, yielding 100% FActScore. D-FActScore
groups atomic facts that appear to refer to the same
individual based on the paragraph (Figure 1(c)), finds an
entity that best matches that individual from the knowl-
edge source (Figure 1(d)), and only uses the information
of that entity to verify the facts in that group ✔.

works propose to evaluate the factuality of long-
form generation in a more fine-grained way that
considers the factuality of each claim in the gen-
eration. Precisely, these methods decompose the
generation into several claims (called atomic facts
in Min et al. (2023a)) and then verify each claim
independently. The factuality of the whole genera-
tion is the percentage of verifiable claims. Widely
used evaluation metrics like FActScore (Min et al.,
2023a) and citation recall (Liu et al., 2023; Gao
et al., 2023) fall into this type.

The correctness of the previous factuality met-
rics relies on the assumption that "as long as each
claim is factual, the combination of those claims
is factual." This paper shows that this assumption
can be violated due to entity ambiguity in the gen-
eration. Figure 1 shows such a case, where Llama-
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2-13b-chat says that Dick Hanley was born in 1936
and died in 1970, where the birth date is true for
Dick Hanley (Swimmer) and the time of death
is true for Dick Hanley (American Football),
but readers will think all the information refers to
the same individual. Since the paragraph is not
written in a way that allows readers to understand
the content factually, the paragraph is non-factual.
However, since each claim in the generation is sup-
ported by Wikipedia, the FActScore of the above
misleading paragraph is 100% by definition.

We emphasize the significance of this evaluation
problem by showing that LLMs can easily gener-
ate this kind of non-factual paragraph. We collect
500 ambiguous names from Wikipedia to form a
dataset, AmbigBio, where each name corresponds
to multiple entities in Wikipedia. We prompt LLMs
to generate a biography for a name in AmbigBio
using retrieval-augmented generation (Guu et al.,
2020; Lewis et al., 2020), where the target name
is shared by multiple entities, and the retrieved
documents may also include the Wikipedia pages
of multiple entities. We find that Llama-13b/70b-
chat (Touvron et al., 2023), Tulu-13b-dpo (Ivison
et al., 2023), and Vicuna-7b (Chiang et al., 2023)
tend to mix the information of multiple entities
in the same biography, and a reader without prior
knowledge cannot tell that the information corre-
sponds to different entities. Non-factual as these
paragraphs are, existing factuality metrics cannot
correctly assess the factuality in this case.

To solve this evaluation problem, we mod-
ify FActScore into Disambig-FActScore (D-
FActScore), which handles entity ambiguity better.
Unlike FActScore, which verifies each atomic fact
in the paragraph independently, D-FActScore splits
the facts in a paragraph into groups. If the narra-
tion of the paragraph can make a reader without
prior knowledge think that the two facts are about
the same individual/object, they belong to the same
group. Next, D-FActScore uses entity linking to
find an entity in the knowledge source that best
matches a group of facts and use this entity to ver-
ify the facts in the same group.

We recruit humans to annotate the D-FActScores
of people biographies generated with Llama-13b-
chat, Tulu-v2-13b-dpo, and ChatGPT (OpenAI,
2022). We show that Llama and Tulu mix the in-
formation of multiple entities in a non-factual way.
Compared to FActScore, D-FActScore correctly
identifies those non-factual generations and gives a
D-FActScore 8% to 16% lower than FActScore. We

also propose a pipeline to estimate D-FActScore
automatically and show that our automatic pipeline
estimates D-FActScore to a reasonable degree.

Our contributions are summarized as follows:

1. We show that combining factual claims can
yield a non-factual paragraph. Existing factu-
ality metrics have not correctly handled these
non-factual generations.

2. We collect 500 ambiguous names into a new
dataset, AmbigBio, and each name corre-
sponds to multiple entities in Wikipedia.

3. We extend FActScore into D-FActScore,
which can better assess non-factual genera-
tions stemming from entity ambiguity.

4. We show that four open-source LLMs can-
not properly handle entity ambiguity in the
retrieved passages to generate a factual para-
graph, yielding much lower D-FActScores
compared to ChatGPT.

2 LLMs Combine Factual Claims into
Non-factual Paragraph

This section shows how to prompt LLMs to gen-
erate people biographies full of factual claims but
combined in a non-factual way due to entity ambi-
guity. We choose to generate people biographies
for the following reasons: (1) There are extensive
prior works that use biography generation to evalu-
ate the factuality of LLMs (Min et al., 2023a; Asai
et al., 2023). (2) Given that name-based queries
are common in online searches, it is likely that
LLM users will directly request information about
specific entities from LLMs.

2.1 Collecting Names with Ambiguity
To generate biographies with mixed information of
multiple entities with the same name, we collect
names with ambiguity from Wikipedia disambigua-
tion pages using the Wikipedia API. A disambigua-
tion page lists all the Wikipedia pages of the entities
with the same name. We randomly select 500 am-
biguous names and call this collection AmbigBio in
our paper. We use target name to refer to a name in
AmbigBio. On average, a target name corresponds
to 4.6 entities in Wikipedia.

2.2 Prompting LLMs to Generate Biographies
We prompt LLMs to generate biographies with
retrieval-augmented generation (RAG).

2735



Write an accurate, engaging, and concise
biography of the person using only the
provided search results (some of which might
be irrelevant) and cite them properly. (...)
Document [1] (Title: ...) ...
Document [2] (Title: ...) ...
...
Document [5] (Title: ...) ...
Name of the person: <name>
Answer: <answer>

Table 1: The VANILLA prompt for prompting LLM.

Retrieval. Given a target name in Ambig-
Bio, we retrieve the top-5 passages related to the
name from Wikipedia using GTR (Ni et al., 2022).
The knowledge source for retrieval is the 2018-12-
20 Wikipedia snapshot split into passages of 100
words (Karpukhin et al., 2020). The query used for
retrieval is "Tell me a bio of <name>". Some
names in AmbigBio contain the string "(disam-
biguation)", indicating that it is a disambiguation
page. The "(disambiguation)" is removed when
creating the query for retrieval.

Generation. We prompt LLMs with the top-5
retrieved passages to generate biographies for a tar-
get name with citations (Nakano et al., 2021; Gao
et al., 2023). The LLM can only use the retrieved
documents and must cite the retrieved passages in
the output for attribution. The reason to generate
biographies with citations is to evaluate the attri-
bution of the generated content. In Appendix D.1,
we will show that even perfect citation attribution
can still be non-factual. We prompt the LLMs by
VANILLA prompt (shown in Table 1) used in Gao
et al. (2023) due to its superior performance in
generating text with citations. The title for each
retrieved passage is included in the prompt. The
titles in Wikipedia sometimes contain parenthesis
for disambiguation, e.g., Dick Hanley (Swimmer)
in Figure 1. We do not remove the words in the
parenthesis when prompting the LLM to generate
the biography, allowing the LLM to use this infor-
mation for disambiguation.

We use 2-shot demonstrations to prompt the
LLM. The demonstration is similar to the prompt
in Table 1, and the <answer> is replaced with a
paragraph written by the authors.

2.3 Large Language Models

We use five LLMs with different sizes and
alignment methods in our paper: Llama-13b-
chat, Llama-70b-chat (Touvron et al., 2023),
Vicuna-7b (Chiang et al., 2023), Tulu-v2-

13b-dpo (Ivison et al., 2023), and ChatGPT
(gpt-3.5-turbo-0301) (OpenAI, 2022).

2.4 Categorizing LLM-Generated Paragraphs
We categorize the generated paragraphs based on
the number of distinct entities and the number
of disambiguable biographies, defined as follows.
The below definitions and categorization are better
understood with the examples in Table 2.

Definition: (Named) Entity. A named entity is
an object in real world that can be denoted with a
proper noun. In our paper, an entity is a real-world
human with a corresponding Wikipedia page.

Definition: (Entity) Mention. An entity men-
tion is a specific instance when a named entity is
referenced or mentioned within text. An entity may
be mentioned in different ways.

Definition: Number of distinct entities in a
paragraph. A paragraph can be decomposed into
atomic facts following Min et al. (2023a). Since
the LLM is instructed to use only the retrieved doc-
uments to compose a paragraph, each atomic fact
in the paragraph should originate from a retrieved
passage, which is the Wikipedia page of an entity.
We attribute each atomic fact in the paragraph to
a Wikipedia entity and collect the entities into a
set; the number of distinct entities is the number of
unique elements in the set.

Definition: Number of distinguishable biogra-
phies in a paragraph. A paragraph might contain
information about multiple entities, but its word-
ing could mislead readers into believing it is about
only one individual, making it seem like a single
bio (as shown in Figure 1). The number of distin-
guishable bios is given by the following operational
definition: How many individuals with the target
name will one identify in the paragraph without
relying on prior or external knowledge? Note that
a paragraph can contain more than one bio.

We categorize the LLM outputs into three types:
(1) One biography and one entity: The gener-

ated output only contains the information of one
entity. In other words, all the information in the
generated output points to the same Wikipedia en-
tity whose name is the target name.

(2) One biography and N > 1 entities: The
generated output mixes the information of different
entities with the target name but does not provide
sufficient disambiguation information. A typical
reader without prior knowledge will consider the
whole paragraph a single bio of one individual.

(3) N > 1 biographies and N > 1 entities:
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Type LLM-generated paragraph Metrics

One bio one en-
tity

[Bio1] [Ent1] John Stewart, a Northern Irish politician born in 1983, has served as a
Member of the Northern Ireland Assembly (MLA) for East Antrim since 2017. Stewart is
a Unionist and previously worked in sales for Robinson’s Shoemakers, a family business.
Before joining politics, he attended Carrickfergus Grammar School and earned a Bachelor
of Arts (BA) degree from Cardiff University.

FS: 92%
D-FS: 92%
Num bio: 1
Num ent: 1

One bio N > 1
entities

[Bio1] [Ent1] John Hemming (born January 5, 1935) is a British historian and explorer
who has made significant contributions to the study and understanding of the Incas and
indigenous peoples of the Amazon Basin. Born in Vancouver to a British journalist
mother, Alice Hemming OBE, and a father who had served in the First World War and
wanted to ensure his son’s birth in North America, John Hemming was raised in England
from the age of two months. [Ent2] Hemming went on to study at Clapham Grammar
School before [Ent3] earning a degree in Arithmetic and Theoretical, Atomic and Nuclear
Physics at Magdalen College, Oxford.

FS: 100%
D-FS: 71%
Num bio: 1
Num ent: 3

N > 1 bios
N > 1 entities

[Bio1] [Ent1] Joseph F. Smith, the sixth President of The Church of Jesus Christ of
Latter-day Saints, was born in 1838, and was the nephew of Joseph Smith, the founder
of the Latter Day Saint movement. Additionally, Smith, who was the last president to
have personally known the church’s founder, led the LDS Church. [Bio2] [Ent2] Joseph
F. Smith, an American politician from Pennsylvania, was also born in 1920 and served in
the United States House of Representatives. After a decorated military career, Smith was
elected to represent Pennsylvania during the Ninety-seventh United States Congress.

FS: 87%
D-FS: 87%
Num bio: 2
Num ent: 2

Table 2: Examples of three different types of LLM-generated paragraphs. [Bio i] denotes the start of the i-th
distinguishable biography. [Ent i] denotes the subsequent information is about the i-th entity in Wikipedia that has
the target name. We remove the citations ([1][2][3]) from the LLM-generated paragraphs here.

The paragraph contains information about multiple
entities and provides enough context for readers
without prior knowledge to disambiguate different
entities in the paragraph. Each biography describes
one of the entities with the target name.

Ideally, the number of distinguishable bios
should match the number of distinct entities. When
these two numbers agree, the LLM-generated para-
graph provides enough disambiguation information
in the paragraph and is likely factual.

3 Existing Factual Precision Metrics

We discuss why some factual precision metrics
cannot properly assess the factuality of paragraphs
with entity ambiguity, as shown in Figure 1.

3.1 FActScore (Min et al., 2023a)
The key idea of FActScore is to decompose a long-
form generation y into a list of atomic facts Ay -
short sentences that convey one piece of informa-
tion. FActScore of a paragraph y is defined by:

FS(y) =
1

|Ay|
∑

a∈Ay

1[a is supported by C],

where C is a knowledge source for verifying the
facts. Min et al. (2023a) use Wikipedia as C and
prompt LLMs to generate people biographies as y.

Min et al. (2023a) show that FActScore can
be obtained using an automatic pipeline: they in-
struct GPT3.5 (text-davinci-003) to decompose

a long-form generation into atomic facts and use
another LMEVAL to verify each fact. They propose
three different types of LMEVAL to verify an atomic
fact: (1) No-context LM: prompt an LMEVAL using
’<atomic fact> True or False?’ (2) Retrieve
→ LM: retrieve k passages from Wikipedia, con-
struct the prompt by concatenating the retrieved
passages, the atomic fact, and ’True or False?’,
and prompt LMEVAL to answer. (3) Nonparametric
Probability (NP): an atomic fact is factual if the av-
erage token likelihood of the fact calculated using
a nonparametric masked LM (Min et al., 2023b)
exceeds a pre-defined threshold.

Shortcoming of FActScore. FActScore is
not designed to handle entity ambiguity because
FActScore considers the factuality of each atomic
fact independently without considering the whole
paragraph. We explain this using the example in
Figure 1. In the Retrieve → LM method, each
atomic fact about Dick Hanley in the paragraph
is verifiable by Wikipedia, leading to a 100%
FActScore. However, some facts are supported by
Dick Hanley (American Football), and others
are supported by Dick Hanley (Swimmer), indi-
cating that there are two entities in the paragraph.
But this cannot be easily seen from the paragraph it-
self, and readers without any prior knowledge may
believe that Dick Hanley is a swimmer who died
in 1970, which is incorrect. Since this paragraph
does not allow readers to understand the informa-
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tion in a factual way, the paragraph should not be
considered factual.

No-context LM and NP methods cannot prop-
erly handle entity ambiguity. For example, consider
the fact "Dick Hanley passed away on December
16, 1970". This fact is factual if it is extracted
from the biography of Dick Hanley (American
Football). Contrarily, if the fact is from the bi-
ography of Dick Hanley (Swimmer), the fact is
non-factual. However, for the above atomic fact,
no-context LM and NP methods always yield the
same result and cannot consider whose biography
the fact is extracted from. This makes them unable
to distinguish entities with the same name.

3.2 Citation Recall (Gao et al., 2023)

Citation recall assesses the citation quality when
generating text with citations by measuring whether
the generated text is fully supported by the cited
documents. The core concept of citation recall is
very similar to FActScore, and it suffers from the
same problem as FActScore in the case of entity
ambiguity. We elaborate on this in Appendix D.1.

4 Disambig-FActScore (D-FActScore)

We refine FActScore into D-FActScore to better
address entity ambiguity in factuality evaluation.
The definition of D-FActScore is presented in Sec-
tion 4.1. Section 4.2 outlines the human annotation
process for D-FActScore, with the outcomes of
human evaluations detailed in Section 4.3.

4.1 Definition

We first define D-FActScore and then present the
key concepts that motivate its definition.

Definition. Let y be a generated paragraph from
an LLM. Let Ay be a list of atomic facts decom-
posed from y. We split Ay into N disjoint fact
groups {Ay,1, · · · ,Ay,N}. For two atomic facts
a, a′ ∈ Ay, they will be grouped into the same
fact group Ay,i if a reader without prior or external
knowledge may think that a and a′ are about the
same individual when reading the paragraph. We
use the term individual to refer to a character per-
ceived by the reader; this is different from an entity
that exists in the real world. For example, all the
atomic facts in Figure 1 are grouped into a single
fact group since the paragraph looks like it is about
the same individual named Dick Hanley.

For each group of atomic facts Ay,i, we use en-
tity linking to find an entity e∗i in the knowledge

source C that best matches the facts in Ay,i. Let
the subset of the knowledge source related to e∗i
denoted by C∗

i . For all atomic facts a ∈ Ay,i, they
will be verified using C∗

i instead of using the whole
C. The D-FActScore of y is defined as follows:

D-FS(y) =
1

|Ay|
∑

Ayi∈Ay

∑

a∈Ayi

1[a is supported by C∗
i ]
,

In our paper, y is a paragraph generated in Sec-
tion 2, C is Wikipedia, and C∗

i is the Wikipedia
page of e∗i .

D-FActScore differs from FActScore in two as-
pects. Difference 1: D-FActScore groups atomic
facts by their originating paragraph before verify-
ing them. Difference 2: D-FActScore restricts that
all the facts in the same group must be verified
using the information of the same entity.

Motivation. Atomic facts from a paragraph of-
ten have connections, so evaluating their factuality
should consider these relationships, rather than ver-
ifying each fact independently as FActScore does.
Grouping atomic facts helps manage these connec-
tions: Facts within the same group look like they
are about the same individual to the readers, so their
truthfulness should be confirmed using the same
entity in the knowledge source. For example, the
atomic facts in Figure 1 belong to one group, and
they can only be supported by either the Wikipedia
page of Dick Hanley (Swimmer) or Dick Hanley
(American Football), but not both.

By organizing facts into groups and limiting
the source of fact verification for each group, D-
FActScore assesses the factuality of a paragraph
with entity ambiguity more accurately. These two
key differences mark the most significant difference
between D-FActScore and FActScore, enabling D-
FActScore to handle entity ambiguity.

4.2 Annotating D-FActScore by Humans
We conduct human evaluation to calculate the D-
FActScore of paragraphs generated in Section 2.
The annotators are presented with a paragraph, the
atomic facts decomposed from the paragraph, and
all the Wikipedia pages of the entities with the
target name. The exact instructions, annotation in-
terface, and agreement rate between annotators are
shown in Appendix B. The annotations are con-
ducted via the following steps.

Step 1: Decompose atomic facts. Follow-
ing Min et al. (2023a), we use GPT-3.5 to extract
atomic facts from a paragraph.
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Step 2: Determine the number of bios. We
instruct the annotators to determine the number
of biographies based on the paragraph, neglect-
ing any prior knowledge or the Wikipedia pages
we prepare. Identifying more than one biography
indicates that the paragraph provides enough in-
formation to separate the biographies of distinct
individuals. This step essentially splits atomic
facts into groups since atomic facts of the same bi-
ography are about the same individual, so they fall
into the same group. We also ask the annotators to
link each biography to an entity’s Wikipedia page
we present. Even though determining the number
of biographies in a paragraph is based on personal
interpretation, we find that annotators reach a high
level of agreement on the number of bios.

Step 3: Verifying atomic facts. For each
atomic fact, the annotators first check if the fact
is Irrelevant to the target name. If it is not
Irrelevant, verify whether the atomic fact is
Supported or Not-Supported using one entity’s
Wikipedia page. Recall that the atomic facts in the
same group belong to one of the biographies in the
original paragraph and the biography is linked to an
entity’s Wikipedia page in Step 2. All the atomic
facts in the same group are verified using the same
linked entity’s Wikipedia page.

We calculate the D-FActScore based on the hu-
man annotation results. Three annotators from
Upwork are hired to label 300 paragraphs gener-
ated in Section 2 from Llama-13b-chat, Tulu-v2-
13b-dpo, and ChatGPT; 100 paragraphs per model.
We choose these models since they include open-
source and proprietary models and have different
alignment training methods.

4.3 Human Evaluation Results

Aside from the annotation of D-FActScore elab-
orated above, we ask the annotators to perform
additional annotation to allow us to calculate the
number of distinct entities and the FActScore of
the paragraph. FActScore is annotated based on
the definition in Min et al. (2023a). The number
of distinct entities is calculated based on the defi-
nition in Section 2.4. Details are in Appendix B.1.
The human annotation results of D-FActScore and
FActScore are presented in Table 3a. We have the
following observations.

FActScore overestimates the factuality of the
LLM-generated paragraphs. This is because
all models mix the facts of multiple entities in a sin-

Model FS D-FS # bio # ent.
ChatGPT 98.3 92.1 2.2 2.3
chat-13b 94.8 78.4 1.0 1.7

Tulu 91.9 83.2 1.3 1.7

(a) Human evaluation

Model FS D-FS # bio # ent.
ChatGPT 98.7 96.3 2.2 2.3
chat-13b 95.3 86.4 1.1 1.5

Tulu 95.8 88.5 1.3 1.7

(b) Automatic evaluation

Table 3: Human and automatic evaluations of FActScore
and D-FActScore conducted on the same set of para-
graphs. FS: FActScore, D-FS: D-FActScore, # bio: aver-
age number of separable biographies in one paragraph,
# ent.: average number of distinct entities in one para-
graph, chat-13b: Llama-13b-chat.

gle biography, and FActScore considers these mis-
leading paragraphs factual as long as each atomic
fact can be supported by Wikipedia. D-FActScore
does not have this problem by construction. The
gap between FActScore and D-FActScore can be
interpreted as the tendency of an LLM to mix the
facts of multiple entities in a non-factual way.

FActScore and D-FActScore yield different
model rankings. The FActScore of Llama-13b-
chat is higher than Tulu-v2-13b-dpo by 2.9%, but
D-FActScore reveals that Llama-13b is less factual
than Tulu by 4.8%. Going through the paragraphs
generated by Llama-13b and Tulu, we find that
Llama-13b is good at copying sentences from the
retrieved passages to form a paragraph, thus having
a higher FActScore. On the other hand, Tulu does
not always copy the retrieved content but is better
at disambiguating entities in the retrieved passages
than Llama-13b, yielding a higher D-FActScore.

ChatGPT can utilize information in the re-
trieved passages to disambiguate entities. Chat-
GPT has the highest D-FActScore, and the average
number of biographies and entities is almost the
same. This implies that ChatGPT can distinguish
entities with the same name in the retrieved pas-
sages and generate a factual paragraph that pro-
vides the readers with sufficient information to dis-
ambiguate those entities.

5 Automatic Evaluation of D-FActScore

Human evaluation is time-consuming and expen-
sive. Hence, we devise an automatic pipeline to
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estimate D-FActScore (Section 5.1) and show that
it can approximate the D-FActScore obtained by
human annotation (Section 5.2). We then use the
automatic pipeline to evaluate the generation from
five LLMs (Section 5.3).

5.1 Automatic Evaluation
The automatic evaluation of D-FActScore resem-
bles that of human annotations.

Step 1: Decompose atomic facts from a para-
graph using GPT3.5.

Step 2: Split facts into fact groups. We
give GPT3.5 the LLM-generated paragraph and
the atomic facts decomposed in Step 1, and we
ask GPT-3.5 to split the atomic facts into groups,
where each group corresponds to the atomic facts
of one distinguishable biography in the paragraph.
GPT3.5 is instructed to use the paragraph only to
group the facts for distinct biographies. We use
4-shot demonstrations in this step.

Step 3: Verifying atomic facts. We verify the
factuality of facts in the same fact group using the
Wikipedia page of the same entity; a fact group
corresponds to one biography in the original para-
graph. For each biography and its corresponding
fact group, we perform entity linking to find a
Wikipedia entity that best matches the individual of
the biography and verify the facts in that bio based
on the Wikipedia page of that entity. Precisely, we
use Retrieve → LM in Min et al. (2023a) to prompt
ChatGPT to verify the atomic fact based on the
Wikipedia of that entity. Details of entity linking
and the prompts used in automatic evaluation are
elaborated in Appendix C.1.

5.2 Human VS Automatic Evaluation
We compare the result of D-FActScore obtained
with human and automatic evaluation in Table 3.
We have the following findings.

Automatic and human evaluation of D-
FActScore shows the same model ranking. We
find the factuality ranking among the three models
based on D-FActScore in Table 3b agrees with the
ranking in Table 3a: ChatGPT is the most factual,
and Llama-13b-chat is the least factual. This shows
that the automatic evaluation of D-FActScore pro-
vides a reliable estimation of the relative factuality
of different LLMs.

D-FActScore obtained with automatic evalu-
ation is higher than human evaluation. Com-
pared with the human evaluation result of Table 3a,
D-FActScore obtained using automatic evaluation

is higher, and the absolute error is at most 8%. This
observation also aligns with Min et al. (2023a),
which shows that using Retrieve → LM to estimate
FActScore can yield a higher FActScore compared
to human evaluation.

Automatic evaluation can determine the num-
ber of biographies accurately. The correctness
of D-FActScore’s automatic evaluation strongly de-
pends on the second step: splitting atomic facts into
groups corresponding to biographies of different
individuals. The number of groups is the number
of distinguishable biographies. By comparing the
number of bios obtained using automatic and hu-
man evaluation in Table 3, we find that GPT3.5
can accurately determine how many biographies
there are in a paragraph. The difference between
the number of biographies obtained by human eval-
uation and automatic evaluation differs within 0.1
in all three models, justifying using GPT3.5 to split
the atomic facts into fact groups.

Per-paragraph D-FActScore of human and
automatic evaluation results show a high corre-
lation. We calculate the per-paragraph Pearson
correlation coefficient r between D-FActScore ob-
tained with human evaluation and automatic evalu-
ation, and we also calculate r between the number
of bios obtained by human and automatic evalua-
tion. The results shown in Table 5 in the Appendix
reveal that the Person’s r of D-FActScore between
human and automatic evaluation is moderate (Chat-
GPT) to strong (Llama and Tulu). If we consider
the D-FActScore of the paragraphs generated by
all three models together and calculate Pearson’s r,
the correlation coefficient is 0.75, which is a strong
correlation. We also find that for all three models,
the number of bios obtained using human and au-
tomatic evaluation are all very strongly correlated
(Pearson’s r ≥ 0.8). The above experiment results
further prove the effectiveness of the automatic
evaluation pipeline.

5.3 Different LLMs and Demonstrations
After showing that D-FActScore can be estimated
using automatic evaluation, we use automatic eval-
uation to evaluate the D-FActScores of paragraphs
generated using all 500 names in AmbigBio by five
LLMs and two types of demonstrations: with and
without name ambiguity.

(1) With name ambiguity: The names in the
demonstrations are ambiguous names in Wikipedia;
the retrieved passages include Wikipedia pages of
different entities with the same name. This is the
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FS D-FS # bios # ent.
with name ambiguity / without name ambiguity

ChatGPT 96.7 / 96.7 95.2 / 94.3 2.3 / 2.1 2.3 / 2.3
chat-13b 94.6 / 94.3 86.0 / 83.2 1.1 / 1.1 1.6 / 1.8
chat-70b 94.8 / 94.0 86.4 / 85.6 1.6 / 1.8 2.1 / 2.3

Tulu 94.2 / 95.2 88.5 / 90.2 1.4 / 1.4 1.8 / 1.7
Vicuna 90.0 / 93.4 87.7 / 88.9 1.3 / 1.3 1.6 / 1.7

Table 4: The results of automatic evaluation on 500 pas-
sages generated with 500 names in AmbigBio for each
model. We report the result when the demonstration
includes examples with name ambiguity and without
name ambiguity on the left and right of each cell. The
abbreviations are the same as Table 3.

default setting in the previous experiments.
(2) Without name ambiguity: The name in the

demonstration is unambiguous (there is no disam-
biguation page for that name in Wikipedia). The
retrieved results contain the passages from that en-
tity’s Wikipedia page and possibly some unrelated
passages.

The <answer> in the demonstrations with and
without name ambiguity only contains the informa-
tion of one entity with the target name. We have
the following findings.

Demonstrations with name ambiguity do not
make the outputs more factual. In Table 4, we
compare the results of demonstrations with and
without ambiguity. In the with ambiguity demon-
stration, the demonstration <answer> only contains
a biography that includes the information of one
entity, and we hope the LLM can know how to han-
dle target names with ambiguity better. However,
we do not see a higher D-FActScore when using
demonstrations with name ambiguity.

Open-source LLMs lag behind ChatGPT.
All the open-source models we use have a D-
FActScore much lower than that of ChatGPT. Fur-
thermore, the entity per paragraph is higher than
biography per paragraph for open-source models,
showing that the open-source models cannot distin-
guish entities with name ambiguity and generate
a factual paragraph. This highlights a potential
direction of improvement for open-source LLMs.

Scaling the model size does not improve D-
FActScore too much. The D-FActScore of
Llama-70b-chat is only higher by Llama-13b-chat
by less than 2%, which is a marginal improve-
ment considering the disproportional size. The
main difference between the paragraph generated
by Llama-13b-chat and 70b variant is that Llama-
70b-chat tends to include facts about more entities
in the paragraph, but it still does not properly dis-

ambiguate the entities in the paragraph, making
merely no improvement to D-FActScore.

ChatGPT fully uses the retrieved documents.
By examining the passages retrieved by GTR, we
estimate that the top-5 passages provided to the
LLM contain 2.2 distinct entities with the target
name on average. Meanwhile, the passages gen-
erated by ChatGPT also contain around 2.1 to 2.3
biographies and distinct entities on average. This
indicates that ChatGPT can include diverse infor-
mation presented in the retrieved passages. This
is a desirable behavior since the answer to an am-
biguous question should cover the answer to as
many disambiguated questions (Min et al., 2020;
Stelmakh et al., 2022).

The central figure of the biography is not al-
ways the most common Wikipedia entity. When
multiple entities with the target name are included
in the top-5 retrieved passages, the LLM can gener-
ate a biography for any of them. We want to answer
the question: When there is only one biography and
one entity in the generated paragraph, but multi-
ple valid entities exist in the retrieved passages, is
the central figure of the biography always the most
common entity among the retrieved entities? We
hypothesize that popular entities are more likely to
be included in the LLM’s training data more times,
making LLM more familiar with those common
entities and prone to use them as the central figure.
We assess how common an entity is based on the
page view of their Wikipedia over the past year.
However, for all LLMs, we find that in only 45% to
55% of the cases, the LLM picks the most popular
entity to write a biography for. This shows that an
entity’s popularity does not strongly affect which
entity the LLM picks to generate a biography for.

6 Related Work

Factuality Evaluation Evaluating the factuality
of texts is an active subfield in NLP. Some prior
works formulate factuality evaluation as an uncer-
tainty estimation problem and consider generation
that models are less confident to be less factual (Liu
et al., 2022; Zhang et al., 2023b; Manakul et al.,
2023). Many recent works focus on evaluating the
precision of the citation when generating texts with
citations and use QA or NLI models to determine
if the statements in the generation can be supported
by the cited documents (Rashkin et al., 2023; Liu
et al., 2023; Gao et al., 2023; Yue et al., 2023). Our
work is largely based on FActScore (Min et al.,

2741



2023a), and we improve FActScore by resolving
its inability to handle entity ambiguity.

Evaluating Faithfulness in Summarization
Our work is somewhat related to multi-document
summarization since generating a biography based
on the retrieved documents is like summarizing
the contents into a biography; the main difference
is that the retrieved documents can be irrelevant
to the biography to be generated. The concept of
faithfulness in summarization, whether the sum-
maries are factually consistent with the source doc-
uments, is quite similar to factual precision. Many
prior works focus on benchmarking and improving
the automatic and human evaluation of faithful-
ness (Kryscinski et al., 2020; Pagnoni et al., 2021;
Laban et al., 2022; Krishna et al., 2023).

Unfaithfulness due to incorrect or incomplete
coreference is a well-known problem in summa-
rization (Pagnoni et al., 2021; Zhang et al., 2023a).
The problem of combining facts into non-factual
paragraphs identified in our paper is related to in-
correct coreference but is different since incorrect
coreference stems from ambiguous anaphors in-
stead of ambiguous entities. Unfaithfulness due
to coreference ambiguity is very hard to evaluate
using automatic evaluation metrics, as automatic
evaluation metrics have low correlations with hu-
man evaluation results (Pagnoni et al., 2021). D-
FActScore, which can be estimated by automatic
evaluation, can properly evaluate the non-factual
contents stemming from entity ambiguity.

Ambiguous Question Answering Our work
uses an ambiguous name to prompt the LLM to gen-
erate a biography. This is highly related to ambigu-
ous question answering (Min et al., 2020; Stelmakh
et al., 2022), where a question can have multiple
answers based on how the question is interpreted.
Min et al. (2020) estimates that about 23% of the
questions in AMBIGNQ dataset are due to entity
ambiguity, which is the focus of our work. Most
prior works answer an open-domain ambiguous
question by first generating disambiguated ques-
tions and generating an answer for each disam-
biguated questions (Gao et al., 2021; Min et al.,
2021; Shao and Huang, 2022; Kim et al., 2023).
Some works do not disambiguate the ambiguous
question and generate the answer directly (Stel-
makh et al., 2022; Gao et al., 2023). We do not
perform the disambiguation step because we want
to know if the LLMs can perform well when we do
not explicitly disambiguate the target entity.

Evaluation metrics of ambiguous QA are mostly
based on string matching, where the model-
generated answers are compared with the ground
truth answer, which contains the ground truth an-
swer to each disambiguated question (Min et al.,
2020; Stelmakh et al., 2022). These existing met-
rics are not suitable for evaluating the paragraphs
generated in Section 2 since we do not have a
ground truth biography for each entity. Addition-
ally, metrics based on string matching may not
properly consider the case when answers to disam-
biguated questions are combined misleadingly.

7 Conclusion and Discussion

We show that combining factual information yields
a non-factual paragraph due to entity ambiguity,
and this kind of paragraph can be easily generated
by LLMs using RAG. We further reveal that current
factuality metrics cannot correctly assess the fac-
tuality of these non-factual paragraphs. To resolve
the evaluation problem, we modify FActScore
into D-FActScore by focusing on entity disam-
biguation. We conduct human evaluations of D-
FActScore to compare the factuality of different
LLMs and show that D-FActScore of open-source
LLMs lag behind ChatGPT, indicating that open-
source LLMs cannot handle ambiguous entities in
the retrieved documents to form a factual narrative.
We propose a pipeline for automatic evaluation
of D-FActScore and show it aligns with human
evaluation results to a reasonable extent. We en-
courage future researchers to use AmbigBio and
evaluate the factuality of generated paragraphs us-
ing D-FActScore. The ambiguous name collec-
tion AmbigBio and the codes for D-FActScore
are available at https://github.com/d223302/
Merging-Facts-Crafting-Fallacies.

Our findings underscore LLMs’ difficulties in
generating accurate content when retrieving from
Wikipedia with entity ambiguity. The scenario in
our paper is simplified, given that Wikipedia is not
the sole information source about entities. Even
using high-quality contents from Wikipedia, open-
source models struggle to differentiate between en-
tities accurately. In more realistic situations where
LLMs draw from a broader and more nuanced con-
tent pool on the Web, and the named entities used
to query LLMs may not appear in the training data,
distinguishing between different entities becomes
even more challenging. Overcoming this issue is
vital for the reliability of LLMs with RAG.
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Limitations

We see the following limitations in our work.

The content we evaluate In our study, we focus
on evaluating D-FActScore of human biographies.
We justify the reasons for doing this in Section 2. In
fact, the difficulty of factuality evaluation due to en-
tity ambiguity can happen in more diverse contents,
and the core concepts and evaluation procedure
of D-FActScore are general and can be applied to
more diverse contents.

Using Wikipedia for RAG and fact-checking
We use Wikipedia for RAG and fact-checking. This
is a very common protocol in the literature of
RAG research since Wikipedia is the most com-
monly used knowledge source. For example, Self-
RAG (Asai et al., 2023) also retrieves documents
from Wikipedia to generate biographies and uses
Wikipedia to evaluate the factuality of the gener-
ated biographies. It is important to explore the case
when the RAG does not use Wikipedia for genera-
tion, and we will leave extending the data to other
sources as future works.

Fact-checking beyond Wikipedia In our paper,
we evaluate D-FActScore by relying on Wikipedia
of the source for fact-checking. This is a com-
mon protocol in fact-checking, which uses a struc-
tured knowledge source like Wikipedia or other
databases to verify the facts. In the case of veri-
fying facts using unstructured knowledge sources,
more effort may be required to disambiguate enti-
ties in the knowledge source. To properly calcu-
late D-FActScore, we need to be able to split the
information in the knowledge source into the in-
formation of distinct entities. That is, we need to
disambiguate the articles in the knowledge source,
for example, verifying the biography of a CS PhD
student who is not in Wikipedia and using the con-
tents on the Web for verification. Let’s say we find
a LinkedIn page and some semantic scholar pages
with the same name as our target entity. To dis-
ambiguate the entities, we need to match semantic
scholar pages with LinkedIn profiles. This can be
done by various methods, including but not limited
to (1) checking if the LinkedIn profile already is
linked to a semantic scholar page, or (2) check-
ing if the LinkedIn profile is linked to the person’s
homepage and checking if one can find a seman-
tic scholar link on that page. This can all be done
automatically with tool-augmented and retrieval-
augmented LLMs. However, the above process

may be challenging when the knowledge source is
more complicated and provides too little informa-
tion for disambiguation. We leave verifying facts
using the contents on the Web in future work.

Beyond entity ambiguity Our paper focuses on
using entity ambiguity to create passages full of
factual claims but are overall non-factual. How-
ever, entity ambiguity is not the only reason that
may make factual claims be combined to form a
non-factual narrative. For example, consider the
following two factual atomic facts: (1) Mountain
Fuji is the highest mountain in Japan, and (2) the
population of Tokyo is about 14M. The following
sentence composed with the two atomic facts is
obviously nonsensical: Because Mountain Fuji is
the highest mountain in Japan, the population of
Tokyo is about 14M. In this sentence, the atomic
facts are factual when they are considered indepen-
dently, but the causal relation between these two
facts is non-factual. We do not consider/evaluate
this kind of non-factuality, nor do prior works. We
leave this topic in future work.

Using GPT3.5 to extract atomic facts
In our paper, we rely on using GPT3.5
(text-davinci-003) to extract atomic facts
and split atomic facts into groups (Section 5).
The reason for using GPT3.5 is to match the
experiment setup of Min et al. (2023a), which
also relies on GPT3.5 to extract the atomic facts.
Using the same model to extract atomic facts
makes it easier for us to compare with them.
However, GPT3.5 was recently deprecated by
OpenAI, making it impossible to reproduce the
results of Min et al. (2023a) and the experiment
in our paper. To alleviate this issue, we show in
Table 6c in Appendix C.3 that using ChatGPT
(gpt-3.5-turbo) to extract the atomic facts and
split the atomic facts into groups yields almost the
same result as using GPT3.5. All our observations
in Section 5 hold when using ChatGPT to extract
and group the atomic facts.

We do not see specific risks or harm in our paper.
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A Generating Paragraphs from LLMs

For all open-source models, we use a temperature
of 1 and top-p sampling with p = 0.95.

B Human Evaluation

We hire three freelancers with experience in
fact-checking from Upwork to annotate the D-
FActScore in Section B. We have 300 paragraphs
from 3 models to annotate. We follow Min et al.
(2023a) to assign two annotators to label 10% of
the paragraph (10 paragraphs for each LLM) to
calculate the agreement rate, and the remaining
90% of the paragraphs are annotated by one anno-
tator. We evenly distribute the paragraphs gen-
erated by different LLMs to the annotators, so
each annotator labels 30, 40, and 40 paragraphs for
each model. Each paragraph has, on average, 21
atomic facts to label Supported, Not-Supported,
and Irrelevant.

We use Amazon Mturk Sandbox as the annota-
tion platform, and the annotation interface is shown
in Figure 2. The instructions are shown in Figure 3,
and we include two example annotations. After
the annotators read the instructions, they will be
given two simplified testing examples to test their
understanding of the instructions. If the annotation
results on the testing examples do not match our
expectation2, we will discuss with the annotators
with the results and clarify their understanding of
the instructions.

We find that the agreement rates between an-
notators are quite high. We calculate the agree-
ment rate by the percentage when two annotators
give the same result on the annotation. The agree-
ment rates on the number of bios for Llama-13b-
chat, Tulu-v2-13b-dpo, and ChatGPT are 90%,
90%, and 100%, respectively. The agreement
rates on whether an atomic fact is Supported,
Not-Supported, or Irrelevant for Llama-13b-
chat, Tulu-v2-13b-dpo, and ChatGPT are 74.4%,
85.3%, and 84.2%, respectively.

2While D-FActScore has some subjectivity due to the nar-
rative of the paragraph, whether a fact is factual according to
Wikipedia is mostly undebatable.

The annotators are informed about the purpose
of the data collection and are aware that the data col-
lected will be shared with the research community.
The annotators take, on average, 3 to 5 minutes
to complete the annotation of one paragraph, and
we pay them 2 USD for annotating one paragraph.
This leads to an hourly wage of about 24-40 USD.

B.1 Human Evaluation of FActScore

Based on the definition of FActScore in Min et al.
(2023a), each atomic fact is verified using the
whole knowledge source C. Following this defi-
nition, we ask human annotators to check if each
atomic fact can be supported by Wikipedia. Unlike
the annotation of D-FActScore, we do not ask the
annotators to consider entity ambiguity or the con-
text where the atomic fact is extracted. We also do
not restrict the annotators to verify the atomic fact
using a subset of the Wikipedia of the linked entity.
Instead, as long as an atomic fact can be verified
with any Wikipedia page, the atomic fact should be
considered Supported.

Our paper suggests that FActScore, while not ini-
tially tailored for paragraphs featuring entity ambi-
guity, may not fully capture the nuances in the eval-
uations of paragraphs outlined in Section 2. Our
contribution seeks to identify and address this area
for improvement within the original framework of
FActScore, as described in Min et al. (2023a), with
the goal of refining the metric to more adeptly han-
dle diverse content scenarios.

B.2 Human Evaluation of Number of Distinct
Entities

To evaluate the number of distinct entities by hu-
man evaluation, we give the human annotators
the atomic facts decomposed from the paragraph.
For each fact, we ask the annotators to use the
Wikipedia pages we provide, which consists of the
Wikipedia pages of the entities with the target name,
to determine which entity the given atomic fact
refers to. In this step, the annotators are instructed
not to consider the context of the atomic fact, but
consider the atomic fact as a standalone fact and
find which entity this standalone atomic fact refers
to. After we obtain the entity of each atomic fact in
the paragraph, we can count the number of unique
entities for the atomic facts in the paragraph; this
number is the number of distinct entities.
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Figure 2: The interface used for annotation.

C Automatic Evaluation

The automatic evaluation of D-FActScore com-
prises of three steps: (1) Split the biography into
atomic facts. We follow Min et al. (2023a) and
use text-davinci-003 to split the paragraph into
atomic facts using in-context learning.

(2) Split the atomic facts into groups, where
each group of atomic facts corresponds to
one distinguishable biography. We also use
text-davinci-003 in this step, where we provide
4-shot demonstrations to teach the LLM how to
split the atomic facts into groups. Two of the four
demonstrations contain multiple distinguishable
biographies, and the atomic facts from each bi-
ography should be grouped together. The other
two demonstrations do not contain multiple biogra-
phies, and all the atomic facts in the paragraph
belong to the same group. We ask the LLM to
insert "===" among atomic facts that belong to dif-
ferent groups of atomic facts. Two demonstrations
are shown in Table 8.

(3) Verify each group of atomic facts, which we
detailed in Appendix C.1.

C.1 Entity Linking

After we split the atomic facts into groups of atomic
facts, we need to determine the entity each group
refers to. Recall that each group of atomic facts
corresponds to a biography from the long-form
generation, so the goal of this step is to assign a
Wikipedia entity for this group of facts and use
the Wikipedia page of that entity to verify all the
atomic facts in this group.

For each group of atomic fact Ay,i, we find its
corresponding entity e∗i by iterating over all pos-
sible entities in Wikipedia and find the entity that
maximally supports the facts in Ay,i. This can be

expressed by

e∗i = argmax
ek∈C

1

|Ay,i|
∑

a∈Ay,i

1[a is supported by ek],

(1)
where C is the whole Wikipedia. However, cal-
culating Equation 1 requires iterating over all the
entities in Wikipedia, which is infeasible. Thus, we
approximate Equation 1 by replacing the argmax
over C with argmax over all the entities in the
top-5 passages retrieved with GTR. (Recall that
the paragraphs are generated based on the top-5
passages retrieved using GTR)

After this process, we obtain {e∗1, · · · , e∗N}. In
very few cases, the optimal entity e∗i and e∗j for
two groups of atomic facts Ay,i, Ay,j might be the
same, and we use Hungarian algorithm to assign the
entity to each group of atomic facts by maximizing
the overall D-FActScore. However, we find that the
results of using the Hungarian algorithm are quite
similar to the results of not using the Hungarian
algorithm, so we remove the Hungarian algorithm
in our final implementation for a shorter run time.

C.2 Per-Paragraph Correlation Coefficient
between Human and Automatic
Evaluations

Table 5 shows the per-paragraph Pearson correla-
tion coefficient r between the D-FActScore and the
number of bios obtained by automatic evaluation
and human evaluation. The reason that Pearson’s r
of ChatGPT is not as strong as the other two models
is mainly because the D-FActScores of ChatGPT
are mostly distributed in a smaller range (from 90
to 100) due to its high D-FActScores, and a slight
variation of the evaluation result may change the
Pearson’s r significantly.
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Model D-FS # bio
ChatGPT 0.506 0.931

Llama-2-13b-chat 0.736 0.908
Tulu-v2-13b-dpo 0.755 0.827

Overall 0.751 0.927

Table 5: The per-sample Pearson correlation coefficient
r between the D-FActScore and the number of bios
obtained by automatic evaluation and human evaluation.

C.3 Using ChatGPT to Extract and Group
Atomic Facts

The automatic evaluation of D-FActScore relies on
using GPT3.5 to extract and group atomic facts.
However, GPT3.5 has recently been deprecated
(in mid Jan. 2024). Here, we show that all our
experiment results hold when replacing GPT3.5
with ChatGPT; i.e., we use ChatGPT to extract
atomic facts from the paragraph and use ChatGPT
to split atomic facts into groups. We show the
results in Table 6. Comparing the result of using
ChatGPT (Table 6c) and using GPT3.5 (Table 6b),
we find that while the absolute numbers slightly
changes, the observations stated in Section 5.2 still
holds. We recap those results here:

• Using ChatGPT or GPT3.5 in automatic eval-
uation shows the same factuality rankings
among ChatGPT, Llama-13b-chat, and Tulu-
v2-dpo as the ranking obtained with human
annotation.

• D-FActScores obtained using ChatGPT and
GPT3.5 are higher than human evaluation.

• Automatic evaluation can determine the num-
ber of biographies accurately.

• Open-source models lag behind ChatGPT.

• ChatGPT fully uses the received documents.

D Citation Recall

D.1 Definition
Citation recall assesses the citation quality when
generating text with citations by measuring whether
the generated text is fully supported by the cited
documents. For each sentence in the generation,
its citation recall is 1 if and only if the sentence
has at least one citation and the sentence can be
supported by its citation(s). Gao et al. (2023) uses
an NLI model to determine if the cited document

Model FS D-FS # bio # ent.
ChatGPT 98.3 92.1 2.2 2.3
chat-13b 94.8 78.4 1.0 1.7

Tulu 91.9 83.2 1.3 1.7

(a) Human evaluation

Model FS D-FS # bio # ent.
ChatGPT 98.7 96.3 2.2 2.3
chat-13b 95.3 86.4 1.1 1.5

Tulu 95.8 88.5 1.3 1.7

(b) Automatic evaluation (GPT3.5)

Model FS D-FS # bio # ent.
ChatGPT 98.2 92.8 2.0 2.3
chat-13b 96.0 87.1 1.0 1.5

Tulu 96.3 88.6 1.2 1.7

(c) Automatic evaluation (ChatGPT)

Table 6: FS: FActScore, D-FS: D-FActScore, # bio:
average number of separable biographies in one para-
graph, # ent.: average number of distinct entities in one
paragraph, chat-13b: Llama-13b-chat. Human and au-
tomatic evaluations are conducted on the same set of
paragraphs. The result in Table 6b is obtained by using
GPT3.5 to extract the atomic facts and split atomic facts
into groups, and Table 6c is the result of using ChatGPT
to extract the atomic facts and split the atomic facts into
groups.

supports the sentence. The paragraph-level citation
recall is the percentage of statements supported by
its citations. A high citation recall indicates that
the generated content is well supported by the cited
passages.

Shortcoming of Citation Recall While citation
recall is specifically designed to evaluate the attri-
bution of text with citations, the core concept of
citation recall is very similar to FActScore, where
a long-form generation is decomposed into claims,
and each claim is verified independently. As a re-
sult, citation recall also faces the same problem as
FActScore in the case of entity ambiguity: even if
citation recall says the paragraph is well-supported
by the cited documents, the overall result can still
be non-factual.

D.2 Experiment Result

We show the results of citation recall in Table 7. We
discuss previouisly that citation recall cannot han-
dle the non-factual paragraphs due to entity ambi-
guity. As a result, even if the citation recall is high,
the paragraphs can still be non-factual. However,
we do not see such a problem in the paragraphs
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Citation Recall
ChatGPT 56.65

Llama-chat-13b 57.77
Llama-chat-70b 72.63
Tulu-v2-13b-dpo 69.32

Vicuna-7b 55.44

Table 7: The citation recall on 500 passages generated
with 500 names in AmbigBio for each model.

generated in Section 2. This is because the citation
recalls of the paragraphs generated by the LLMs
are not very high, so there is no such a problem
like "high citation recall but non-factual." Never-
theless, we stress that citation recall cannot handle
non-factual paragraphs due to entity ambiguity.

2749



Figure 3: The instructions used for annotation. We do not show the examples in the instructions in this figure.2750



Please breakdown the following sentence into independent facts:

Park Chan-wook, born on August 23, 1963, in Seoul, South Korea, is a renowned filmmaker and actor known for his impactful work in the film industry. He made his acting debut in the film
"The Moon is the Sun’s Dream" in 1992 and continued to appear in small and supporting roles throughout the 1990s.

- Park Chan-wook was born on August 23, 1963.
- Park Chan-wook was born in Seoul, South Korea.
- Park Chan-wook is a renowned filmmaker.
- Park Chan-wook is an actor.
- Park Chan-wook is known for his impactful work in the film industry.
- He made his acting debut in the film.
- He made his acting debut in The Moon is the Sun’s Dream.
- The Moon is the Sun’s Dream is a film.
- The Moon is the Sun’s Dream was released in 1992.
- After his acting debut, he appeared in small and supporting roles.
- After his acting debut, he appeared in small and supporting roles throughout the 1990s.

Next, refer to the paragraph again and see if it explicitly states that it contains the biographies of multiple individuals. If there are multiple biographies, split the independent facts from
different biography using -̈ ===.̈ If the paragraph does not contain multiple biographies from different individuals, repeat the independent facts.

- Park Chan-wook was born on August 23, 1963.
- Park Chan-wook was born in Seoul, South Korea.
- Park Chan-wook is a renowned filmmaker.
- Park Chan-wook is an actor.
- Park Chan-wook is known for his impactful work in the film industry.
- He made his acting debut in the film.
- He made his acting debut in The Moon is the Sun’s Dream.
- The Moon is the Sun’s Dream is a film.
- The Moon is the Sun’s Dream was released in 1992.
- After his acting debut, he appeared in small and supporting roles.
- After his acting debut, he appeared in small and supporting roles throughout the 1990s.

Please breakdown the following sentence into independent facts:

Gavin Hamilton, born in Lanarkshire, Scotland in 1723, was a prominent neoclassical history painter and antiquarian who lived in Rome. He was also known for his role in the hunt for
antiquities in the area. Gavin Hamilton, born in 1974, is an all-round cricketer who played for England in one Test and for Scotland in several One Day Internationals. Gavin Hamilton, who
lived from 1561 to 1612, was the bishop of Galloway and was educated at the University of St. Andrews. Lastly, Gavin George Hamilton, born in 1872, was a Scottish Liberal politician and
the 2nd Baron Hamilton of Dalzell.

- Gavin Hamilton was born in Lanarkshire, Scotland in 1723.
- Gavin Hamilton was a prominent neoclassical history painter.
- Gavin Hamilton was a prominent antiquarian.
- Gavin Hamilton lived in Rome.
- He was known for his role.
- His role was in the hunt for antiquities.
- The hunt for antiquities was in the area.
- Gavin Hamilton was born in 1974.
- Gavin Hamilton is an all-round cricketer.
- Gavin Hamilton played for England in one Test.
- Gavin Hamilton played for Scotland in several One Day Internationals.
- Gavin George Hamilton was born in 1872.
- Gavin George Hamilton was a Scottish Liberal politician.
- Gavin George Hamilton was the 2nd Baron Hamilton of Dalzell.

Next, refer to the paragraph again and see if it explicitly states that it contains the biographies of multiple individuals. If there are multiple biographies, split the independent facts from
different biography using -̈ ===.̈ If the paragraph does not contain multiple biographies from different individuals, repeat the independent facts.
- Gavin Hamilton was born in Lanarkshire, Scotland in 1723.
- Gavin Hamilton was a prominent neoclassical history painter.
- Gavin Hamilton was a prominent antiquarian.
- Gavin Hamilton lived in Rome.
- He was known for his role.
- His role was in the hunt for antiquities.
- The hunt for antiquities was in the area.
- ===
- Gavin Hamilton was born in 1974.
- Gavin Hamilton is an all-round cricketer.
- Gavin Hamilton played for England in one Test.
- Gavin Hamilton played for Scotland in several One Day Internationals.
- ===
- Gavin George Hamilton was born in 1872.
- Gavin George Hamilton was a Scottish Liberal politician.
- Gavin George Hamilton was the 2nd Baron Hamilton of Dalzell.

Table 8: Two of the four demonstrations used for splitting the atomic facts from the paragraph based on the
biography.
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