HHOTVCOM: Generating Buzzworthy Comments for Videos

Yuyan Chen'; Yiwen Qian?, Songzhou Yan', Jiyuan Jia*, Zhixu Li!,

Yanghua Xiao!, Xiaobo Li®, Aaron Xuxiang Tian’, Ming Yang®, Qingpei Guo

34 ¢

IShanghai Key Laboratory of Data Science, School of Computer Science, Fudan University,
2 Arizona State University, >Ant Group,

“Southern University of Science and Technology, ?Carnegie Mellon University,
{chenyuyan21@m., szyan21@m., zhixuli@, shawyh@}fudan.edu.cn,
gianyiwenlyy@gmail.com, {xiaobo.lixb, m.yang, qgingpei.ggp}@antgroup.com,
jiajy2018@mail.sustech.edu.cn, aarontian@@@gmail.com

Abstract

In the era of social media video platforms,
popular “hot-comments” play a crucial role
in attracting user impressions of short-form
videos, making them vital for marketing and
branding purpose. However, existing research
predominantly focuses on generating descrip-
tive comments or “danmaku” in English, of-
fering immediate reactions to specific video
moments. Addressing this gap, our study intro-
duces '@)HOTVCOM, the largest Chinese video
hot-comment dataset, comprising 94k diverse
videos and 137 million comments. We also
present the ComHeat framework, which syner-
gistically integrates visual, auditory, and textual
data to generate influential hot-comments on
the Chinese video dataset. Empirical evalua-
tions highlight the effectiveness of our frame-
work, demonstrating its excellence on both the
newly constructed and existing datasets.

1 Introduction

With the increasing prevalence of video content on
digital platforms, there is an evident significance of
video comments in amplifying video reach. Specif-
ically, “hot-comments” have the potential to attract
considerable user interaction, substantially increas-
ing a video’s user impressions, which is essential
for product marketing and branding. A typical hot-
comment often meets specific standards: receiving
a larger number of likes and replies, being highly
pertinent to the video content, and including the
elements that resonate with viewers, as illustrated
in Fig. 1.

However, the prevailing literature, such as the
work by Ma et al. (2019) and Wang et al. (2020),
largely concentrates on generating descriptive com-

* Work done during an internship at Ant Group.
' Qingpei Guo is the corresponding author.
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Figure 1: A hot comment attracts many likes and replies
compared with a cold comment for a short video.

ments or “danmaku”, which are closely tied to cer-
tain video moments, offering instantaneous reac-
tions. While these comments do engage viewers to
some extent, their potential to highlight the entire
short-video content or foster deep user interactions
is somewhat limited. When aiming to elevate a
video’s visibility, these real-time reactions might
not be as influential as those hot-comments. Ad-
ditionally, most research, including that by Sun
et al. (2023b), predominantly focuses on English
comments, leaving a gap in the domain of Chinese
hot-comment generation.

In this paper, we construct the first Chinese video
hot-comment generation dataset é’)‘)HOTVCOM,
including video titles, descriptions, captions, au-
dio speeches, keyframes, and engagement records.
Compared to the English dataset from Sun et al.
(2023b), our dataset @,HOTVCOM 1S more com-
prehensive, encompassing 93k videos with 137
million comments, making it the largest of its
kind. In addition, for the convenience of analy-
sis and targeted generation of comments, videos in
&’)‘)HOTVCOM are further categorized into differ-
ent themes. Such a categorization helps language
models to understand the context, therefore gen-
erating hot-comments that resonate with specific
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themes accordingly.

A key challenge in video hot-comment genera-
tion lies on assessing whether the generated com-
ments are truly impressive to users to boost the
interaction. The existing work primarily utilizes
ROUGE (Ma et al., 2019; Wang et al., 2020) or
the number of likes (Sun et al., 2023b) as metrics.
However, these metrics might not always reflect
the genuine engagement of a comment. In this
paper, we propose a novel comprehensive eval-
uation metric including the informativeness, rel-
evance, creativity besides user engagement (i.e.
likes and replies) of a comment, which thus re-
veals a well-rounded understanding of a comment’s
‘hotness’. With the guidance of our evaluation met-
rics, we then propose a novel video hot-comment
generation framework named ComHeat. We im-
plement the Supervised Fine-Tuning technique to
generate preliminary comments and then enhance
them with reinforcement learning. By incorporat-
ing knowledge-enhanced Tree-of-Thought method,
the comments are further refined to improve the
chance of their popularity.

In summary, our contributions are:

* We work on a novel task namely video hot-
comment generation. To achieve this, we
construct the largest Chinese video comment
dataset including 93k videos with 137 million

comments, named (f\)HOTVCOM.

* We introduce a novel comprehensive evalu-
ation metric for video hot-comments gener-
ation, including informativeness, relevance,
creativity, and user engagement, bridging the
gap in qualitative comment analysis.

* We propose the ComHeat framework, which
incorporates visual, auditory, and textual as-
pects, for generating engaging comments for
Chinese short videos using reinforcement
learning and Tree-of-Thought.

* Empirical results showcase that our ComHeat
framework outperforms existing baselines on
the newly-constructed dataset and also excels
on other video comment generation and cap-
tioning tasks.

2 Datasets

In this section, we construct a large-scale Chinese

short video comment dataset named §/‘;HOTVCOM
including 94k short videos from Douyin with 137

million comments, where the entire process is
shown in Fig. 2. We also conduct an extensive
exploratory data analysis as shown in Fig. 5.

We initially collect Douyin videos from various
themes in reverse chronological order up till 100k.
Next, we conduct Optical Character Recognition
(OCR) with PaddleOCR library ! and Automatic
Speech Recognition (ASR) with Xunfei open plat-
form 2 on the videos to obtain their video captions
and audio speech, respectively, and capture key
frames of videos with the K-means clustering al-
gorithm. After that, we also adopt PaddleOCR
to extract the video’s title, creation time, publish-
ers’ profile and engagement information, which
includes the number of likes, comments, shares,
and favorites, as well as each comment with its
content, commenter’s profile and engagement in-
formation, which includes the number of likes and
replies. Furthermore, from the tags marked with
“#” 1in titles and themes provided by the Douyin
platform, we categorize the videos with GPT-4 3
into 20 themes, including pets, food, etc. We
also provide the descriptions for the video con-
tent and keyframes, encompassing scenes, objects,
primary actions, atmosphere, and emotions with
the help of video-ChatGPT (Li et al., 2023) and
miniGPT4 (Zhu et al., 2023), respectively. More
details are shown in Appendix A.

To maintain comment quality, we filter out com-
ments with emojis, ASCII characters below 127,
and those with less than 1 character or more than 50
characters. We also remove the comments with pro-
fanity, political content, negative tones, or promo-
tional intent. The short videos with O or 1 comment
are also discarded to avoid long-tail bias. In the end,
we have 94k videos with 137 million comments,
including video captions, audio texts, keyframes,
engagement information, etc. The statistics of
'q/\HOTVCOM are shown in Table 1. On average,
these videos are around 96.44 seconds long, indi-
cating a preference for 1-2 minute content. The
titles and descriptions average 43.62 and 419.22
characters, offering viewers a good context. En-
gagement information, such as the average number
of likes of 25230.45 but a median of 3986, high-
light the variability in video popularity. Similarly,
while the mean number of comments is 1446.71,
a median of 195 comments suggests the user en-

"https://github.com/PaddlePaddle/PaddleOCR
*https://raasr.xfyun.cn/v2/api
3https://chat.openai.com/
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Figure 2: The process of constructing Chinese short video comment dataset @HOTVCOM.

Feature Mean Median Max Min Std
Video
Video Lengths 96.44 60 584 5 led
Video Keyframe Counts 65.65 35 300 1 led
Video Title Lengths 43.62 41 1000 2 Te2
Video Description Lengths 419.22 221 1654 37 25
Video Caption Lengths 589.37 346 38032 2 8e5
Audio Speech Lengths 395.76 224 12688 2 2e5
Engagement
Video Likes Counts 25230.45 3986 1684000 12 lel0
Video Comments Counts 1446.71 195 103000 6 4e7
Video Favorites Counts 2883.61 395 127000 0 1e8
Video Shares Counts 524327 255 717000 0 2e9
Comment Likes Counts/per Video 210.5 1 1172929 0 2e7
Comment Replies Counts/per Video  10.67 0 67556 0 6e4
Comment Lengths/per Video 16.47 12 500 3 3e2

Table 1: The statistics of the constructed Chinese short video

hot-comments dataset ¢ YHOTVCOM.

gagement is concentrated on specific viral content.
This dataset showcases the diverse content and en-
gagement levels on the most popular short video
platform in China. The more exploratory analysis
on the constructed ’QA)HOTVCOM is illustrated in
Fig. 5 in Appendix B.

3 Evaluation

We develop comprehensive evaluation metrics for
hot-comments from four main aspects: informative-
ness, relevance, creativity, and user engagement.
The informativeness score I quantifies the utility
of the information conveyed by a comment from
lengths penalty and vocabulary diversity. Lengths
penalty, denoted as L,, quantify the lengths ap-
propriateness of a comment. Vocabulary diversity,
denoted as V, is calculated as the ratio of total bi-
grams to unique ones of this comment. The calcula-
tion process of informativeness score is as follows:

LLn.“ if L < Lmin
Lp = Liax if Lmin S L S Lmax
1—ax (L—Loy) ifL> Lo, (1)
1,
Vd:U7’ I:wfop—FwéXVd,

where L denotes the actual length of a given com-
ment, Ly, and Ly specify the optimal length

boundaries of the comment length, which are set at
1 and 50, respectively, meaning that the comment
length ranges from a minimum of 1 to a maximum
of 50 characters. The constant o, between 0 and
1, adjusts penalties for a comment that go beyond
the optimal length. T}, and U,, signifying total and
unique bigrams of a comment, respectively. w{
and wl are trainable weights.

The relevance score R quantifies the alignment
of a comment to the video content through two pri-
mary dimensions: keyword and context matching
degree. The keyword matching degree, denoted
by Dy, is the proportion of words in a comment
resonating with the keywords of video captions that
are extracted with ChatGPT. The context matching
degree, denoted by D,, is derived from cosine sim-
ilarity between video captions and a corresponding
comment. The calculation process of relevance
score is as follows:

N, Com - Vid
Ny’ |Coml|> x |[Vid|[>

R=wl x Dy +wE x D,

Dy, = D, =

@

where NV, denotes the number of words or phrases
in a comment that matches the keywords in video
captions, and Ny is the total number of keywords
extracted from the video captions with ChatGPT.
Com and Vid are the representation of a comment
and the corresponding video, respectively. w!* and
w4 are trainable weights. For the robustness of the
evaluation by ChatGPT, we repeat the process five
times to obtain the most common result. We find
that the consistency rate across the five iterations
reaches over 80%. Additionally, we randomly sam-
ple 1000 cases and confirm that the results indeed
align with our definition of keywords.

The creativity score C' offers a quantitative as-
sessment of a comment’s distinctiveness and nov-
elty, which encompasses two primary metrics: the
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rhetorical technique score, denoted as .5,., such as
metaphors and irony, and the trending term score,
denoted as S;. The calculation process of the cre-
ativity score as follows:

I S B

1+ e Fkr(@r—br)’ t= T + e—ki(ze—be)’ (3)

C=wl xS +wd xS

Sy =

where x, and x; represent the occurrence of rhetor-
ical techniques and trending terms in a comment,
respectively, which are both counted by ChatGPT.
wlc and wQC are also trainable weights. Specifically,
the sigmoid function is employed to modulate S,
and S; within the [0,1] interval. Experimentally,
the optimal values for k, and k, are 1, as well as b,
and by are -1, to ensure a score close approximate
0.1 when the count is zero, therefore achieving
optimal score differentiation.

The user engagement score U represents the
level of users’ interaction of a comment, which
mainly includes likes and replies. The calculation
process of user engagement score is as follows:

. 1

1+ e—Fu(U/—bu)

“)

where N; and N, represent the number of likes and

replies in a comment, respectively. w{ and w¥ are

also trainable weights. Similarly, we also adopt the

sigmoid function to modulate U’ within the [0,1]

interval.

Finally, the comprehensive score I’ of a com-
ment is defined as:

U'=uwV x Ny+wy xN., U

F=uw'xT+uw*xR+uw’xC+uw¥xU (5

where w!, wf, w®, and wY are trainable weights

assigned to the informativeness score, relevance
score, creativity score, and user engagement score,
respectively.

Furthermore, we manually score each metric (in-
formativeness, relevance, creativity, and user en-
gagement) with a binary O or 1. We set the thresh-
old at 0.5 for each metric and use the AUC (Area
Under Curve) to calculate the consistency between
manual scoring and automatic scoring for each met-
ric. We find that AUC of informativeness equals
0.83, AUC of relevance equals 0.86, AUC of cre-
ativeness equals 0.87, and AUC of user engagement
equals 0.80. It suggests that the alignment of each
metric with human judgment.

4 Methods

We propose a Chinese video hot-comments genera-
tion framework named ComHeat as shown in Fig. 3.

Initial comments are first generated by the LLMs
through supervised fine-tuning. Then we train a
reward model based on the comprehensive score
of comments and adopt reinforcement learning to
refine the popularity of the generated comments.
Finally, we utilize knowledge-enhanced Tree-of-
Thought method for further optimization to gener-
ate hotter comments.

4.1 Visual Feature Extraction

The aim of this step is to bridge the semantic gap
between videos and comments. We first leverage
embeddings from key video frames inspired by the
Flamingo approach (Alayrac et al., 2022). Next,
recognizing the significance of event progression in
videos, we preserve the keyframe sequence via po-
sitional embeddings. This ensures the sequence’s
essence and progression are encapsulated for sub-
sequent processing. Mathematically:

F,=LVM(k), S= ZFk@Pk (©6)
kEK

Where Fj represents features from the k-th
keyframe, extracted by LVM, Pj represents the
positional embedding for the k-th keyframe, S rep-
resents the serialized sequence of keyframe embed-
dings, and K represents a video’s keyframe set.

4.2 Supervised Fine-Tuning

We leverage an LLM, such as baichuan2-
13B (Yang et al., 2023a), for Supervised Fine-
Tuning (SFT) with the aim of generating hot-
comments that resonate with the ground truths. The
input encompasses both textual information (titles,
video captions, audio speeches, video descriptions)
and visual features extracted in the last step. Firstly,
textual information, denoted by T, is encoded to
a dense vector T,. Concurrently, the visual fea-
tures, represented by S, are transformed via a fully
connected layer, ensuring compatibility with text
dimensions. These modalities are then weighted
fused linearly as follows:

T. =Enc(T), S;=FC(S), Em=oa -To+pB-5
O]
where « and (8 are adjustable weights. This in-
tegrated feature, F,,, is decoded to generate hot-
comments of videos. Specifically, during the train-
ing phase, the loss function, denoted as Lsgr, in-
tegrates two components, including the inherent
cross entropy of the SFT process, denoted as Lcg,
and the Mean Squared Error (MSE) that quantifies

the difference between the comprehensive scores
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Figure 3: The overview of the proposed Chinese video hot-comments generation framework ComHeat.

of a predicted hot-comment and the ground truth,
denoted as Lg, as follows:

Lsrr = w? - Leg + w5 - L, (8)

where w{ and w3 are trainable weights.
4.3 Reinforcement Learning

The primary goal of this step is to align the gen-
erated comments with human preferences based
on Reinforcement Learning (RL) using a reward
model. The reward model associates the predicted
hot-comment x; with the ground truth comment ;
to compute a reward r = R(x;, y;).

Initially, we utilize comprehensive scores to as-
sess 1% of the comments generated in the SFT
process. This yields a a ranked sequence for an
LLM, represented as {c1, c2,...,Cn—1,Cm}. Sub-
sequently, using this sequence, we train a re-
ward model. We adopt a powerful LLM, named
baichuan2, and replace its softmax layer with a
linear one. The reward model takes a comment as
the input and returns a score that indicates the com-
ment’s quality. For training, we collate responses
from the ranking sequence and apply the Pairwise
Ranking Loss, depicted as follows:

L= —(%)E(z,yw,ylw[log(a(re(w, ) = ro(@, )],

2
©)

where z denotes the original comment, y,, and
y; represent the comments with higher and lower
scores in the given ranking pair, respectively. rg is
the scalar output from the reward model, D is the
set of ranking pairs, and K is the number of com-
ments generated during SFT. Through this process,
the reward model assigns higher scores (rewards) to
high-quality comments and lower scores (penalties)

to inferior comments, effectively imitating human’s
preferences.

Specifically, rewards comprise basic rewards, de-
termined by user engagement scores, and auxil-
iary rewards determined by informativeness, rel-
evance, and creativity scores. The basic rewards
are sourced from evaluations by human annotators.
Correlation coefficients are then computed between
user engagement and one of the scores in informa-
tiveness, relevance, and creativity for each video.
After that, the reward model adopts the basic and
auxiliary rewards as the final rewards of a comment
as follows:

corr(zs, u;) . r=BR+ Zw’ -AR; (10)

W) = —e——————
tXT corr(z, ) —

where w; represents the weight for one of the scores
in informativeness, relevance, and creativity for a
comment. BR and AR represent the basic rewards
and the auxiliary rewards, respectively.

After that, we feed comment x generated by
the SFT model into the RL model WfL to obtain
a more human-preferred comment y. We first in-
put (z,y) into the reward model ry and calculate a
score (i.e., reward), which represents the real-time
feedback from the reward model. Next, we aims
to maintain similarity between the RL model and
the SFT model with Kullback-Leibler (KL) diver-
gence. Finally, we combine the two loss functions
as follows:

L’;& — E(x7y) ~ Dﬂ_gL [TG(x,y)L

LY = —log(mi" (ylz) /=TT (ylz)),
RL LSFT
2 : )

(11
LRL:’LU{QL~L;9 —+ w

where ﬂfL(y]x) and 7F7 (y|x) represent com-

ments generated by RL model and the SFT model,
respectively, wit* and wit" are trainable weights.
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4.4 Tree-of-Thought Refining

To enhance the appeal of generated comments, we
propose the knowledge-enhanced Tree-of-Thought
(TOT) method which is inspired by Yao et al.
(2023) as shown in Fig. 3.

We first construct TOT instructions to generate
TOT content related to the video with GPT-4. TOT
instructions in Fig. 3 (denoted as “T'oTv”) include
video description (denoted as “Des”, such as “A
chef shares...”), key events (denoted as “Eve”, such
as “Selecting ingredients, Making sauce, Cook-
ing crepes.”), background knowledge (denoted as
“Kno”, such as “French crepes are a traditional...”),
creative associations (denoted as “Cre”, such as
“Crepes are like a piece of art...”), and target au-
dience (denoted as “Aud”, such as “People who
love...”).

Next, we optimize the TOT content generated
by GPT-4 with external knowledge bases like Wiki-
data in Fig. 3 (denoted as “T'oT'v,,”). Specifically,
i) we first link entities from the background knowl-
edge in the TOT content to corresponding entities
in knowledge graphs with TagMe (Ferragina and
Scaiella, 2010). For example, the description from
Wikidata of the “crepes” is “a European recipe
originating from France, ...”. i) Second, we detect
if there are errors in the description of the linked en-
tities. iii) Third, we enrich the background knowl-
edge with GPT-4 that is to ask GPT-4 to expand the
content with an instruction. Afterwards, we obtain
the optimized video-related TOT content including
“French crepes originated in the 13th century ...”
as background knowledge and other four aspects
maintain unchanged. iv) Fourth, we determinate
weights for the optimized video-related TOT con-
tent. Knowledge-enhanced TOT is a tree where
each content (i.e. each node) has a weight. We
determine each weight’s order with GPT-4 based
on video titles, captions, descriptions, and audio
content. We introduce a utility function U (¢, W)
for calculating the utility of a comment as follows:

5

Ule, W5 = wj - f(e), (12)
i=1
where c is a comment, W7 represents the weight
set for each TOT dimension, f7(c) denotes the
utility of comment ¢ concerning the TOT’s i di-
mension. Weights are optimized through gradient
descent and iterated until convergence:
AU (c, WT) AU (c, WT)

owT owl 7’
(13)

= fT(e), wl =wl —ax

General metrics
BLEU ROUGE BLEURT COSMic CIDEr METEOR

Popularity metrics
Info Rele Crea Enga
62.13 4455 28.62 3823
68.52 4732 3474 4355

uT
MML-CG

11.02 23.21 -0.45 43.54 45.14 6.31
19.45 34.89 -0.31 50.28 54.55 12.34
KLVCG 71.51 51.03 39.12 5254 | 24.76 40.39 -0.27 62.34 62.65 16.65
ComHeat 93.54 84.78 83.93 8832 | 59.21 79.36 -0.13 78.85 92.47 49.55

T 22.03 3375 4481 3578 | 3445 38.97 0.14 16.51 29.82 32.90
(%) 30.81 66.14 114.54 68.10 | 139.14  96.48 107.69 2648  47.60 197.60

Table 2: The performance of ComHeat in comparison to other
baselines in Chinese video comment datasets on our proposed

§A’HOTVCOM. Results of baselines are derived from being
trained with our dataset.

General metrics Human metrics

Model R@l R@5 R@10 MR| MRR | Flue Rele Corr
S28-IC 1289 3378 50.29 17.05 025 | 407 223 291
FRNN 17.25 3796 56.1 16.14 027 | 445 295 334
uT 18.01 38.12

5578 16.01 0.28 | 431 3.07 345
MML-CG | 1042 3643 5481 1564 0.24 - - -

KLVCG 1349 4143 5931 13.09 0.28
KLVCG+ | 14.88 4481 625 1191 0.30 - - -
ComHeat | 20.34 4731 6631 936 032 | 497 429 458

Human 482 331 4.11
T 233 250 3.81 255 002 | 0.15 098 047
(%) 1294 558 6.10 2141 6.67 | 3.11 29.61 11.44

Table 3: The performance of ComHeat in comparison to other
baselines in Chinese video comment datasets on the Livebot
dataset. Results of baselines are derived from their published
paper. MR| means the lower of the value, the better of the
method.

where « as the learning rate. In this video, the
weights for video description and creative associa-
tion are much higher than others.

Then, we generate comment-related TOT con-
tent in Fig. 3 (denoted as “T'07'c”) including com-
ment description (denoted as “Des”, such as
“French crepes are delicious.”), key events (denoted
as “Eve’”’, such as “The taste of French crepes.”),
background knowledge (denoted as “Kno™’), cre-
ative associations (denoted as “Cre’”’, and target
audience (denoted as “Aud’).

After that, we optimize comment-related TOT
content with optimized video-related TOT content
in Fig. 3 (denoted as “T'0oT'c,,””). The optimized
comment-related TOT content contains “French
crepes originated in the 13th ...” as background
knowledge, “Crepes are like a piece of art ...” as
creative association, “People who love ...” as target
audience. Other two aspects maintain unchanged.

Finally, we regenerate the comments with
prompt engineering. The input is the best com-
ment after RL (i.e.“The French crepes are very de-
licious”) and the optimized comment-related TOT
content. The output is the best comment after TOT
(i.e.“The French crepes are delicious food and like
an artistic creation.”).

S Experiments

In this section, we conduct extensive experi-
ments to evaluate the performance of our pro-
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General metrics Human metrics

Model R@l R@5 R@I0 MR| MRR | Flue Rele Corr
FRNN 2232 48.03 57.11 1470 0.34 |426 280 3.13
uT 2634 5466 6437 1266 0.39 |4.18 349 393

MML-CG | 27.50 56.12 65.68 1221 040 | 444 384 415
KLVCG 3408 5722 7137 951 046 - - -
KLVCG+ | 34.11 5733 7132 943 046 - - -
ComHeat | 37.24 60.34 7357 822 0.50 |5.13 468 525
Human - - - - 492 424 480

T 313 3.01 2.20 121 0.04 | 021 044 045
(%) 9.18 525 3.08 12.83 937 | 427 1038 9.38

Table 4: The performance of ComHeat in comparison to other
baselines on the VideolC dataset. Results of baselines are
derived from their published paper. MR means the lower of
the value, the better of the method.

posed ComHeat framework in comparison to

other baselines on generating hot-comments for
@HotVCom.

5.1 Experimental Setups

Our experiments are conducted on four Nvidia
A100 GPUs, each with 80GB of memory, using
PyTorch # in Python °. For enhanced training ef-
ficiency, we utilize DeepSpeed. We set the max-
imum sequence length for both input and output
sequences to maximum 1024 tokens. The training
process is set to 10 epochs. We list detailed training
hyperparameters in Table 10 in the Appendix.

5.2 Datasets, Baselines and Metrics

We utilize four datasets and eleven baselines for
comparison with details shown in Appendix D.
All results are reported on the corresponding test
sets or 20% subset split from the original dataset.
For public datasets, including VideolC, Livebot,
and MovieLC, the tests are conducted directly on
these public datasets without training. For our self-

collected datasets, which include (A)HOTVCOM
and the TikTok dataset, other baseline models have
undergone training on our datasets.

We classify our metrics into two categories: pop-
ularity metrics and general metrics. Popularity
metrics encompass informativeness, relevance, cre-
ativity, and user engagement. User engagement is
essentially assessed through manual ratings from
1 to 5, where 1 means the worst and 5 means
the best. The final scores will be scaled to 1-
100. We enroll three volunteers, and each of them
is required to give scores for the randomly se-
lected 500 videos with generated comments. We
also calculate Inter-rater agreement of Krippen-
dorff’s Alpha (IRA) to ensure the confidence of
human ratings. For the controversial ratings which
have low agreements (<0.7), we discard this com-

*https://pytorch.org/
>https://www.python.org/

General metrics
R@l R@5 R@I0 MR/ MRR

uT 6.24 1898 3198 2376 0.15
MML-CG 625 17.81 30.64 247 0.14
KLVCG 736 1926 2992 2487 0.15
KLVCG+ 8.01 20.51 31.68 2371 0.16
ComHeat 10.34  23.12 3255 20.16 0.19

1 233 261 057 355 003
(%) 2009 1273 178 1497 1875

Table 5: The performance of ComHeat in comparison to other
baselines in Chinese video comment datasets on the MovieLC
dataset. Results of baselines are derived from their published
paper. MR| means the lower of the value, the better of the
method.

Popularity metrics General metrics

Info Rele Crea Enga | BLEU ROUGE BLEURT COSMic CIDEr METEOR

UT-ResNet | 52.35 2738 10.56 12.56 | 4.63 7.23 -1.84 46.98 30.55 1.22
UT-CLIP 5531 31.58 17.57 2033 | 6.25 10.5 -1.57 55.35 3257 4.43
CLIP4AC 60.31 37.82 2039 257 | 631 10.57 -1.22 61.66 33.68 4.02
GIT-2 63.59 4133 24.69 32.11 | 11.67 15.32 -0.98 68.13 35.92 8.57
ViCo-r 65.17 46.76 2833 3855 | 11.33 15.58 -0.79 72.44 37.82 8.34
ViCo-u 7203 5277 3434 4753 | 1436 2033 -0.83 73.25 44.37 10.25
ViCo-f 80.35 60.32 52.12 6347 | 23.78 29.66 -0.78 73.99 50.41 18.9
ComHeat 83.46 66.14 63.53 71.76 | 27.55 30.82 -0.55 71.27 53.89 20.31
T 311 582 1141 829 | 3.77 1.16 0.23 3.28 3.48 1.41
(%) 387 9.65 21.89 13.06 | 1585 391 41.82 4.43 6.90 7.46

Table 6: The performance of ComHeat in comparison to other
baselines in English video comment datasets on the randomly
collected TikTok dataset.

ment. General metrics encompass BLEU (Papineni
et al., 2002), ROUGE (Lin, 2004), BLEURT (Sel-
lam et al., 2020), COSMic (Inan et al., 2021),
METEOR (Banerjee and Lavie, 2005) and self-
CIDEr (Wang and Chan, 2019), which assess the
relevance and the diversity of generated comments.

5.3 Main Results

In the domain of Chinese video comment genera-
tion, ComHeat consistently outperforms prior meth-
ods, as shown in Tables 2, 3, 4, and 5. These evalu-
ations span general, popularity, and human-centric
metrics on the @jHOTVCOM dataset, as well as on
the established datasets: Livebot, VideolC, and
MovieLLC. Following the research by Sun et al.
(2023b), we collect 1000 English videos from Tik-
Tok. Results, presented in Table 6, show that
ComHeat maintains its effectiveness in an English
video comment generation task, illustrating its
cross-linguistic capabilities.

5.4 Ablation Study

In Table 7, we analyze the impact of each ComHeat
component. Excluding SFT (“w/o SFT”), RL (“w/o
RL”), and TOT (“w/o TOT”) leads to the biggest
drops in results, showing their importance in video
comment generation. TOT is more effective than
COT, as COT tends to produce longer comments.
Basic and auxiliary rewards (“RW w/ br”, “RW w/
ar”’) have similar effects. The results also show
a preference for informativeness over creativity
or knowledge (“w/o K”, “w/o I”’, “w/o C”). The
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General metrics
BLEU ROUGE BLEURT COSMic

Popularity metrics

Info Rele Crea Enga CIDEr METEOR

Training-related

35.76
14.24
41.99
43.89
30.68

wloV
w/o SFT
RW w/ br
RW w/ ar
w/o RL

74.47
40.37
81.24
82.05
67.56

72.28
37.52
77.20
78.24
62.53

66.34
32.13
73.34
75.37
56.87

74.69
38.96
81.03
81.29
63.22

46.12
2223
50.22
51.66 71.32
38.17 59.46

TOT-related

33.35 53.52
56.78 76.13
83.55 | 5484 7338
7731 | 4821 68.36
87.35 | 58.24 78.44
70.52 | 43.48 63.66

88.32 | 5921  -0.13

65.36
34.76
69.56

-0.29
-0.60
-0.25
-0.22
-0.38

60.18
40.45
66.99
68.83
53.17

81.09
58.37
84.12
85.06
75.71

w/o TOT
wlo corr
w/o K
w/ol

wlo C
TOT2COT

60.22
89.66
85.23
78.30
92.81
71.35

56.34
82.00
80.86
75.45
83.27
70.78

84.78

51.39
80.37
78.83
69.25
82.76
63.13

83.93

54.45
85.93

-0.42
-0.15
-0.19
-0.26
-0.14
-0.33

78.85

48.10
75.84
71.60
63.11
7732
56.46

79.36

70.33
88.14
86.26
82.17
91.58
78.53

92.47

26.28
47.01
46.03
38.69
48.03
33.69

ConHeat | 93.54 49.55

Table 7: The contributions of each component of our pro-
posed ComHeat.

knowledge-based correction (“w/o corr”) has lim-
ited influence. Overall, ComHeat performs better
than all other setups, highlighting the combined
strength of its parts. We also tested other back-
bones like MOSS-16B (Sun et al., 2023a), BELLE-
13B (Yunjie Ji, 2023; Yunjie Ji and Li, 2023),
ChatGLM-6B (Du et al., 2022), and baichuan-13B,
as seen in Fig. 4. In summary, backed by the
baichuan2-13B model, ComHeat stands out, show-
ing its potential in video comment generation.

5.5 Case Study

Examples of our proposed ComHeat’s performance
are in the Appendix from Table 18 to Table 27
across various themes. We find that Unified
Transformer, MML-CG, and KLVCG give basic
comments, such as mentioning “cat food” in a
query-like form, lacking directness. Our proposed
ComHeat provides more detailed and emotional
content. When compared to human comments,
ComHeat has a different but engaging perspective,
showing areas to improve. Comparing ComHeat
and human generated comments as in Table 16,
ComHeat is off-topic or too formal at times. Yet, its
comments can be popular and resonate with some
audiences due to their unique or funny nature, as
shown in Table 17. This shows the great potential
of ComHeat in adding variety to online comments.

6 Related Work

6.1 Video Comment Generation

Recent research predominantly emphasizes live or
synchronized video comments like danmaku. Sys-
tems like GraspSnooker by Sun et al. (2019) and
the rap-style generator by Jumneanbun et al. (2020)
exemplify this trend. Major datasets like VideolC
by Wang et al. (2020) and innovations like the
open-domain approach by Marrese-Taylor et al.
(2022) have been introduced. While Chen et al.
(2023) targets long videos, Ma et al. (2019) merges
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Figure 4: The performance of adopting other LLMs as back-
bones in Chinese video comment generation.

visual and textual contexts. Our focus diverges to-
wards generating alluring comments for full videos.
Despite Sun et al. (2023b)’s contributions with the
ViCo-20k dataset, they lack comprehensive engage-
ment metrics. Notably, datasets like LiveBot (Ma
et al., 2019) are live-comment centric, and Sun
et al. (2023b)’s dataset, being English, might be
less fitting for Chinese scenarios.

6.2 Video Caption Generation

Research on video caption generation has seen di-
verse approaches. Qi et al. (2023) launched GOAL,
emphasizing Knowledge grounded Video Caption-
ing (KGVC). Techniques like attention-based learn-
ing have been explored by Ji et al. (2022), while
Song et al. (2022) introduce the Contextual Atten-
tion Network (CANet) for context-rich learning.
Meanwhile, Yan et al. (2022) and Babavalian
and Kiani (2023) offer unique frameworks for im-
proved caption relevance and diversity.  Yang
et al. (2023b) propose a weighted semantic model,
VMSG. Among multi-modal language model ad-
vancements, our work generate richer video de-
scriptions, aiding in effective comment generation.

7 Conclusions and Future Work

In conclusion, this study underscores the crucial
role of “hot-comments” in enhancing video visi-
bility, setting them apart from the prevalent “dan-
maku” comments. Through the introduction of
the extensive Chinese video hot-comment dataset
@HOTVCOM and the innovative ComHeat frame-
work, we offer a novel approach to generate rel-
evant and engaging video comments. In the fu-
ture, we plan to ensure the ethics and fairness
of the ComHeat framework from equal access and
fair algorithms. We will provide low-cost or free
tools and services, enabling smaller brands to en-
hance their video visibility. We also intend to in-
clude even more categories, especially those that
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are more niche. Moreover, we will explore cross-
lingual perspectives for video comment generation.

Limitations

While our research offers promising advancements
in video hot-comment generation, it also presents
certain limitations. First, our approach predomi-
nantly caters to Chinese short videos, which may
constrain its applicability in diverse linguistic and
cultural contexts. Second, the reliance on the
ComHeat framework assumes that visual, auditory,
and textual data are always present and of high
quality, which might not always be the case in real-
world scenarios. Furthermore, the optimization
techniques employed, though effective, may not
capture the full depth of human creativity. Lastly,
while the dataset we introduce is comprehensive, it
is inherently subject to the biases and characteris-
tics of its source, potentially affecting the general-
izability of our findings.

Ethic Statement

Throughout the course of our research, we have
maintained unwavering commitment to the highest
ethical standards. Our foremost priorities include
ensuring transparency, fairness, and the utmost re-
spect for all participants involved in this study. We
have taken extensive measures to safeguard user
identities and protect privacy through a meticulous
anonymization process applied to all data within
our dataset. Our overarching objective is to en-
rich the user experience and interactions on video
platforms while simultaneously upholding the prin-
ciples of individual rights and human dignity. In
a world where the influence of Al and technology
continues to expand, we remain acutely aware of
the profound impact these innovations can have on
society as a whole. It is essential to acknowledge
that in the realm of Al-driven comment generation,
there exists the potential for harmful comments to
emerge. Thus, we remain vigilant and resolute in
our commitment to responsible research practices,
with a strong emphasis on ethical considerations
and societal well-being.
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A Details of data construction

Specifically, in the OCR process, we use FFmpeg ¢
to transform videos into uniform frame sequences.
For enhanced caption accuracy, the OpenCV li-
brary 7 is employed, allowing dynamic adjustment
of RGB thresholds, initially set at 127. Gaussian
blurring, with parameters tailored to each video, is
applied for noise mitigation. During ASR, FFm-
peg again comes into play, isolating audio streams
and converting them to linear 16 PCM format. To
heighten speech extraction accuracy, the noisere-
duce library ® is used, designating the first audio
second as the noise benchmark. For keyframe ex-
traction, OpenCV is utilized to derive color his-
tograms and contours, and the Local Binary Pattern
(LBP) algorithm (Pietikdinen, 2010) extracts tex-
ture features. After feature normalization, K-means
clustering categorizes frames, with each cluster’s
central frame chosen as the keyframe. The extrac-
tion’s precision is validated using SSIM (Wang

Shttps://ffmpeg.org/
"https://opencv.org/
8https://github.com/timsainb/noisereduce

et al., 2004) and PSNR measurements against
the original video content, and 1% of videos un-
dergo manual validation. For theme categorization,
Video-ChatGPT discerns video content, while Chat-
GPT offers text insights. We randomly select 1% of
videos for manually checking for accurate tagging.

B Exploratory Data Analysis

We make detailed exploratory data analysis on the
constructed ’(@HOTVCOM as illustrated in Fig. 5.

Fig. 5(a) shows the relationship between the
maximum number of likes/replies and the number
of comments. The X-axis represents the number of
comments, and the Y-axis (logarithmic scale) rep-
resents the maximum number of likes and replies.
The graph shows a trend of increasing maximum
likes and replies as the number of comments in-
creases.

Fig. 5(b) shows the average number of likes dur-
ing different hours of the day. There are noticeable
peaks in average likes during specific times, such
as at 3 PM and 9 PM.

Fig. 5(c) shows the relationship between the
number of fans and the average number of
likes/replies. The X-axis represents the fan number
ratio, and the Y-axis represents the average number
of likes/replies. The chart shows that the average
number of likes/replies initially increases with the
number of fans but then decreases.

Fig. 5(d) shows the contribution percentage of
users of different age groups to the most praised
comment. It can be observed that certain age
groups, such as those between 25 to 29 years old,
have a particularly high contribution rate.

Fig. 5(e) shows the contribution percentage of
different regions to the most praised comment.
There is a significant variance in contributions by
region, with some regions contributing much more
than others.

Fig. 5(e) shows the average number of comments
and the number of videos across different video cat-
egories. The X-axis represents the category of the
video, the left Y-axis represents the average num-
ber of comments, and the right Y-axis represents
the number of videos. It is evident that some cate-
gories, like “Finance and Economics”, have a high
average number of comments, while others have a
larger quantity of videos, such as “Knowledge”.

Combining the above insights, we can conclude
that: i) Popular comments tend to increase in likes
and replies with an increasing number of comments.
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Figure 5: The exploratory data analysis on @)HOTVCOM‘

ii) Users are more active during certain periods, in-
dicating peak times for liking videos. iii) Users
with more fans tend to have comments that receive
more likes and replies, although this trend is not lin-
ear. iv) Contributors to the most popular comments
are more concentrated within certain age brack-
ets. v) There is a significant regional difference in
contributions to the most popular comments, sug-
gesting that regional culture may affect comment
interaction. vi) Different video categories perform
differently in terms of attracting comments and the
production of videos.

C More experiments

Moreover, we introduce a dedicated dataset using
video descriptions as labels to augment the informa-
tion content of the generated captions. ComHeat’s
performance, when compared to baselines in Chi-
nese video comment generation, is evident in Ta-
ble 8. This underlines ComHeat’s prowess in deliv-
ering contextually relevant Chinese captions. Fur-
thermore, on the English video caption generation
datasets MSVD (Chen and Dolan, 2011) and MSR-
VTT (Xu et al., 2016), as presented in Table 9, we
list the results of the baselines based on the cor-
responding paper, and find ComHeat consistently
excels, marking its robustness in bilingual caption
generation tasks.

D Baselines

We elaborate baselines as follows:

S2S-IC (Ma et al., 2019) integrates both visual
and textual information. It utilizes two separate
encoders to process images and comments. The

BLEU ROUGE BLEURT COSMIC CIDEr METEOR
uT 15.67 28.65 -0.47 50.12 44.69 8.33
MML-CG  22.70 35.08 -0.39 56.34 56.67 17.83
KLVCG 28.00 39.64 -0.37 58.92 62.83 22.55
ComHeat 41.21 58.19 -0.26 66.31 85.36 30.47
T 13.21 18.55 0.11 7.39 22.53 7.92
(%) 47.18 46.80 42.31 12.54 35.86 35.12

Table 8: The performance of ComHeat in comparison to
other baselines in Chinese video comment datasets on the
Chinese video caption dataset sourced from our proposed

{A)HOTVCOM.

MSVD MSR-VTT
BLEU ROUGE CIDEr METEOR | BLEU ROUGE CIDEr METEOR
POSRL 53.90 72.10 91.00 34.90 41.30 62.10 53.40 28.70
ORG-TRL | 54.30 73.90 95.20 36.40 43.60 62.10 50.90 29.70
O2NA 55.40 74.50 96.40 37.40 41.60 62.40 51.10 28.50
OA-BTG 56.90 - 90.60 36.20 41.40 - 46.90 28.20
GL-RGHIT | 60.50 76.40  101.00 38.90 46.90 65.70 60.60 31.20
ComHeat 63.90 80.30  104.20 42.70 51.30 69.90 66.30 34.70
T 3.40 3.90 3.20 3.80 4.40 4.20 5.70 3.50
(%) 5.62 5.10 3.17 9.77 9.38 6.39 9.41 11.22

Table 9: The performance of ComHeat in comparison to other
baselines in English caption datasets including MSVD and
MSR-VTT.
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Parameter Name Parameter Value

Parameter Meaning

Linin 1 Minimum optimal comment length boundary

Lpaa 50 Maximum optimal comment length boundary

« 0.05 Penalty adjustment coefficient for exceeding optimal length
wi 0.6 Weight for the length penalty in informativeness score

wé 0.6 Weight for the vocabulary diversity in informativeness score
w{% 0.6 Weight for the keyword matching degree in relevance score
wh 0.6 Weight for the context matching degree in relevance score
wlc 0.6 Weight for the rhetorical technique score in creativity score
wZC 0.6 Weight for the trending term score in creativity score

kr, ky 1 Slope of the sigmoid function for rhetorical and trending scores
by, by -1 Offset of the sigmoid function for rhetorical and trending scores
wy 0.5 Weight for the number of likes in user engagement score

wg 0.5 Weight for the number of replies in user engagement score

ku 1 Slope of the sigmoid function for user engagement score

bu -1 Offset of the sigmoid function for user engagement score

w! 0.2 Weight for the informativeness score in comprehensive score
wh 0.2 Weight for the relevance score in comprehensive score

wC® 0.2 Weight for the creativity score in comprehensive score

wY 0.4 Weight for the user engagement score in comprehensive score
« 0.5 Adjustable weight for linear fusion of text and visual features
B 0.5 Adjustable weight for linear fusion of text and visual features
wf 0.8 Weight for the cross-entropy loss in SFT process

ws 0.2 Weight for the mean squared error loss in SFT process

whl 0.3 Weight for the reward model score in RL model

wa 0.7 Weight for the KL divergence loss in RL model

wJT [0,1] Weight for the Tree-of-Thought (TOT) dimensions

Table 10: Detailed training hyperparameters.

outputs of these encoders are then concatenated
and fed into an LSTM decoder to generate output
comments.

FRNN (Ma et al., 2019), the Fusional RNN
model, comprises three components: a video en-
coder, a text encoder, and a comment decoder. The
video encoder processes a sequence of consecu-
tive frames using an LSTM layer on top of a CNN
layer, while the text encoder encodes surrounding
live comments into vectors also using an LSTM
layer. The comment decoder then generates the
live comment based on these encodings.

UT/UT-ResNet (Ma et al., 2019), the unified
transformer model, uses a linear structure to cap-
ture the dependencies between comments and
videos. It consists of a video encoder, a text en-
coder, and a comment decoder.

UT-CLIP (Sun et al., 2023b) uses CLIP instead
of ResNet for feature extraction based on the uni-
fied transformer model framework.

MML-CG (Wang et al., 2020), the Multimodal
Multitask Learning framework for Comments Gen-
eration, first extracts different modality features
using various encoders. These features are then
integrated by a multimodal encoder, which jointly
optimizes two tasks: temporal relation prediction
and comment generation, in an end-to-end manner.

KLVCG (Chen et al., 2023) comprises indepen-
dent modality encoders for video context, comment
context, and external knowledge, along with a cross
encoder and a decoder.

KLVCGH+ (Chen et al., 2023) represents the re-
sults of KLVCG pre-trained on a mixture of Live-
bot, VideoIC, MovieLC datasets.

CLIP4C (Tang et al., 2021), the CLIP4Caption
framework for video captioning, involves two
stages of training. Initially, a video-text matching
network is pre-trained on the MSR-VTT dataset for
better visual representation. Then, this pre-trained
network is used as a video feature extractor in the
fine-tuning stage. The system inputs a sequence of
frame embeddings to a video encoder, linked to a
decoder that generates text. For ensemble purposes,
multiple caption models with different layers of en-
coder and decoder are trained, and their outputs are
combined for a robust final result.

GIT-2 (Wang et al., 2022) comprises a single im-
age encoder and a text decoder, pre-trained on 0.8
billion image-text pairs with a language modeling
task. It first uses a contrastive task to pre-train the
image encoder, followed by a generation task to
pre-train both the image encoder and text decoder.

ViCo-r, ViCo-u, and ViCo-f (Sun et al., 2023b)
are sourced from ViCo. ViCo-r uses a generator
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trained with randomly sampled comments, ViCo-
u employs a generator trained with uniqueness-
guided sampling, and ViCo-f proposes a model
called ViCo with three novel designs focusing on
engagement quantification, automatic engagement
evaluation, and alleviating scarcity of high-quality
comments using reward feedback.

POSRL (Wang et al., 2019) consists of a gated
fusion network, a POS sequence generator, and a
description generator. It utilizes a self-critical se-
quence training method for reinforcement learning,
focusing on exploiting relationships among differ-
ent video features and POS tags of descriptions for
generating comprehensive and accurate captions.

ORG-TRL (Zhang et al., 2020) follows an
encoder-decoder framework, with an object re-
lational graph at its core. It dynamically learns
the interaction among different objects and atten-
tively aggregates visual features to generate de-
scriptions. The learning process includes both
teacher-enforced and teacher-recommended strate-
gies.

O2NA (Liu et al., 2021) is based on the Trans-
former decoder, comprises an object predictor, a
length predictor, and two Transformer decoders,
focusing on generating objects in parallel and then
linking them to form fluent captions.

OA-BTG (Zhang and Peng, 2019) is an advanced
video captioning model that follows an encoder-
decoder framework. It begins by extracting frames
and object regions from a video, constructing a
bidirectional temporal graph to capture complex
temporal dynamics. The model then aggregates
these features into discriminative representations
using learnable VLAD models, focusing on both lo-
cal object details and global frame context. Finally,
in the decoding stage, it integrates these represen-
tations and employs GRU units with hierarchical
attention to generate detailed video descriptions,
effectively balancing the contributions of multiple
objects.

GL-RGHIT (Yan et al., 2022) is with an encoder-
decoder architecture, includes a global-local en-
coder and a captioning decoder. It emphasizes ag-
gregating different frame features to enrich global-
local vision representations and translates these
into natural language sentences using an incremen-
tal training strategy.

Model Engagement Agreement
uT 38.23 0.82
MML-CG 43.55 0.87
KLVCG 52.54 0.84
ComHeat  88.32 0.91

Table 11: The agreement scores for comments gener-
ated by baseline models and ComHeat on the proposed

(A)HOTVCOM.

Model Engagement Agreement
UT-ResNet  12.56 0.80
UT-CLIP 20.33 0.83
CLIPAC 25.70 0.82
GIT-2 32.11 0.81
ViCo-r 38.55 0.85
ViCo-u 47.53 0.84
ViCo-f 63.47 0.89
ComHeat  71.76 0.90

Table 12: The agreement scores for comments generated
by baseline models and ComHeat on Tiktok.

E Metrics

E.1 Annotation protocol

The manual metrics Fluency (short as Flue), Rel-
evance (short as Rele), and Correctness (short as
Corr) derive from Ma et al. (2019). In our study,
we do not re-evaluate the Fluency (short as Flue),
Relevance (short as Rele), and Correctness (short
as Corr) for each model in Wang et al. (2020) and
Ma et al. (2019); these scores are taken directly
from the values published in their respective ar-
ticles. We also list the corresponding content of
three metrics as follows:

Fluency is designed to measure whether the gen-
erated live comments are fluent, setting aside their
relevance to videos. Relevance is designed to mea-
sure the relevance between the generated live com-
ments and the videos. Correctness is designed to
synthetically measure the confidence that the gen-
erated live comments are made by humans in the
context of the video. For all three aspects, we stip-
ulate that the score should be an integer in {1, 2, 3,
4, 5}, with higher scores being better. Scores are
evaluated by three human annotators, and we take
the average of the three raters as the final result.

It is important to note that the human metrics
defined in our paper include only user engagement.
Informativeness, relevance, and creativity are au-
tomatic metrics. We have explained that user en-
gagement represents the level of users’ interaction
with a comment. It is essentially assessed through
manual ratings from 1 to 5, where 1 means the
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Model Fluency Fluency-Agreement Relevance Relevance-Agreement Correctness Correctness-Agreement

ComHeat 4.97 0.89 429 0.86 4.58 0.84

Table 13: The agreement scores for comments generated by ComHeat on Livebot.

Model Fluency Fluency-Agreement Relevance Relevance-Agreement Correctness Correctness-Agreement

ComHeat 5.13 0.88 4.68 0.85 5.25 0.82

Table 14: The agreement scores for comments generated by ComHeat on VideolC.

worst and 5 means the best. The final scores will
be scaled to 1-100. Below, we also list the specific
protocol as shown in Table 15.

E.2 Agreement scores among annotators

We list the agreement scores for comments gener-
ated by each model and our method, ComHeat, on
the proposed HOTVCOM (see Table 11), Livebot
(see Table 13), VideolC (see Table 14), and Tiktok
(see Table 12) datasets. To facilitate easy reference,
we retain the human evaluation scores and provide
the corresponding agreement scores next to them.

F More cases

‘We list more cases as shown from Table 18 to Ta-
ble 27.
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Score

Description

Score 1
Score 2
Score 3
Score 4
Score 5

Disengaging: The comment is disengaging and irrelevant, failing to stimulate any noticeable user interaction.

Marginally Engaging: The comment is marginally engaging, eliciting only minimal user interaction.

Moderately Engaging: The comment is moderately engaging, sparking some interest and interaction.

Highly Engaging: The comment is highly engaging, resulting in significant user interaction.

Exceptionally Engaging: The comment is exceptionally engaging, generating substantial interest and high levels of user interaction.

Table 15: Annotation protocol of human evaluation.

HAFBARE
B

(7153

Video
Theme X Pets | AR Travel | A Technology | B # Fashion
Title 2 Thanks to college | 8848K . 8848 meters, the | 3 # ¥A % The [Earth | & # % % What do you
# K % students! It feels | %k & B view from the | #/450K & rotates at a | X  # A think of the new
A1 11 Ilike the dog is | % % top of Mount | & /& A%, speedof450 | #7 & 4 # survival rules for
% & & taking us for a| & T M Everest, the | RAMIHKE meters per | M. &A1 modern young
2 4% 1% walk, just like the | A » & closest place | &A1 44T second. Why | .43 /& 24 people? #Con-
& £ % "Pineapple Bun".| # # X to the sky,| LAE? & can't we, | % ? #H % sumerDowngrade
# ¥ &  #GermanShepherd | % ¢ 3 the magic of | i & F & whoaredeep | 5% #5F 4 #YoungPeople
# M#i&  #GoldenRetriever | % - #% nature. #Mag- | R... #3%84% within the | A #L% #Shanghai
# #& 4  #StudentsWalking- | 4 9 X nificentView FH KM Earth, feel it?
#XK % % DogOnTikTok B A#¥% #Different- i Comment if
B H#HF @ H M Perspective you know...
# B8 #¥ A~ A #ExtremeSports
7 & A& #  #Thrilling
R # IR
iE ) #I%
o ] 23
ComHeat X # 4 College students | % # B Mount Everest, | & A # <~ I drive at a | Z# % %% In the context
# ¥ . walking the dog,| % *% .  agianttowering | B¥ 162> 2 &) speed of 16 | 9 H & F> of consumption
@ d feels like Sun | — & into the clouds, | ® &/ % .  kilometers L#HF42 A downgrade, young
T 3 % Wukong walking | & # A attracts people | A1t 4 &KE per  hour,| A %  people in Shanghai
= ® % the monkey! % 8 E  toclimband ex- | %R % why can’t T | &9 Fl i #& 4%  maintain their
F ooy R A s % plore. feel it? AERE,  quality of life
i 5 F A fef1E A%  while  reducing
1l * % EA 4l &&K consumption. They
B A Bl T5%4 use wisdom and
% &6k . creativity to find
&% B ways to enjoy life.
&1L A% This journey of wis-
i, #%#& dom is admirable
fi14 %k 7 /& and enlightening.
o
Human K % 4 After the college | "2 » 3  Wow, the Earth | & & % T2 Tcan'tfeelit. | L#HHEF  Young refined
# % @ students walk, they | ¥4 is so small. 173 How strange. | % A4 *5%; Shanghai folks like
% % & can’t be woken up, ES to drink Luckin
# 47 A% even by hitting. Coffee.
TR EE

Table 16: Some cold comments generated by the proposed ComHeat.
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LSRFBEARE
IBED A

Video f
\ Lo
Theme | %4 Pets E ¥y Food il Fashion
Title KM AR My comment | — MM A video teaches | A 89 Bf Z 4 What do
fi1 69<#>F A is that none | F 2 H¥#4 you why the | [T, %4 you think of
R 5 3 | #12 of you wrote | #FZ&R %) 3| barbecue B 242 #R this trendy
Z Bk B ¥ the character | R A 278 24 stall’'s  "garlic | F# #F ] #F new faction?
# k & B "cat" correctly! | F ! ## & £ sauce" is so | BA #HoleyShoes
X% #Documenting- | & ¥ # & #% fragrant! #Tik- #HoleGate
CatDailyLife £ vlog TokFoodRec- #YoungPeople
#ComeAndCor- ommendation
rectTheDogPart #FoodVlog
ComHeat . AFRA. Cat: I'm not,| RIFEMR AL TIsuspectyou're | i I'T K & »  The hole door
KAAH, B 1 don’t have, | HEMKE teaching me | MA#¥ 4 £# is eternal, ho-
A don’t talk non- how to cook. A ley shoes are the
sense. trend!
Human FTvA, JaiE4  So, is the mas- | E5 & & % ¥  Hehe, I'm | & 4~ ¥ Zgap These  shoes
524 ter’s surname | # E....H 4 the barbecue | hole- 4R & have a gap hole,
Tian? KTHRSHE stall  owner.. | &citywalk very suitable for
Wk G ¥+ because I added citywalk.

a lot of chicken
essence, MSG,
and oyster
sauce.

Table 17: Some hot-comments generated by the proposed ComHeat with high score in popular metrics but low score in general

metrics.
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Video

Pets

Theme =4 | £& Food
Title % T % — K% & About the first time I made cat | # F X @ X R £ AL Don’t fry the eggplants
T MM, € food for my cat, its reaction! | 42, 5 & XA H— you buy. Make a cold
8 R B | #12 & #RecordingCatDailyLife #Mas- | # % F, & #% 7+ § ., 4F dish like I do, spicy and
Mok B % #7% )% terFang  #NetEaseTiancheng- | "2 X i £#/% ¥4 F #T appetizing, delicious and
1% #M 5 R J4  CatFood #RabbitCatFood | %% ¥ simple ~ #ColdEggplant-
#R AR #M 5 #NetEaseStrictlySelectedCat- Dish #RiceCompanion
7 R AR Food
Unified X T % —KR% & What does my cat’s reaction | ®3¥# F. F#HFH. Cold mixed eggplant,
Transformer | K 3 # % 4% > € mean when I made cat food for it | #Fv¢ X i % spicy and appetizing,
8 R AT 4 & & for the first time? delicious and simple.
u;]‘—?
MML-CG X T % —R% & About the first time I made cat | & % AKR R4 # Fi& Many people don’t know
KB M4 . € food for my cat, its reaction! AEIXAEB . R M AR eggplant can be prepared
8 Rz ! RAYE . FLXFE - this way. No need to fry.
Delicious and appetizing.
KLVCG % — R4 M B How did the cats react the first | 7 ¥ X @ X R £ &L  Don’t just fry the eggplant
4%, BA18 R &Z  time I made cat food for them? | 4%, 1% & & AF M — when you bring it home.
R EHG? #4T. HHAEF. 4 Make it like I do: a cold
vz, X mixed eggplant, spicy and
appetizing, delicious and
simple.
baichuan2 7 U A% R &9 d% Kk Master Fang’s cat is really picky, | & F &K 2% F. &4 1 don’t like eating egg-
4 KR T "€,  haha! 5? plant, what should I do?
Lol |
baichuan2sft | 7 ) 4% K # 7 | Master Fang is amazing! My cat | /% # # F 4 X %2 T  Cold mixed eggplant is so
KRB AL L also loves freeze-dried rabbit cat | ¥&! delicious!
AT RAWM,  food, its fur has become shinier~
LeRHETR/R LR
o~
baichuan2sft- | 22K : #& i& & & Cat: I still prefer my special cat | % & 91 % # % # %  Follow the video to learn
1l K & B9 % B M food, thank you for the kind ges- | F. ##*&+ H . E Bs how to make cold mixed
A BHER 4T ture! % | eggplant, sour and spicy, a
&1 summer essential!
ComHeat B . fR AT Z%E  Cat: You taste it yourself... P'm | /R 3 # F 4 K45 *2 T  The cold eggplant dish is
"EOR . o &K LAE  full, you eatit. el AFXZXT—T, really delicious! I tried it
T, fkveee ki A69MRH ! XX at home and the taste is
—ZERKK, HELE  amazing!
ke TR fa T %
HFHEATRK KA E!
Human & &%k &M 1R E Appearance, aroma, flavor, and | #4477 & K%k F Why isn’t it a large green

Y1} & — A

texture - you should at least excel
in one.

eggplant?

Table 18: Some hot-comments derived from several themes generated by the proposed ComHeat in comparison to other baselines
of Chinese video comment generation.
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——
| — |
e
R 1
o L
S
Video Q"
3
7|
Theme | AR Travel | B Fashion
Title "A& M F . K "Let’s go, young man, to feel the | Kk % T IR A After I got this haircut, T
R—R4%& L4 wind in fate #ToFeelTheWind- | <48, FT#ki& % |»F felt like I had a new head.
R#E N — R4 & InFate  #GuangwuMountain | 4~ X # 69 #£ 4F#1i2 ¥ &  Ah Lin did a great job to-
28 R #k& F L #ComeToSichuanForGradu- KA E day. #RecordRealLife
#2 W RATR W) atonTrip #SummerRetreat
BT #8FM  #FreeAttractionsWithHigh-
b #F S FEEIE SchoolEntranceExamAdmit-
T % % % A Card"
A
Unified & 17 % W Nl Taking a graduation trip to | & k¥ % T I Ak After the haircut, it feels
Transformer | &3t T Sichuan is the right choice. Mg, FTAHEZ | F4  like a whole new head,
R dT . Alin did a great job today.
MML-CG # & A EFET  Which attractions can be visited | FT# X% | F4 X %4  Alin did a great job today.
%, 5% 3 FF £ K for free with the college entrance | #£4F
p3 examination admission ticket?
KLVCG A, »F &R Let’s go, young man, to feel the | 3k £ 69 % ] F. 4R You did a great job with
— R 4 & Z &  wind in your destiny. K EA, KX K the haircut, it feels like a
o TIPS KALE . % whole new head after get-
b . ting it done, hahaha.
baichuan2 * R — A& EZ  Gofeel the wind of destiny, expe- | I %k £ #h 15 # T A It feels like a different
8 R, B KB rience the beauty of nature, and | A FI#k&9F Z A& K person after the haircut,
K8 £4F ., 1k purify your soul. BT Alin’s craftsmanship is
RAFEH AL truly amazing!
baichuan2sft | %% L 11 % % How much is the ticket for | &KIFEMR T FE I suspect you did it on pur-
& Guangwu Mountain? pose.
baichuan2sft- | @ 5| 4 R & A The scenery in Sichuan is truly | X K®E £ & A £ 4.  This barbershop is magi-
rl %, AM 4 — % beautiful; I must visit if [ get the | 3 %k X #1424 T %k  cal, it feels like a new face
R EEA chance. B, MRS REGEA A after the haircut, Alin’s
ARKBET! styling today is fantastic!
ComHeat A 4 & & /M R One should make the mostof the | 3 7 F % 4& 41 4% Edward Scissorhands!
K, FAL 4 E  joysinlife and not let the golden | ) AR & % s F4 X %  Teacher Tony and Ah Lin
2 A . &%, % goblet face the moon in vain. Go | #4£4F did a great job today.
%, X RL— L% on, young man, and experience
EBEZHR! the winds of fate!
Human M A& 2%k"F, HowdolgettoNanchong? The | 745, &R £ JFH KR Not bad, Teacher Tony’s
G ALAR & & % 8 navigation doesn’t show any driv- | 4%, JBFHE IR+ R skills are good, and Xiao
2%, ing route. Chi is young and hand-
some.

Table 19: Some hot-comments derived from several themes generated by the proposed ComHeat in comparison to other baselines
of Chinese video comment generation.
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Video

Theme | & & Music | % Family
Title #2023%F F & $ )% #2023TheVoice  OfficialAn- | £ 4 4 3t £ B #B#K A wonderful life is right
% & B — 1L nouncement The last mentor | 7 @ &) £ % A& 1 #— at BaiFu. #LocalLifeSu-
F)FE T ! 4% is decided! The evergreen of | 35 X W 4) ## 7 #¥4) permarket #OneStopShop-
% 3% % & # B Chinese music, Zhou Huajian, | @DOU+)> 8 F ping #Supermarket #Shop-
de 4 & 48 1 B is here! Looking forward to 8 ping @DOU+Assistant
#7H 148 8\ %  PM on July 14th to find the good
#—A FE4FF  voice together!
=
Unified LY Wakin Chau FHAERETAR A wonderful life is at
Transformer BaiFu.
MML-CG B 4 f £ JF .  Teacher Wakin Chau. Good. (A ERAEERH, ¥ A wonderful life is at
i . WR=RR #75 i) BaiFu, the supermarket
right at your doorstep.
KLVCG B fef& % )% . & Teacher Wakin Chau, I like your | %7 # /& & B % & £ 1 heard across the De-
ERAR F R music. . FF T —KBA@H % velopment Zone Commit-
AERT . TR B4 tee, there’s a new BaiFu
T8 AR AR, - Boutique Life Supermar-
ket. It’s like an upgraded
version of BaiFu.
baichuan2 MAF R 4R Looking forward to Teacher | HMER KT —4, R I went there yesterday, felt
Wakin Chau. — M Ak it was just average.
baichuan2sft | B % 4& £ )7 . #& Teacher Wakin Chau, I also want | # 7 &7 ¥ 4 R #& EZ R The supermarket’s decor
LR L S5 mF  to sign up for "The Voice of | 4, TRF#HE. style is really nice, I'll
FEE! China"! visit again next time.
baichuan2sft- | B f& & % )% . 4k  Teacher Wakin Chau, you are the | & #& # & 4 & # 7 .  BaiFu Boutique Life Su-
rl &SP F KR god of music in my heart, look- | ¥ 47 & 89 X & | 47 #  permarket, a shopper’s par-
Z A, B #1RE  ing forward to your chair turn. KFE L ER . KM K adise! Fresh fruits, deli-
A BRARA . WAL IE  cacies, drinks, snacks, all
# B . 6/116%5 JF & at very reasonable prices.
EAAEFE B AW EE  Grand opening on June
, RkAFREA—AE 16 with amazing perfor-
#g | mances and lottery events.
Come and visit with your
family!
ComHeat # £2023F E 4 Iam Zhou Huajian, a mentor for | & #& A& W #+ % ., W4 BaiFu Supermarket up-
B & 8 JF B f& The Voice of China 2023. This | # ) X & | & & #7 & graded, a shopper’s par-
., 4 F B X#& summer, [ am looking for friends | 12 & » $ A 221.28, #& adise! Fresh and afford-
k) & &4 & —#  who share my passion for music. | 71.99, 454 433.9, K able food: Oreo at 1.28,
#EF KRG M Isityou? B JNO...... 6A16% 7 peach juice at 1.99, pure
K ARG L, THE EAHEE mik at 3.9, large water-
#, Rk REA—FRE melon at 99.. Grand
#E g | opening on June 16th with
performances and lottery
activities. Come and shop
with your family!
Human K W% A& 4F B & % It should be the highest historical | #7 2~ &% I A& &% 4 Hope there are no expired
Kol 509 T star ranking in The Voice. yed products available.

Table 20: Some hot-comments derived from several themes generated by the proposed ComHeat in comparison to other baselines
of Chinese video comment generation.
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Illll!l
Video :
Theme ‘ =R Three rural issues ‘ % Finance and economics
Title #37 R AT %2023 #NewFarmerPlan2023  #Ru- | AR 4k &, &AKW1 A-shares continue to be sluggish. What are
#R A A % R B rallife Before the harvest | &% 02 #F #2 % #E %  the valuations for each sector? #Stocks #In-
KR FF . Al season, abundant fruits al- | #¥ M F & #F B & #6] kA vestment #Pharmacy #KweichowMoutai #Chi-
R A ZEZLIEA ways bring happiness and | #5 AR #TER KR 45K naDutyFreeGroup #GEM #LongiGreenTech
# 3| 7+ & o & joy@MountainManOldTan & #CATL #WuXiAppTec
@l Z A%  @LitleFollower
@ 3R
Unified MR EEEAIE Abundant fruits always bring | #747R B F S New energy photovoltaic semiconductor
Transformer | A & 2| /&4 & happiness and joy.
B
MML-CG R R A41641 & F The farmer uncles work really | @ /&, EJ7. # AR, ¥ F Liquor, medical, new energy, semiconductor,
F, A &AM £ hard, sweating a lot for our de- | &> E L. k4K, ¥, ¥ military industry, photovoltaic, traditional Chi-
A R &R % T licious food. Sk, BR nese medicine, semiconductor, photovoltaic
K.
KLVCG EAH H A AR These grapes look sweet, looking | £ & &5 &2 %& &% TAMK  The valuation of US stocks is far higher than
44, M S E forward to tasting them! A-shares.
—F
baichuan2 Loy AR A8 K The pickled pepper hot pot in | £ & #AMA T ARTH MM From a global perspective, the valuation of the
$R95°E, Waushan is delicious. 5, BERREHZFTMNAY  A-share market is reasonable, and the invest-
! ment value of each major sector stands out!
baichuan2sft | %, 4R & A JK  OId Tan, is this melon tasty? AR R, & A REEIME  A-shares continue to be sluggish. How are
Fr Bx% V2 AREHTEREL the valuations for each sector? It seems that
BN T B AT investment requires a deeper understanding
and analysis.
baichuan2sft- | & A~ R 4572 . #&  This melon is delicious, I also | ZAM % 44 & 6945 JL T . 2Given the ongoing slump in A-shares, the val-
1l LREH . want to pick some. ZEANREGHEA LT X uvations of each sector are indeed worth paying
Eo WA AE KA, attention to. From a price-to-earnings ratio
HERETLEDE T H LA perspective, many sectors have returned to his-
fi, X KHFZ—MEH XIZ  torical lows, which may be an investment op-
& AL, Rid, & KA portunity worth noting. However, please make
HF L MAF AR, T sure to conduct thorough research, understand
fRR e % kR . WAL the risks, and make cautious decisions. Best
MR ! wishes for your investment!
ComHeat KA ¥ % B G, Farmers work hard to prosper, | A4 4%, & A KB 945 A-shares continue to be sluggish. What are the
* dk 89 & B #  the joy of harvest is overwhelm- | A & % 4 ? & % . T & valuations for each sector? I don’t know, does
i AARAT B ing! Wishing you to harvest more | £ % VA K fo il 4? anyone know the price-to-earnings ratio?
KR ESFTF, plums next year, leading to a
AEREHR more fulfilling life!
Human EARZRZX 2% People have so many plums at | A% 89 £ k238 7 & £ &2 The leading companies still have a very low
ZF %7, dF% home but prefer to eat the expen- | fRALTT price-to-earnings ratio.
vg, &L ) R 89 % sive ones from Wushan.
ERES: &

Table 21: Some hot-comments derived from several themes generated by the proposed ComHeat in comparison to other baselines
of Chinese video comment generation.
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Video

BERBRLAA

Theme | FaiR Knowledge | #F Parent-child
Title ¢ 89 % & 74L& Its saliva is not only a cleaning | & # 38 & J& % A 69 % Is this the house of prim-
FHEH ZImA  agent, but also a cooling tool! | FT#A K% ERRHE #4& itive people? #Human-
Bimad 51 #R & #Kangaroo #AnimalsMysterious- | ## § & % #% 445 X B CubObservationGroup
# M EEATA  Behavior # #TopParentingExpert
#CuteKidDailyLaughs
Unified ¢ 89 % % T4 A&  Its saliva is not only a cleaning | % 38 £ & % A %) % F Is this the house of primi-
Transformer | 7 & # . ¥ & agent, but also a cooling tool! | "§? tive people?
BeigmAh & | #R & #Kangaroo #AnimalsMysterious-
# W E ZATH  Behavior
MML-CG Mk ZATA  Animals’ puzzling behaviors v, ZANRM AT Wow, this primitive per-
H OG5 A A | son’s house is really inter-
esting!
KLVCG R R ER ERZ Kangaroo’s saliva is truly amaz- | R# A8 & F, &A% The primitive person’s
At ing, *EE . house, I want to see it too.
baichuan2 KRR E R AR  Kangaroo’s saliva is amazing, a | > 5 % 894K & 4K, 15  The little boy’s adventure
i 4, H R+ % must-have cooling tool for sum- | #h = 2| T R4 84X ! B journey, as if he returned
MeBAh 5 mer! HT—%! to the primitive era! Look-
ing forward to the next
episode!
baichuan2sft | & & 8% & & & Kangaroo’s saliva is amazing, it | "&£, & Z 89454 44  Wow, the baby’s curiosity
A4, FALEEE  can not only clean but also cool | A H % T . 484 & has been aroused, I really
X AME R | & down! This baffling behavior re- | #4843 —#e XK | want to go on an adventure
# & AT A 1L & K ally opened my eyes with mom and dad!
FIRRT
baichuan2sft- | & & & *& & R /2 Kangaroo’s saliva can not only be /? HAMERABRXZLTE, Primitive people used
rl ST VAR k% & %  usedtoclean the body butalsoto | s B &£ — ’Fi’vhn% stone tools, the little
. &AM %k cool down. This reminds me of k1k& BT AX#A boy holding a stick, this
B %, &Ik &K A  human saliva, which can not only | % & —/MNME . reminds me of a stage
2] T A % 4 v clean the mouth but also cool it in human evolutionary
K, g ;f AT ¥4 down. history.
R kFZE ok,
E T AR k&
/m
ComHeat R A : &=t 2K Kangaroo: I'll drool to cool you | " » & AR % A %  Wow, does this *primitive
AR e iR down T ER %&% 385 person’s house’ hide the
BEER? EA%FA secret treasure of the little
KITET! handsome guy? This kid
is too adorable!
Human 4o R & o 42 R4 If I were to box with a kangaroo, | #49 R 18 R A T % 45 3%  Animals are not afraid of
— % % & %, & wouldI have a chance to win? F ! RHEA4 & K12 )LZ  innocent and cute children,
K BA T R Ay especially ones like my

grandnephew!

Table 22: Some hot-comments derived from several themes generated by the proposed ComHeat in comparison to other baselines
of Chinese video comment generation.

2219



R TF IS R BRI

RRE S
TRBEREUNNEEEUNGE,

20235 THBEHERTB 1287,
£ . R, BER
BGRAMAA,
100KIEN S,

Video FEIERRAL: 12315
T T
|y
Theme wE Sports i EAE A Current Affairs and Soci-
ety
Title BH | A4 ¥ Congratulations! Fujian’s | & M & @4 & #F {3 Dazhou comprehensively
4k A” B %M, "Sprint Flying Woman" Ge | ' % % 71 % % 47 ##%% launches a special rectifi-
8 /1% B % F4# Manqgi, helps the Chinese | M #7 3% #l % cation campaign on irregu-
71 B4x100K # 7 women’s relay team win the lar enterprise-related fees.
4 & | ##% A K 4x100m relay championship! #Dazhou #Market #Fees
#EN #RelayRace #GoldMedal
Unified 7@ 3“4 ¥ % % Fujian’s "Sprint Flying Woman" | i | & @ /F & % & M.  Dazhou is comprehen-
Transformer | A” & % #t. B Ge Mangi, helps the Chinese | ¥ % %A %4473, & sively launching a special
¥ B4 F# A women’s relay team win the | 3 4! rectification  campaign
M4x100K # /7 &  4x100m relay championship! on irregular enterprise-
&1 #RelayRace #GoldMedal related fees. Thumbs up
for support!
MML-CG % & # . & X GeMangi, you're amazing! AR FRESL  The special rectification
el I Ein - campaign on irregular
enterprise-related fees has
begun!
KLVCG B gM,. R Ge Mangi, your speed is really | 435 M 69 &% ML %  Thumbs up for Dazhou’s
JE AR B fast! R ELATH A special rectification
campaign on irregular
enterprise-related fees!
baichuan2 KR4 & L & 1 wonder if she’s from Fujian BEAERELITH AL This special rectification
ECE=2h) KRBT AdLMEER  campaign is fantastic! It
2, R#LFRE. A reduces the burden on
B enterprises and promotes
economic development.
Thumbs up!
baichuan2sft | & % 8t . #& & ¢ Ge Mangi, the pride of Fujian L&A —ARXETHE Let’s pay attention to
B FF ek 44, £ F the charging behavior in
Hedp N F £ 48T HIF the market economy and
. jointly maintain a fair com-
petitive market environ-
ment.
baichuan2sft- | & % Bt 693% £ #= Ge Mangi’s speed is as fast as | &M &9 B %, 47 &8  In Dazhou, fewer taxis use
1l B 2 89 A4 3%3%  Sun Wukong’s running speed! | . TATRE S the meter, and many don’t.
JE—# 41 A+  Winning the first gold medal for
w42 K & & the Chinese track and field team
%% HHK LM,  inthe Asian Championships is re-
EEKBT! ally awesome!
ComHeat B gM#. 1R 3#& GeMangi, your speed is truly fly- | &7 T —A~#7%, % Iopenedasmall supermar-
& A& ®—HX! ing! Cheering for the Chinese | ™ A % X 500T % 2 % ket and have to pay 500
A+ B4 FH#HA women’s relay team, the gold | %, TA# =& — T4 yuan in sanitation fees ev-
B Aeib . 48 5 medal is well-deserved! Great | 25 ery month. Can you help
E 4 )3l F¥F job! check if it’s reasonable?
T
Human R 3% 4 # F & ¥ The anti-doping center has | & & & — T &K #H Better check the school

=7

worked hard

2, 4T 1123453 R &
—#.

fees. Even after calling
12345, it’s still the same.

Table 23: Some hot-comments derived from several themes generated by the proposed ComHeat in comparison to other baselines
of Chinese video comment generation. 2



Video _— et A
Theme | B F School Education | =kt 2D World
Title XA R AL T & The key to this problemis to find | 1% %% 4P Y % "I Finally Became the Group’s Fa-
# 4%, H B A the multiple, and the underlying | 2 & > £k & 3 vorite" Jiang You’an teaches the
# %4, R % principle is the transformation | = T#H & €% & maid Li Wei a lesson, and Mo
2T 52 #%4D]  of thinking. Have you learned | #= X ;U #% & f# Fubai is touched. #QuickReadComics
Y #% 3] 7 ik #%=  it? #ThinkingTraining #Learn- | WAL TR #88  #2DWorld #ComicExplanationEmpow-
W F ingMethods #KnowledgeSharing | % ermentPlan #ComicRecommendation
Unified KA R B2 & The key to this problemis to find | £& TR A A E I finally became the group’s favorite.
Transformer | %1% %, # /& & the multiple, and the underlying
#% %%, 4R % principle is the transformation
2752 #% 4D of thinking. Have you learned
YA #% °] 77 % #%=  it? #ThinkingTraining #Learn-
WA F ingMethods #KnowledgeSharing
MML-CG LA G R AL 2 & The key to this problemisto find | & % T & A I finally became the group’s favorite.
# 4%, HEAZ the multiple, and the underlying | % > % % % % V| Jiang You’an teaches the maid Li Wei a
%A B k., fR% principle is the transformation | ¥ % s B > 24k lesson, and Mo Fubai is touched. Quick-
2T 952 of thinking. Have you learned | & % 7 . A& ReadComics, 2D World, Comic Expla-
it? #ThinkingTraining #Learn- | 49 % & ., = X  nation Empowerment Plan, Comic Rec-
ingMethods #KnowledgeSharing | 7T, & & f2 L £ ommendation.
fettxl, &3
.
KLVCG e ANHfe Ak . Ate some pears and peaches. | & A~ % & A 4F A&  This comic is really good!
HS54, R kZA There are 5 in total, how many | 1!
JUuA? pears were there originally?
baichuan2 A8 R A 2 & Thekey to this problemisto find | " % %4 % KX & Wow, Jiang You’an is indeed a brave
# 4% %, H B A the multiple, and the underlying | &% #9&4R  girl.
#% 4 % 2. 1R % principle is the transformation of
ST thinking. Have you learned it?
baichuan2sft | £ ), & JLF 4 Teacher, my son is in the first | & % % 8 # % £ Jiang You’an’s actions are really satis-
F i —, #F M year of junior high this year, and | & KRHAS! fying!
4 #& %, & 4  his math grades are poor. What
° should I do?
baichuan2sft- | /% sk 3 4 i #£ .  Turns out it’s so simple. T only | "&£, & 4% % % Wow, this Jiang You’an is really domi-
rl K E A B IAEAL  justunderstood it. Thank you for | H 89 4F % A > 4 neering, she didn’t hold back at all when
A& o B#IRM  sharing. DY ¥ 88 % —  teaching the maid a lesson.
>3 BARTF 3R
ComHeat R A-f# A &% A This problem-solving approach | £ 69 ## A, ! /L% So satisfying! Jiang You’an finally
8 4R F W7, WA AT s really clear. I always thought | €% T &% 7 !  turned things around! Big thumbs up!
& XM E  such problems were difficult, but | K4 !
iRsf, I A% T  nowlfinally understand! Thanks
P& T ! B4 forsharing!
E
Human K A 4@ XA T want to know in what real-life | B 47 /4% 8 MM  Quickly open your video to receive re-

AT AP
L E T TAN
Edl

scenarios this kind of problem
can be applied.

R, REFRT
8 AT
. IERE R

wards. If I can’t send flowers, please
open it yourself, let me send flowers.

Table 24: Some hot-comments derived from several themes generated by the proposed ComHeat in comparison to other baselines
of Chinese video comment generation.
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BRARE-ME

WIRHBHER
S——
Video
BEENT
Theme AL Car | A Technology
Title M #N7E 7 . # Tengshi N7 is on the market, | #5 R 14pro ##% &% = F #Appleldpro  #Premiu-
# & 4 # 2 #5 how is the price?  #Teng- | FTH#Z b Fl3k #4855 mUsedPhone #Baojilocal
% # HNT7L  shi #TengshiN7Launch | % #F ML #DigitalTech ~ #Mobile-
T #Z= 2 X F K #HowToChooseAS- Phone
A JESUVE 4 seaterSUVForAFamilyOfThree
i #37 f6 R ;A &  #NewEnergyVehicle  #Luck-
#Lucky X 5 yTestDrive
Unified M #N7E 7 . #  Tengshi N7 is on the market, how | 3 3R 14pro& M & = Apple 14pro is a premium
Transformer | #& & 4#? is the price? FA used phone.
MML-CG B #N7{L 4% — Tengshi N7 is worth a try! FHELMRA T KA Mobile phones have be-
! AEF AT R#HE —3 come an indispensable
2 EATFAH B & AT part of our lives. They not
HATAER LB, &4  only help us with social
REM G WA T4EF  interactions but also meet
K- our shopping and work
needs.
KLVCG 5 #N7 & #7 i /& Tengshi N7 is a new energy vehi- | iPhoneldpro E 4T iPhonel4pro has dual SIM
AL . cle brand. 2L + - 256G ¥, cards for the Chinese ver-
W100% & & - B A sion. 256G with a 100%
FiPhonel4pro®y & & i1 battery under warranty.
A9 A K T ! For those who want to get
iPhonel4pro, here’s a treat
for you!
baichuan2 307 % A ® & 300,000 yuan for a BYD. R GAFRE, KEE  New gameplay in Agile Is-
. KK ! land, I want to try it too!
baichuan2sft | M #N7¢) - # &  The price of Tengshi N7 is a bit | %% % # %, KL% New gameplay in Agile Is-
£ &, € high, but its driving assistance | KX ! land, I want to try it too!
8 % 3k 4 Bh 2 4 system is pretty good.
T APETAEE
baichuan2sft- | B #N76J - # & The price of Tengshi N7 is not | “% %) £ §”%“RX 3 & "Agile Car Island" has
1l T4k, {2% K9 bad, butlthink its exterior design | 7%”» iXiPhonel4ProA turned into "Agile Car
% 69 9h Mk 7t is a bit ordinary. I wonder what | 7 F AU S 9<% & &  Shell’, making this
K &L, T4 everyone thinks? 2] iPhone14Pro the "Trans-
BRRELA? formers" of the mobile
world!
ComHeat N7 9h 4% 7+ #  The exterior design of N7 is in- | 14pro256G 6000% ? X  14pro256G for over 6000?
F R A, 124 deed unique, but I personally | 2 % 453 ? & % #914p Is it that expensive? I
A T3 AT 89 & think the front lights are a bit too | 256g 4 5800 bought my 14p 256g for
JTAR 24 K. A &  large and exaggerated. I hope to only 5800.
ET A3k, AAE  see more details on the actual car.
£ E%A2 L% Looking forward to the test drive
mF . MAFIKE  experience~
R~
Human &> & EITA 4 Few cars have such large head- | X4 % J4%? How much is this?

PN

lights.

Table 25: Some hot-comments derived from several themes generated by the proposed ComHeat in comparison to other baselines
of Chinese video comment generation.
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= —
{ia 218 7% 4 A1)
BIRGIREF DR
BE: GRAAHFZAR

8 ERER

Video
Theme | #5 Dance | % Game
Title Hedl A& R 1AK%, thik4s There’s tea in Dai houses, and | £ R A —K, R Life only happens once,
HRA 3 B 44 5 3542023 dance amidst the tea. Dai girls | % Hedkif#z b live it to the fullest
=i Y W& ALY ##k 4k gracefully dance among the tea #PUBG
A4 BRERN #5% (G fields. #2023 YunnanKunmingIn-
B @B%) ternetCultureFestival #DaiDance
#EthnicMinorityStyle #Yunnan
(Source: @ Yanfeng)
Unified #edl A X KA A%, thik4s  There’s tea in Dai houses, and | £ 4 A& — K. R &% Life only happens once,
Transformer | #&7& 7 3b 8] 4498 9% 35 dance amidst the tea. Dai girls | % Bk | live it to the fullest!
gracefully dance among the tea
fields.
MML-CG Heik B A XA Y R R The Dai dance truly embodies the | £ 4 R A —K, 4R &% Life only happens once,
ki) ethnic minority style. 9 s | live it to the fullest!
KLVCG frk iR A A 6944 & The graceful dance of Dai girls | "2 %7 2% ik £ % ¥ Ptk The PUBG game makes
¥, B2 =@ AW M% L in the tea fields, feel the charm | 7% ! life exhilarating!
AF ik A ! of the Yunnan Kunming Internet
Culture Festival!
baichuan2 kB RAIG AR K E T, The dance of the Dai girlsisso | £ 4 R A — X, R % Life only happens once,
FHIEAE R T E£WME =d  beautiful, it’s as if you're in the | F/F W RAkiE | —ALe  live it to the fullest! Join
FRF, BAZE TREH beautiful tea gardens of Yunnan, | XX 3R] B89 7 2% K & this thrilling game battle
Rk R . A A Z K feeling the rich ethnic style. This | 8! together!
BT video is just amazing!
baichuan2sft | &4 %%, £ £ % AR ¥ & Like and share, let more people | & L& N #F K698 4%2,  When I was playing this
£ m 89 Rk R ! appreciate this beautiful ethnic | #7471& & §F /- #44% game, you guys were still
style! wearing split-crotch pants
(a way to say "When I
started this game, you
were still very young or in-
experienced").
baichuan2sft- | = 89 & % R 7% R 45 & & K The ethnic minority style of Yun- | L R & # % ¥ & T Players live life to the
rl 27! ZAMMIELBA T nanis truly beautiful! This video | Hetkik 89 A4, & —4&  fullest in the game, every
(=@ %) Ea9%W. € reminds me of the song "Impres- | 4 7 T #th | shot is full of passion!
#% T zmeyEmMRFTA Y sion of Yunnan", which depicts
R AR 8 A . the beautiful scenery of Yunnan
and the culture of its ethnic mi-
norities.
ComHeat KETHLRM, A L4 Tve been to Xishuangbanna, and | £ 4 R A —K. k%% Life only happens once,
AR E M E | the girls there are all so beautiful! | /3% Hei#ki& | "2 23 #  liveitto the fullest! PUBG
BB R4 is really a good game!
Human &AL, kTAHAMA, 1 EBveryone, if you're here, you'rea | & M sX A1+ 42 AA What is this game? It

&, REFECHRNMNEZR
&

friend. Please have a seat. I'll go
get some food and we can watch
leisurely.

kAT

looks pretty good.

Table 26: Some hot-comments derived from several themes generated by the proposed ComHeat in comparison to other baselines
of Chinese video comment generation.
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Video
Theme | 754 Medical Health | ¥AL Film and Television
Title #LM25% % 45 R A #A 25-year-old female an- | FF &M %% £ L Wife accidentally falls into the sea,
XERKG G 5E % chor in Hangzhou fell | R#tF 7% #AM #8115  husband lets go in a dangerous sit-
B A #E A IARIE . M into a coma after taking | #% Fdouk| uation #HumanNature #Plot #Stay-
AAME+ 28, “A  alarge amount of sleep- HomeDouTheater
RETEHA A %3 ing pills and was diag-
L nosed with smiling depres-
sion. Friends say she’s
very cheerful, "You really
can’t feel how much she’s
struggling inside."
Unified ARATEMACH % Youreally can’t feel how | FF 988 A% KT  The wife’s experience is really pitiful.
Transformer | #4L much she’s struggling in- | T
side.
MML-CG RN E WG HEAEET  Let’s cherish every mo- | £F &5 %HE, &K  The wife accidentally falls into the sea,
G —7 . Hdbheib ment in life even more. | %t X/&A#F 7 F and the husband shockingly lets go at
Rooting for her. the dangerous moment.
KLVCG A B AT B R A ! Hope she recovers soon! | & A#LI K& & 4§ A This video is really heart-stopping.
7 A 8%,
baichuan2 PARE &, AW FEE  Depression patients really | #F %4, L X#FF The wife falls into the sea, and the hus-
FHYKERXE . need more attention and | %, ZAMT. K14 band lets go. This human nature is too
care. T horrifying.
baichuan2sft | AR L& KT8 T .  Depression is really scary. | & A~ L X & % 4 &2 £  This husband is so cold-blooded, watch-
AR ERTARE . Hope Xiao Ying recovers | H, £ AR 36A & ing his wife being carried away by the
soon. EFHAERFE, FE rushing waves, and afterwards can act
T REAMAEF—HMH . A asif nothing happened. Truly, human
RAMRR ! nature has eroded!
baichuan2sft- | X & # & 894 4L, 44 The struggle behind the | B L X A &4 & £,  This husband is so cold-hearted, watch-
1l FEBEE . BHEANSE A smile is as resilient as a | T ARB A £ EF  ing his wife being taken by the waves
HAMAEKE S LB flower. May everyone who | # & R4 &, FE LR and later falsely claiming it was an ac-
& strives in life find solace | #& & &M% . Z A A cidental fall into the sea. Such a person
for their souls. FhEA# E, A 2%  doesn’t deserve to live, I hope the law
Fe Y Y severely punishes him.
ComHeat KA LREMHGLZH . T'vealso been through this. | 3 A~ L X & & K T  This husband is really terrifying, harm-
AMAEZW, RAA  On the surface, T appear | T> AT B TEF &% ing his wife for his own benefit and then
B, 2% Q89 4LFe  radiant and optimistic, but | AR FEF. RE  getting away with it. It’s infuriating!
JE A EAFRK . A B> theinnerstruggle and pres- | & At 4 & &, HZ4ik If my husband treated me like this, I'd
KAFHRHEE, KA  sure are indeed immense. | A AT ! KE AL ZZ  surely kill him.
2t A 75 6 Ped, - T hope Xiao Ying recovers | # 3t &, £ & et 4
soon and bravely faces the | T
challenges of life.
Human HKEFERAS K, & Last year, I almost made | B#t&£Z 2, AZELT I'm grateful to my husband, he just
RERRGAEIFAET it through, and I could | K. BA & T & cheated on me, he didn’t kill me.
Fof MAEE B ABR P AR only sleep with the help of
R Eg{2 — AN A# T sleeping pills. Normally,
kB ARAPERA BT others see me as cheerful,
but when I'm alone, only I
understand the pain I feel.

Table 27: Some hot-comments derived from several themes generated by the proposed ComHeat in comparison to other baselines
of Chinese video comment generation.
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