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Abstract

Large language models (LLMs), while exhibit-
ing exceptional performance, suffer from hallu-
cinations, especially on knowledge-intensive
tasks. Existing works propose to augment
LLMs with individual text units retrieved from
external knowledge corpora to alleviate the is-
sue. However, in many domains, texts are in-
terconnected (e.g., academic papers in a bib-
liographic graph are linked by citations and
co-authorships) which form a (text-attributed)
graph. The knowledge in such graphs is en-
coded not only in single texts/nodes but also
in their associated connections. To facilitate
the research of augmenting LLMs with graphs,
we manually construct a Graph Reasoning
Benchmark dataset called GRBENCH, contain-
ing 1,740 questions that can be answered with
the knowledge from 10 domain graphs. Then,
we propose a simple and effective framework
called Graph Chain-of-thought (GRAPH-COT)
to augment LLMs with graphs by encouraging
LLMs to reason on the graph iteratively. Each
GRAPH-COT iteration consists of three sub-
steps: LLM reasoning, LLM-graph interaction,
and graph execution. We conduct systematic
experiments with three LLM backbones on GR-
BENCH, where GRAPH-COT outperforms the
baselines consistently. The code is available
at https://github.com/PeterGriffinJin/
Graph-CoT.

1 Introduction

Large language models (LLMs) (Touvron et al.,
2023; Jiang et al., 2024) have demonstrated their
exceptional language understanding and text gen-
eration capability in real-world scenarios (Zhao
et al., 2023). However, LLMs suffer from halluci-
nation problems and sometimes tend to generate
content that appears plausible but is ungrounded
(Tonmoy et al., 2024). This is because they mem-
orize world knowledge parametrically and fail to
refer to concrete knowledge sources (Zhang et al.,

2023b). To alleviate the hallucination issues, exist-
ing works propose to augment LLMs with external
text corpora as knowledge sources (Shuster et al.,
2021; Wu et al., 2023) and treat every single docu-
ment as a knowledge unit. Retrieval augmentation
(RAG) (Lewis et al., 2020; Gao et al., 2023) is then
proposed to enable LLMs to interact with exter-
nal knowledge sources, where relevant texts are
retrieved and serve as contexts to improve the fac-
tuality of LLMs (shown in Figure 1 (a)). However,
retrieval augmentation assumes that knowledge is
well represented in individual text units and ignores
the correlations among multiple text units.

In real-world scenarios, text units are generally
interconnected, forming a (text-attributed) graph.
The knowledge of such graphs is reflected not only
in the form of texts but also in the structure of
their connections. For example, academic papers
in a bibliographic graph are linked by citation links
(Wang et al., 2020). We can trace the source of a
research direction (Bai et al., 2019) by traversing
such a graph. Cases and opinions in a legal graph
are interconnected by reference edges (Sadeghian
et al., 2018). We can verify the judgment for a case
by looking up its citations on such a graph (Chen
et al., 2019).

Although widely used for text corpora as exter-
nal knowledge sources, retrieval-augmentation can-
not be readily used to augment LLMs with graphs
for two reasons: 1) Structure Context: Retrieval
augmentation can find individual nodes/texts from
the graphs which can serve as context to augment
the LLMs. However, knowledge on the graph also
lies in the structure which can not be captured by
single nodes/texts. 2) Graph Size Explosion: Al-
though it is feasible to convert local subgraph struc-
tures into text descriptions as the input contexts
to LLMs, the size of the local subgraph increases
exponentially as the hop number increases, result-
ing in an excessively long context sequence. This
could cause LLMs to be lost in the middle (Liu
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Figure 1: Augmenting LLMs with external text corpora
or external text-attributed graph.

et al., 2023) given a plethora of irrelevant informa-
tion in the context. In addition, the long sequence
could potentially exceed the input length limita-
tions of LLMs (Zhao et al., 2023).

Therefore, it is an important research topic to
augment LLMs with such graph information. Un-
fortunately, there has been a lack of benchmark
datasets to support the development of method-
ology and facilitate the evaluation of the pro-
posed models. To this end, we first construct a
Graph Reasoning benchmark dataset called GR-
BENCH. GRBENCH includes ten real-world graphs
that can serve as external knowledge sources for
LLMs from five domains including academic, e-
commerce, literature, healthcare, and legal do-
mains. Each sample in GRBENCH consists of a
manually designed question and an answer, which
can be directly answered by referring to the graphs
or retrieving the information from the graphs as
context. To make the dataset comprehensive, we
include samples of different difficulty levels: easy
questions (which can be answered with single-hop
reasoning on graphs), medium questions (which
necessitate multi-hop reasoning on graphs), and
hard questions (which call for inductive reasoning
with information on graphs as context).

We propose a simple and effective framework
called Graph Chain-of-thought (GRAPH-COT).
The main idea is to enable LLMs to traverse the
graph step-by-step to figure out the key informa-
tion needed, rather than directly feeding the whole
subgraph as context into the LLMs (shown in Fig-
ure 1 (b)). GRAPH-COT is an iterative framework,
where one iteration corresponds to one step on the
graph. Each iteration in GRAPH-COT consists of
three sub-steps: 1) Reasoning: LLMs propose what
conclusion we can make with the current informa-
tion and what further information is needed from
the graph; 2) Interaction: LLMs generate the in-
teractions needed to fetch information from the

graph (e.g., finding the nodes, checking the neigh-
bors, etc); 3) Execution: The requests from the
interaction step are executed on the graph and the
corresponding information is returned. In this way,
LLMs can conduct chain-based reasoning on the
graph and find the key information on the graph.
This process will be iterated until LLMs conclude
the final answer in the reasoning sub-step.

In summary, our contributions are as follows:
• We propose the problem of augmenting LLMs

with external graphs and introduce a comprehen-
sive benchmark dataset called GRBENCH.

• We develop a straightforward and effective frame-
work GRAPH-COT to encourage the LLMs to
reason on the graph iteratively.

• We conduct extensive experiments on GRBENCH

to demonstrate the effectiveness of GRAPH-COT
and analyze its performance across different
demonstration settings, backbone LLMs, and
questions difficulties. Furthermore, we explore
its failure cases with future directions outlined.

2 Preliminaries

Definition 2.1. Graph. A graph can be denoted as
G = (V, E), where V and E are node set and edge
set, respectively. Each vi ∈ V can be associated
with some feature information Xvi . For example, in
an e-commerce item graph, v ∈ V are items, e ∈ E
are co-purchase edges, and Xv include features
such as item title, description, price, and category.
In this work, we formulate all the features as texts
and the graph is also called a text-attributed graph.
Definition 2.2. Neighbors and Degree. The neigh-
bors of a node vi refer to nodes which are linked to
vi on the graph, denoted as N(vi) = {vj |evi,vj ∈
E}. The degree of a node vi refers to the number
of vi’s neighbors, denoted as D(vi) = |N(vi)|.

3 GRBENCH Dataset

3.1 Dataset Overview
We create the GRBENCH dataset to evaluate how
effectively LLMs can interact with domain-specific
graphs containing rich knowledge to solve the de-
sired problem. GRBENCH contains 10 graphs from
5 general domains (academia, e-commerce, litera-
ture, healthcare, and legal). Each data sample in
GRBENCH is a question-answer pair. The ques-
tions are designed to simulate the real-world use
cases in specific domains. However, it is hard for
LLMs to answer those questions directly with their
internal knowledge stored in model parameters;
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Table 1: Dataset Statistics of GRBENCH.
Domain Topic Graph Statistics Data

# Nodes # Edges # Templates # Questions

Academic

CS ~8M ~52M 15 150

Biology ~4M ~39M 14 140

Chemistry ~4M ~30M 14 140

Material Science ~3M ~22M 14 140

Medicine ~6M ~30M 14 140

Physics ~2M ~33M 14 140

E-commerce Amazon ~9M ~313M 20 200

Literature Goodreads ~3M ~22M 24 240

Healthcare Disease ~47K ~4M 27 270

Legal Freelaw ~84M ~114M 18 180

SUM - - - 174 1740

they need to interact with external domain-specific
graphs. The overall statistics of GRBENCH are in
Table 1.

To curate high-quality and diverse data with-
out heavy human effort, the construction of GR-
BENCH contains four steps: 1) We first collect large
reference graph data from real-world scenarios
which can serve as the context for data generation.
2) Then, we manually design question templates
which can be answered on the reference graph data.
3) After that, we call GPT-4 to generate diverse
question expressions for each question template. 4)
Finally, we automatically generate ground truth
answers from the domain-specific graphs.

3.2 Reference Graph Data

We collect data from five domains where the knowl-
edge lies in the format of graphs: academia, e-
commerce, literature, healthcare, and legal. The
detailed statistics of the graphs can be found in
Appendix Table 5.

In the academic domain, papers, authors, and
venues are naturally interconnected by citation,
“written-by”, and “publish-in” relations. We ob-
tain academic graphs across six disciplines includ-
ing Biology, Computer Science, Chemistry, Mate-
rial Science, Medicine, and Physics from DBLP1

(Tang et al., 2008) and Microsoft Academic Graph
(MAG)2 (Wang et al., 2020; Zhang et al., 2023a).
Nodes on such graphs are papers, authors, and
venues, while edges include citation edges, author-
ship edges, and venueship edges.

In the e-commerce domain, a single product
is assigned a brand, and different products are in-
terlinked through “also-viewed” or “also-bought”
relationships, which naturally embody graph-like

1https://originalfileserver.aminer.cn/misc/
dblp_v14.tar.gz

2https://zenodo.org/records/7611544

structures. We use Amazon product datasets3 (He
and McAuley, 2016), which provides the metadata
information of items across a myriad of product cat-
egories. Nodes on this graph are items and brands,
while edges include “also-viewed”, “also-bought”,
“buy-after-viewing”, “bought-together”, and “item-
brand”.

In the literature domain, the inherent graph
structure exists with interconnections between
books, authors, publishers, and series. The
Goodreads dataset4 (Wan and McAuley, 2018) of-
fers an extensive collection of books with their
metadata. Nodes on this graph are books, authors,
publishers, and series, while edges include “written-
by”, “publish-in”, “book-series” and so on.

In the healthcare domain, we can construct a
graph by considering the diseases with their asso-
ciated properties. We adopt the biological disease
graph Hetionet5 (Himmelstein et al., 2017), which
comprehensively summarizes existing disease and
their symptoms, with the aim of repurposing drugs.
Nodes on this graph include diseases, symptoms,
side effects, compounds, and so on, while edges
include “disease-present-symptom”, “compound-
cause-side effect” and so on.

In the legal domain, there are rich citation links
between cases and opinions (since judges rely on
citing opinions from previous cases to write for the
current case) which naturally form a graph. We use
the data from CourtListener6. Nodes on this graph
are opinion, opinion-cluster, docket, and court,
while edges include “opinion-citation”, “opinion-
cluster”, “cluster-docket”, and “docket-court”.

3.3 Manually Designed Question Templates

The question generation phase aims to generate
questions that can be answered by LLMs after re-
ferring to the domain graphs. Considering that the
generated questions should be accurate and mean-
ingful, we ask four well-trained computer science
Ph.D. students to write potential questions that can
be answered given the graphs as context.

To comprehensively evaluate the LLMs and their
capability to interact with graphs, we ask the anno-
tators to design question templates of three differ-
ent difficulties:

• Easy: These questions can be answered by
3https://cseweb.ucsd.edu/~jmcauley/datasets/

amazon/links.html
4https://mengtingwan.github.io/data/goodreads
5https://github.com/hetio/hetionet
6https://www.courtlistener.com/
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looking up the feature/degree of only one node
or travel on the graph within one hop. For
example, “What is the price of the {item}?”
or “Who are the authors of {paper}?”

• Medium: These questions require reasoning
on the graphs for more than one hop and in-
volve returning the feature/degree of nodes.
For example, “Who is the closest collaborator
with {author} in {year}?”.

• Hard: These questions cannot be directly an-
swered by looking up the graph, but the graph
can be useful by providing informative con-
text. For example, “What is the complemen-
tary item given this {query}?”

It is worth noting that the easy-level and medium-
level questions can be answered from the given
graph, while the ground truth for hard questions
cannot be directly found in the graph. All the ques-
tion templates can be found in Appendix B.

Once the question templates are manually de-
signed, we extract values from the graph to trans-
form the templates into actual questions. For ex-
ample, given the question template “How many
citations did {paper} have in {year}?”, we can re-
fer to the academic graphs and sample “Language
Models are Unsupervised Multitask Learners” as
the “paper” value and “2021” as the “year” value.
This will result in a real question: “How many
citations did Language Models are Unsupervised
Multitask Learners have in 2021?”

3.4 Diverse Question Expression with GPT-4
Following the previous steps, we obtain question
samples for each graph. However, all samples per-
taining to the same template will share the same ex-
pressions. For example, inquiring about the price of
an item will consistently yield the question “What
is the price of the {item}?”. This limits the diver-
sity of the data samples and may lead to a partially
comprehensive evaluation.

To this end, we propose to use GPT-4 to para-
phrase each question template into five different
expressions so that we can have more diverse ques-
tion samples regarding the same type of question.
The prompts for paraphrasing can be found in Ap-
pendix C.

3.5 Automatic Answer Generation
The final step is to obtain the ground truth answer
from the graph for each generated question. To
achieve this goal, we first implement graph func-
tions (e.g. neighbor check, degree check), which

can be utilized to reason on the graph. Then we
implement function chains which can serve as a
combination of graph functions in order to fetch
the ground truth answer from the graph. The func-
tion chains are manually written by annotators for
each type of question. Examples can be found in
Appendix D.

4 Graph Chain-of-Thought

The straightforward solution to let LLMs interact
with the graph is through retrieval-augmentation
generation (RAG) (Lewis et al., 2020; Gao et al.,
2023), where a retriever fetches related informa-
tion from graphs as context for LLM generation.
However, different from text corpus as the exter-
nal knowledge source, the information in graphs
also lies in the complex interconnection between
the text units, which poses a potential requirement
for traversing and reasoning on graphs. To en-
able LLMs to reason, Chain-of-thought (Wei et al.,
2022) is proposed to encourage LLMs to decom-
pose complex tasks into several steps. However,
it is designed for reasoning on texts and leaves
reasoning on graphs with LLMs an open question.

To this end, we design a simple solution named
Graph Chain-of-Thought (GRAPH-COT) to tackle
the complex graph reasoning problem with LLMs
(shown in Figure 2). GRAPH-COT is an iterative
framework, with three steps in each iteration: rea-
soning, interaction, and execution. We delve into
each step as follows:

Reasoning with LLMs. Given the question or
the previous iteration context, the first step is to
let the LLMs conduct reasoning on what further
external information from graphs is needed to an-
swer the question, or if the question is answerable
with the current contexts from graphs. For example,
given the question “Who are the authors of Lan-
guage Models are Unsupervised Multitask Learn-
ers?”. The LLMs are expected to reason “We need
to first find the paper node {Language Models are
Unsupervised Multitask Learners} on the graph.”

Interaction between LLMs and Graphs. Based
on the output results from the previous LLM rea-
soning step, the next step is to let LLMs know how
to interact with the graphs and fetch relevant infor-
mation from the graphs. Inspired by (Yao et al.,
2022), we pre-define four graph functions to cover
both the semantic information and structure infor-
mation on the graphs:
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We need to first find ResNet and MAE in the graph.

RetrieveNode(Resnet), RetrieveNode(MAE)
The node IDs for Resnet and MAE are p-152 and p-562.

Next, check the author neighbors of the two papers.

Neighborcheck(p-152,author), Neighborcheck(p-562,author) 
The authors neighbors are [a-54, a-75, …] and [a-75, a-23, …].

The intersection author is a-75. Let’s check his/her name.

NodeFeature(a-75,name)
The name for a-75 is Kaiming He.

We have obtained the answer: Kaiming He.

Finish[Kaiming He]FinishReasoning

Figure 2: The workflow of GRAPH-COT, an iterative framework with three steps in each iteration: reasoning with
LLMs, interaction between LLMs and graphs, and execution on graphs.

• RetrieveNode(Text): Identify related nodes in
the graph with semantic search.

• NodeFeature(NodeID, FeatureName): Extract
the textual feature information from the graph
for a specific node.

• NeighborCheck(NodeID, NeighborType): Re-
turn the neighboring information in the graph
for a specific node.

• NodeDegree(NodeID, NeighborType): Return
the degree of a specific neighbor type for a
specific node in the graph.

The task at hand requires LLMs to generate ac-
curate graph function calls, based on their previous
reasoning results, to effectively interact with the
graph. In the given example, the LLMs are ex-
pected to generate “RetrieveNode(Language Mod-
els are Unsupervised Multitask Learners)”.

Execution on Graphs. The final step is to call
those functions given by the previous step and fetch
the relevant information from the graph. For the
previous example, the graph will execute the Re-
trieveNode(·) function and return “The ID of the
most relevant paper node is p-4123”. Then, the pro-
cess for the current iteration is over, and we start the
new iteration from “reasoning with LLMs”. The
whole framework will be iterated until the LLM
finishes the reasoning and outputs the final answer.
In this work, we enable LLMs to learn how to con-
duct GRAPH-COT with in-context learning (Dong
et al., 2022). The prompts and demonstrations can
be found in Appendix E.

Connection to LLM agents. It is worth men-
tioning that GRAPH-COT can be seen as an agent
framework (Xi et al., 2023), where the LLM back-
bones are the agents and the graphs are the envi-
ronments. The agents (LLMs) can interact with the

environment (graphs) with some predefined func-
tions (defined in this section above). The goal of
the agents is to explore the graph environment and
conduct question-answering.

5 Experiments

5.1 Experimental Setup

Baselines. We compare our proposed GRAPH-
COT with three types of baseline methods: stan-
dard LLMs (Base LLMs), text retrieval-augmented
LLMs (Text RAG LLMs), and graph retrieval-
augmented LLMs (Graph RAG LLMs):

• Base LLMs: We test if the LLMs can answer
the given question with their knowledge with-
out interacting with external data. We adopt
the standard prompting, which involves pro-
viding simple instructions and letting LLMs
generate an answer for the question.

• Text RAG LLMs (Gao et al., 2023): We treat
the external graphs as pure text corpora and
utilize a retriever to retrieve relevant text infor-
mation from them. Subsequently, the retrieved
text serves as context to augment the LLM for
question answering.

• Graph RAG LLMs: This is an extension of
text RAG, where not only the retrieved tex-
t/node but also the subgraph associated with
it is linearized into a text sequence (Ye et al.,
2023) and serves as the context. In the main
result, we use 1-hop ego-graphs.

For all categories of baselines, we explore three
LLM backbones, including LLaMA-2-13b-chat
(Touvron et al., 2023), Mixtral-8x7b-Instruct (Jiang
et al., 2024), and GPT-3.5-turbo (Ouyang et al.,
2022). R-L
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Table 2: Model performance on GRBENCH comparing standard LLMs, text retrieval augmented LLMs (Text
RAG), graph retrieval augmented LLMs (Graph RAG), and GRAPH-COT. We showcase their performance based on
Rouge-L (R-L) and GPT4score. We adopt GPT-3.5-turbo as the backbone for GRAPH-COT.

Model
Academic E-commerce Literature Healthcare Legal

R-L GPT4score R-L GPT4score R-L GPT4score R-L GPT4score R-L GPT4score

B
as

e LLaMA-2-13b-chat 8.13 8.03 7.01 12.00 5.32 20.83 5.25 13.70 15.97 16.11
Mixtral-8x7b 9.02 8.14 12.54 18.00 7.50 22.50 3.88 20.00 12.74 16.11
GPT-3.5-turbo 6.05 12.80 9.18 23.50 10.43 26.67 5.83 14.44 10.51 20.00

Te
xt

R
A

G

LLaMA-2-13b-chat 8.69 8.52 9.23 12.50 7.61 20.00 1.44 5.93 15.37 16.67
Mixtral-8x7b 8.44 8.02 23.14 29.50 13.35 27.92 3.22 16.67 19.69 25.00
GPT-3.5-turbo 5.83 9.91 14.06 20.00 10.04 20.83 4.57 8.52 18.14 23.89

G
ra

ph
R

A
G

LLaMA-2-13b 22.01 22.97 12.48 20.00 9.25 20.00 2.97 4.81 17.98 17.22
Mixtral-8x7b 27.77 31.20 32.87 37.00 20.08 33.33 8.66 15.19 23.48 25.56
GPT-3.5-turbo 18.45 26.98 17.52 28.00 14.94 24.17 8.69 14.07 18.66 22.22

GRAPH-COT 31.89 33.48 42.40 44.50 41.59 46.25 22.33 28.89 30.52 28.33

Evaluation Metrics. We use both rule-based
metrics and model-based metrics to comprehen-
sively evaluate the model results. For the former,
we use Rouge-L(R-L), which measures the longest
common subsequence of words between the re-
sponses and the ground truth answers. For the
latter, we call GPT-4 to measure if the model out-
put and ground truth are the same. We calculate
the percentage of “correct” predicted by GPT-4 as
GPT4score.

Implementation Settings. All experiments are
conducted on NVIDIA GeForce RTX A6000 GPUs
with Python 3.8 and Huggingface 4.36.2. We use
Mpnet-v2 7 as the retriever for all the baselines
and our method and implement the indexing with
FAISS (Johnson et al., 2019). In GRAPH-COT, we
adopt GPT-3.5-turbo-16k (Jan 2024) as the back-
bone LLM in the main results and set the temper-
ature t to 0 for consistent responses. We provide
demonstrations for GRAPH-COT on how to con-
duct reasoning in Appendix E.

5.2 Overall Performance
The main results are shown in Table 2. From the
results, we can find that: 1) GRAPH-COT out-
performs all the baselines consistently and signifi-
cantly. 2) Base LLMs are exhibiting fairly poor per-
formance, typically because the LLMs may not con-
tain the knowledge needed to answer those ques-
tions. 3) Graph RAG LLMs outperform text RAG
LLMs in most cases since the former can provide
more structure-aware context, which is helpful for
problem-solving. 4) While GRAPH-COT performs
the best, the absolute score is not high, leaving a
great space to improve.

7https://huggingface.co/sentence-transformers/
all-mpnet-base-v2
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Figure 3: Ablation study of GRAPH-COT. It performs
well with in-domain demonstrations and remains gener-
ally robust to domain shifts in demonstrations.

5.3 Ablation Study
How Important are the Demonstrations for
GRAPH-COT? To answer this question, we con-
duct experiments from two aspects: zero-shot
study (no demonstrations) and cross-domain study
(demonstrations from other domains (Ding et al.,
2018)). The results are shown in Figure 3, where
the columns and rows correspond to the source
domain and target domain respectively. For the
zero-shot study, no demonstrations are given (right-
est column in Figure 3). We empirically find that
given no reasoning demonstrations, GRAPH-COT
cannot work in all the datasets (nearly 0 perfor-
mance). This implies that the LLMs suffer if given
insufficient instructions (only graph definition and
interaction function definitions). For the cross-
domain study, we provide demonstrations from the
source domain graphs and test on the target domain
graphs. From the result (left five columns in Fig-
ure 3), in-domain demonstrations (diagonal) per-
form quite well and GRAPH-COT is overall robust
to demonstration domain-shift. This observation
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Table 3: Results of GRAPH-COT with different LLM
backbones.

Model GPT4score

GRAPH-COT
w. LLaMA-2-13b-chat 16.04
w. Mixtral-8x7b 36.46
w. GPT-3.5-turbo 36.63
w. GPT-4 46.28

underscores the adaptability and effectiveness of
GRAPH-COT in capturing the key steps of graph
chain-reasoning through in-context learning, de-
spite the diverse demonstration domains.

How Different LLMs Perform in GRAPH-COT?
In the main results, we adopt GPT-3.5-turbo as the
LLM backbone for GRAPH-COT. In this section,
we explore GRAPH-COT with other LLM back-
bones including LLaMA-2-13b-chat, Mixtral-8x7b-
Instruct, GPT-3.5-turbo, and GPT-4. We randomly
extract a subset from GRBENCH (one sample for
each question template) to experiment and the re-
sults are shown in Table 3. From the result, we
find that the LLM backbone matters. An LLM
with more advanced instruction following ability
and reasoning ability (i.e., GPT-4) can contribute
to better performance in GRAPH-COT.

5.4 RAG vs GRAPH-COT

Is the Retrieval-Augmented LLM a Good
Choice on Graphs? We study how graph
retrieval-augmented LLMs work by setting the re-
trieved subgraph to be just one node, 1-hop ego-
graphs, and 2-hop ego-graphs. For all the settings,
the ego-graphs are linearized into text sequences
and serve as context. The averaged results over
all the datasets are shown in Table 4. From the re-
sults, retrieving 1-hop ego-graph performs the best,
but still underperforms GRAPH-COT. The reason
is that when doing subgraph retrieval, the number
of nodes/texts will grow exponentially as the hop
number grows linearly. Even though the bigger the
subgraph is, the more information it contains, a
large-hop ego-graph will lead to a super long con-
text which is even over the maximum input length
of LLMs and will cause LLMs to lose in the middle.
In this case, GRAPH-COT can serve as a better way
to extract more useful information from the graph.

Table 4: Results of LLM with different retrieval-
augmentation methods on GRBENCH.

Model GPT4score

GPT-3.5-turbo 19.48
+ node retrieval 16.63
+ 1-hop subgraph retrieval 23.09
+ 2-hop subgraph retrieval 22.12
+ GRAPH-COT 36.29
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Figure 4: Results of GRAPH-COT on samples of differ-
ent difficulties in GRBENCH.

5.5 GRAPH-COT on Questions of Different
Difficulty Levels in GRBENCH

In this section, we analyze the performance of
GRAPH-COT on questions of different difficulty
levels. The results are shown in Figure 4, where we
find that GRAPH-COT performs relatively high on
easy questions (the reasoning chains for those ques-
tions are simple) while having worse performance
on medium/hard questions (complex/inductive rea-
soning).

5.6 Case Studies of GRAPH-COT

We conduct case studies to understand the weak-
ness of GRAPH-COT. The results of two failure
cases are shown in Figure 5. For the left case, we
can find that despite using the most advanced LLM
backbone (i.e., GPT-4), the framework sometimes
refers to the occurrence of the word rather than
understanding its semantic meaning, leading to the
wrong interaction function calls. For the right case,
we can find that the framework sometimes misun-
derstands the structure of the graph, resulting in
interaction failures.

Although GRAPH-COT achieves relatively good
performance on GRBENCH, there is still quite
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1

Question: Who is the closest collaborator with author A? Closeness is defined in terms of the number of 
collaboration together. 

The question is asking for the closest collaborator of author A. We need to find the author node 
corresponding to A in the graph.

RetrieveNode[A]
The ID of this retrieval target node is a-675.
The question is asking for the closest collaborator of author A. We need to calculate the "author" 

neighbor degree of this node to find the collaborators.
NodeDegree[a-675, author]
The node or neighbor type does not exist in the graph. This might because your given neighbor type is 

not correct. Please modify it.
In order to find the closest collaborator of author A, we need to check the neighbors of the author node. 

However, it seems that the neighbor type "author" does not exist in the graph.
NeighbourCheck[a-675, author]
The node or neighbor type does not exist in the graph. This might because your given neighbor type is 

not correct. Please modify it.
It seems that there is an issue with the graph structure or the given neighbor type.
Finish[Unable to retrieve closest collaborator]

Question: How many academic works referenced the paper "Model of experts for decision support in the 
diagnosis of leukemia patients"? 
      The question is asking for the number of academic works that referenced a specific paper. We need to 
find the paper node in the graph.
      RetrieveNode[Model of experts for decision support in the diagnosis of leukemia patients]
      The ID of this retrieval target node is p-987.
      The question is asking for the number of academic works that referenced the paper "Model of experts 
for decision support in the diagnosis of leukemia patients". We need to calculate the "reference" neighbor 
degree of this paper node.
      NodeDegree[p-987, reference]
      The reference neighbor node degree of p-987 are: 45. 
      The number of academic works that referenced the paper "Model of experts for decision support in the 
diagnosis of leukemia patients" is 45.
      Finish[45]

Answer is INCORRECT
Correct answer: B

Answer is INCORRECT
Correct answer: 73

AB

Figure 5: Failure cases of GRAPH-COT. The key information in the question and the wrong interaction of GRAPH-
COT are colored in red. The author names in the second example are anonymized as A & B.

some room to improve. The two most promising
directions to enhance LLMs’ graph reasoning abil-
ities are exploring how to let LLMs better under-
stand the graphs and how to let LLMs conduct more
complex reasoning. For the former, in GRAPH-
COT, we mainly use natural language to describe
the graph for LLMs. Given that graphs are more
structured rather than sequential, more structure-
aware languages (e.g., graphXML (Herman and
Marshall, 2000)) can be better choices. For the
latter, given that reasoning problems on graphs
are not only chain-reasoning problems, some more
advanced reasoning paradigms such as tree-based
reasoning (Yao et al., 2023) and graph-based rea-
soning (Besta et al., 2023) can be good directions.

6 Related Work

6.1 LLMs on graphs

Inspired by the recent success of LLMs on natu-
ral language processing tasks, researchers are ex-
ploring solving graph tasks with LLMs (Jin et al.,
2023a). The main idea is to serve LLMs as the fea-
ture extractor (Chen et al., 2023) or final predictor
(Jin et al., 2023b). For the former, many methods
adopt a LLM-GNN cascaded structure (Chien et al.,
2021), where LLMs extract node features for graph
neural networks (GNNs) (Wu et al., 2020). For ex-
ample, SimTeG (Duan et al., 2023) proposes to first
warm up the LLM feature extractor before train-
ing the whole pipeline. GLEM (Zhao et al., 2022)
introduces an iterative pipeline where GNNs can
provide feedback for LLM feature extractors. For
the latter, existing works transfer the structure in-

formation into a sequence to feed into LLMs (Tian
et al., 2023; Xiong et al., 2024) or design advanced
graph-empowered LLMs (Yang et al., 2021). For
example, InstructGLM (Ye et al., 2023) utilizes
natural language to describe graph structure. Heter-
former (Jin et al., 2023c) proposes a graph-nested
language model architecture. However, most exist-
ing works mainly focus on traditional graph tasks
such as node classification (Xiao et al., 2022) and
link prediction (Zhang and Chen, 2018). On the
other hand, Graph-of-thought (Besta et al., 2023)
proposes to conduct LLM reasoning with graph-
structured thinking. Nevertheless, it mainly focuses
on text-based reasoning rather than referring to ex-
ternal graphs. In our work, we research the ques-
tion of augmenting LLMs with external graphs by
conducting graph reasoning with LLMs.

6.2 Augmenting LLMs with external
knowledge

Although LLMs (Touvron et al., 2023; Jiang et al.,
2024) have shown their superb language under-
standing and generation capability (Zhao et al.,
2023), they encounter issues with generating mis-
leading information that seems credible but lacks
factual basis, a phenomenon known as hallucina-
tion (Tonmoy et al., 2024; Rawte et al., 2023). To
alleviate such an issue, existing works (Shuster
et al., 2021) propose to augment LLMs with text
corpora as external knowledge sources, with the
retrieval-augmentation framework proposed (Lewis
et al., 2020; Gao et al., 2023). Before LLMs’ infer-
ence, relevant text units are retrieved from the cor-
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pora (Karpukhin et al., 2020) and serve as the con-
text for LLMs to help reduce hallucination (Dong
et al., 2022). Lewis et al. (2020) proposes to train
the whole framework with a retriever and a gener-
ator end-to-end. Izacard and Grave (2020) intro-
duces a fusion-in-decoder architecture to jointly
consider all retrieved contexts in the generation.
However, most existing works are designed to uti-
lize external text corpora to augment LLMs. In our
work, we explore how to augment LLMs with exter-
nal text-attributed graphs and propose a benchmark
for evaluation.

7 Conclusions

In this work, we study the problem of augment-
ing LLMs with (text-attributed) graphs as external
knowledge sources. We first manually construct a
benchmark dataset called GRBENCH, which con-
tains 1,740 questions and 10 graphs from 5 do-
mains. Each question in GRBENCH can be an-
swered by referring to the graphs. We further
propose a simple and effective framework called
GRAPH-COT, which can augment LLMs with
graphs by letting LLMs conduct iterative reasoning
on graphs. GRAPH-COT contains three sub-steps
in each iteration: LLM reasoning, LLM-graph
interaction, and graph execution. We then con-
duct experiments with three backbone LLMs on
GRBENCH and demonstrate the effectiveness of
GRAPH-COT. Future works can explore how to let
LLMs better understand the graphs and how to let
LLMs conduct more complex reasoning.

Limitations

In this work, we mainly focus on augmenting
LLMs with external graphs as knowledge sources
by reasoning on the graphs, with a comprehensive
benchmark dataset proposed. For GRBENCH con-
struction, although we used GPT-4 to paraphrase
the question templates, they are still mostly de-
signed manually, so there might be room for im-
provement in terms of question diversity and diffi-
culty. For GRAPH-COT, the LLM backbone used
is an API model that cannot be fine-tuned (or is
very costly to fine-tune). Future methods might
need to consider how to train the LLMs explicitly
to navigate on graphs.

Ethics Statement

Research has demonstrated the proficiency of Large
Language Models (LLMs) (Touvron et al., 2023;

Jiang et al., 2024) in mastering language processing
and generation. However, investigations have also
pointed out their limitations, including social biases
(Liang et al., 2021) and the propagation of false
information (Abid et al., 2021). Our study aims
to enhance LLMs by integrating external graphs
as knowledge sources, proposing this approach as
a potential solution to reduce bias and eradicate
misinformation.
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A Dataset

The detailed statistics of the graphs in GRBENCH

are shown in Table 5. We will discuss the nodes’
features and neighbors in each graph in the follow-
ing paragraphs respectively.
Academic Graphs contain three types of nodes:
paper, author, and venue. Here are examples to
show the feature information and neighboring in-
formation for the three types of nodes respectively.

1 # paper node
2 {
3 'features ': {
4 'title ': ...,
5 'abstract ': ...,
6 'keywords ': [...],
7 'lang ': ...,
8 'year ': ...,
9 },

10 'neighbors ': {
11 'author ': [...],
12 'venue ': [...],
13 'reference ': [...],
14 'cited_by ': [...],
15 }
16 }
17 # author node
18 {
19 'features ': {
20 'name ': ...,
21 'organization ': ...,
22 },
23 'neighbors ': {
24 'paper ': [...],
25 }
26 }
27 # venue node
28 {
29 'features ': {
30 'name ': ...,
31 },
32 'neighbors ': {
33 'paper ': [...],
34 }
35 }

E-commerce Graph contains two types of nodes:
item and brand. Here are examples to show the
feature information and neighboring information
for the two types of nodes respectively.

1 # item node

2 {
3 'features ': {
4 'title ': ...,
5 'description ': ...,
6 'price ': ...,
7 'category ': [...],
8 },
9 'neighbors ': {

10 'also_viewed_item ': [...]
,

11 'buy_after_viewing_item ':
[...],

12 'also_bought_item ': [...]
,

13 'bought_together_item ': [
...],

14 'brand ': [...],
15 }
16 }
17 # brand node
18 {
19 'features ': {
20 'name ': ...,
21 },
22 'neighbors ': {
23 'item ': [...],
24 }
25 }

Literature Graph contains four types of nodes:
book, author, publisher, and series. Here are exam-
ples to show the feature information and neighbor-
ing information for the four types of nodes respec-
tively.

1 # book node
2 {
3 'features ': {
4 'country_code ': ...,
5 'language_code ': ...,
6 'is_ebook ': ...,
7 'title ': ...,
8 'description ': ...,
9 'format ': ...,

10 'num_pages ': ...,
11 'publication_year ': ...,
12 'popular_shelves ': [...],
13 'genres ': [...],
14 },
15 'neighbors ': {
16 'author ': [...],
17 'publisher ': [...],

174



18 'series ': [...],
19 'similar_books ': [...],
20 }
21 }
22 # author node
23 {
24 'features ': {
25 'name ': ...,
26 },
27 'neighbors ': {
28 'book ': [...],
29 }
30 }
31 # publisher node
32 {
33 'features ': {
34 'name ': ...,
35 },
36 'neighbors ': {
37 'book ': [...],
38 }
39 }
40 # series node
41 {
42 'features ': {
43 'title ': ...,
44 'description ': ...,
45 },
46 'neighbors ': {
47 'book ': [...],
48 }
49 }

Healthcare Graph contains eleven types of nodes:
anatomy, biological process, cellular component,
compound, disease, gene, molecular function, path-
way, pharmacologic class, side effect, and symp-
tom. Here are examples to show the feature infor-
mation and neighboring information for the eleven
types of nodes respectively.

1 # anatomy node
2 {
3 'features ': {
4 'name ': ...,
5 },
6 'neighbors ': {
7 'Anatomy -expresses -Gene ':

[...],
8 }
9 }

10 # biological process node

11 {
12 'features ': {
13 'name ': ...,
14 },
15 'neighbors ': {
16 'Gene -participates -

Biological Process ': [...],
17 }
18 }
19 # cellular component node
20 {
21 'features ': {
22 'name ': ...,
23 },
24 'neighbors ': {
25 'Gene -participates -

Cellular Component ': [...],
26 }
27 }
28 # compound node
29 {
30 'features ': {
31 'name ': ...,
32 },
33 'neighbors ': {
34 'Compound -causes -Side

Effect ': [...],
35 'Compound -upregulates -

Gene ': [...],
36 'Compound -downregulates -

Gene ': [...],
37 }
38 }
39 # disease node
40 {
41 'features ': {
42 'name ': ...,
43 },
44 'neighbors ': {
45 'Disease -associates -Gene '

: [...],
46 'Disease -localizes -

Anatomy ': [...],
47 'Compound -treats -Disease '

: [...],
48 'Disease -resembles -

Disease ': [...],
49 'Disease -presents -Symptom

': [...],
50 'Disease -upregulates -Gene

': [...],
51 }

175



52 }
53 # gene node
54 {
55 'features ': {
56 'name ': ...,
57 },
58 'neighbors ': {
59 'Gene -participates -

Biological Process ': [...],
60 'Anatomy -upregulates -Gene

': [...],
61 'Anatomy -expresses -Gene ':

[...],
62 'Anatomy -downregulates -

Gene ': [...],
63 'Compound -upregulates -

Gene ': [...],
64 'Gene -interacts -Gene ': [

...],
65 'Gene -participates -

Molecular Function ': [...],
66 'Gene -participates -

Cellular Component ': [...],
67 }
68 }
69 # molecular function node
70 {
71 'features ': {
72 'name ': ...,
73 },
74 'neighbors ': {
75 'Gene -participates -

Molecular Function ': [...],
76 }
77 }
78 # pathway node
79 {
80 'features ': {
81 'name ': ...,
82 },
83 'neighbors ': {
84 'Gene -participates -

Pathway ': [...],
85 }
86 }
87 # pharmacologic node
88 {
89 'features ': {
90 'name ': ...,
91 },
92 'neighbors ': {
93 'Pharmacologic Class -

includes -Compound ': [...],
94 }
95 }
96 # side effect node
97 {
98 'features ': {
99 'name ': ...,

100 },
101 'neighbors ': {
102 'Compound -causes -Side

Effect ': [...],
103 }
104 }
105 # symptom node
106 {
107 'features ': {
108 'name ': ...,
109 },
110 'neighbors ': {
111 'Disease -presents -Symptom

': [...],
112 }
113 }

Legal Graph contains four types of nodes: opinion,
opinion cluster, docket, and court. Here are exam-
ples to show the feature information and neighbor-
ing information for the four types of nodes respec-
tively.

1 # opinion node
2 {
3 'features ': {
4 'plain_text ': ...,
5 },
6 'neighbors ': {
7 'opinion_cluster ': [...],
8 'reference ': [...],
9 'cited_by ': [...],

10 }
11 }
12 # opinion cluster node
13 {
14 'features ': {
15 'judges ': ...,
16 'case_name ': ...,
17 'attorneys ': ...,
18 'syllabus ': ...,
19 },
20 'neighbors ': {
21 'opinion ': [...],
22 'docket ': [...],
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23 }
24 }
25 # docket node
26 {
27 'features ': {
28 'case_name ': ...,
29 'pacer_case_id ': ...,
30 },
31 'neighbors ': {
32 'opinion_cluster ': [...],
33 'court ': [...],
34 }
35 }
36 # court node
37 {
38 'features ': {
39 'citation_string ': ...,
40 'full_name ': ...,
41 'start_date ': ...,
42 'end_date ': ...,
43 },
44 'neighbors ': {
45 'docket ': [...],
46 }
47 }

B Question Templates

In this section, we show the templates for easy,
medium, and hard questions.

Academic Graphs.

• Easy

– Who are the authors of paper "{pa-
per_title}?"

– What organization is researcher {au-
thor_name} affiliated with?

– Where is the paper "{paper_title}" pub-
lished?

– How many papers cite the paper "{pa-
per_title}"?

– How many papers does paper "{pa-
per_title}" cite?

– Which is the most cited paper by author
{author_name} in {org_name}?

– How many papers did author {au-
thor_name} in {org_name} write?

• Medium

– Who collaborate with author {au-
thor_name} in {org_name} to write pa-
per "{paper_title}"?

– Who wrote both the paper "{pa-
per1_title}" and paper "{paper2_title}"?

– Who is the closest collaborator with
author {author_name} in {org_name}?
Closeness is defined in terms of the num-
ber of collaborations together.

– How many collaborators does author
{author_name} in {org_name} have in
year?

– How many papers did {author_name1}
in {org_name1} and {author_name2} in
{org_name2} write together?

– Which venue did {author_name1} in
{org_name1} and {author_name2} in
{org_name2} collaborate most?

– How many people does author {au-
thor_name1} in {org_name1} need to
know at least to know author {au-
thor_name2} in {org_name2}?"

– What is the research interests (top 3
keywords) of author {author_name} in
{org_name}?

• Hard

– Which paper should be recommended
to the reader of paper {paper1_title}?
Please select from the candidate
list {paper2_title}, {paper3_title},
{paper4_title}, {paper5_title}, {pa-
per6_title}, {paper7_title}, {pa-
per8_title}, {paper9_title}, {pa-
per10_title}, {paper11_title}. Please
answer the paper title rather than ID."

E-commerce Graph.

• Easy

– What is the brand of item {item_title}?
– What is the category of item {item_title}?
– What is the price of item {item_title}?

• Medium

– How many co-viewed items does item
{item_title} have?

– How many bought-together items does
item {item_title} have?

– How many buy-after-viewing items does
item {item_title} have?
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Table 5: Detailed Dataset Statistics of GRBENCH.

Domain Topic Graph Statistics Data

Nodes Edges # Templates # Questions

Academic

CS
Paper (~5M) Written-by (~14M)

15 150Author (~2M) Publish-in (~5M)
Venue (~55K) Cited-by (~32M)

Biology
Paper (~1M) written-by (~8M)

14 140Author (~2M) publish-in (~1M)
Venue (100) cited-by (~29M)

Chemistry
Paper (~1M) written-by (~7M)

14 140Author (~2M) publish-in (~1M)
Venue (100) cited-by (~20M)

Material Science
Paper (~1M) written-by (~6M)

14 140Author (~1M) publish-in (~1M)
Venue (99) cited-by (~14M)

Medicine
Paper (~2M) written-by (~14M)

14 140Author (~4M) publish-in (~2M)
Venue (100) cited-by (~12M)

Physics
Paper (~1M) written-by (~13M)

14 140Author (~1M) publish-in (~1M)
Venue (91) cited-by (~18M)

E-commerce Amazon

Item (~9M) also-viewed (~125M)

20 200
buy-after-viewing (~9M)

Brand (~110K)
also-bought (~170M)

bought-together (~6M)
item-brand (~1M)

Literature Goodreads

Book (~2M) written-by (~3M)

24 240Author (~829K) published-in (~1M)
Publisher (~193K) book-series (~822K)

Series (~400K) similar-book (~16M)

Healthcare Disease 11 nodes types 24 edge types 27 270See Sec A See Sec A

Legal Freelaw

Opinion (~9M) opinion-cluster (~9M)

18 180Opinion-cluster (~8M) opinion-citation (~29M)
Docket (~66M) cluster-docket (~8M)

Court (~3K) docket-court (~66M)

SUM - - - 174 1740

– How many also-bought items does item
{item_title} have?

– How many items are in brand
{brand_name}?

– Find the items which are in the same
brand and same category as item
{item_title}.

– Which item shares over {num} co-viewed
items with item {item_title}?

– Which item shares over {num} bought-
together items with item {item_title}?

– How many items have the same bought-
together items with item {item_title}?

– What is the average price of the
bought-together/co-viewed items with
{item_title}?

– What is the most popular category name
of the bought-together/co-viewed items
with {item_title}?

• Hard

– What next item should be recommended
to the user based on his history:
{item_titles}?

– What is the exact matched item given this
query: {query_text}?

– What is the substitutive item given this
query: {query_text}?

– What is the complementary item given
this query: {query_text}?

Literature Graph.

• Easy
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– Who are the authors of book {book title}?
– What is the publisher of book {book ti-

tle}?
– Which shelves do we need to put book

{book title} on?
– What genre does the book {book title}

belong to?
– In which series is the book {book title}

included?
– What is the publication year of book

{book title}?
– How many pages does the book {book

title} have?
– Is the book {book title} an eBook?
– What language is the book {book title}

written in?
– How many books has author {author

name} written?
– How many similar books does Book

{book title} have?
– How many books does publisher {pub-

lisher name} publish?
– How many books are part of the series

{series title}?

• Medium

– Find the book written by the same author
and published by the same publisher as
book {book title}.

– Find books by the same author and share
similar genre with book {book title}.

– Find the earliest book written by the au-
thor of the book {book title}.

– Find the series in which the same author
as the book {book title} has contributed,
but the series is different from the book’s
series.

– How many authors have collaborated
with the publisher {publisher name}?

– Which author has the most published
books that have the same genre as the
book {book title}?

– What is the most common publication for-
mat of books by author {author name}?

– What is the most frequent genre in the
works of the author {author name}?

– Which publisher has released the major-
ity of books in the genre {genre name}?

– What is the most common language
among the books written by author {au-
thor name}?

• Hard

– What book should be recommended to
the user based on his history: {book ti-
tles}?

Healthcare Graph.

• Easy

– What are the side effects of compound
{compound name}?

– What are the symptoms of the disease
{disease name}?

– What are the biological processes of
gene {gene name}?

– What are the molecular functions of gene
{gene name}?

– What anatomy can be downregulated by
gene {gene name}?

– What anatomy can be expressed by gene
{gene name}?

– What anatomy can be upregulated by
gene {gene name}?

– How many resemble compounds do
{compound name} have?

– How many resemble disease do {disease
name} have?

– How many compounds can be used to
treat {disease name}?

• Medium

– What compound can treat both {disease
name1} and {disease name2}?

– What disease located in {anatomy name}
can {compound name} palliate?

– What disease located in {anatomy name}
can {compound name} treat?

– What disease is downregulated by {gene
name} and located in {anatomy name}?

– What disease is associated by {gene
name} and located in {anatomy name}?

– What disease is upregulated by {gene
name} and located in {anatomy name}?

– Is there a correlation between {gene
name} and {symptom name}? Please an-
swer True or False
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– Which pharmacologic class includes the
most compounds that can palliate the dis-
ease with {symptom name}?

– Which pharmacologic class includes the
most compounds that can treat the dis-
ease with {symptom name}?

– Which cellular component is partici-
pated by most genes that are upregulated
in disease with {symptom name}?

– Which cellular component is partici-
pated by most genes that are associated
in disease with {symptom name}?

– Which cellular component is partici-
pated by most genes that are downreg-
ulated in disease with {symptom name}?

– Which pathway is participated by most
genes that are upregulated in disease
with {symptom name}?

– Which pathway is participated by most
genes that are associated in disease with
{symptom name}?

– Which pathway is participated by most
genes that are downregulated in disease
with {symptom name}?

– How many genes participate the exact
same biological processes with {gene
name}?

– How many diseases present the exact
same symptoms with {disease name}?

Legal Graph.

• Easy

– what is the start date of court {court
name}?

– what is the end date of court {court
name}?

– what is the citation string of court {court
name}?

– which court is handling the case listed
under the PACER docket number {pacer
id}?

– Who are the attorneys for the case corre-
sponding to this opinion cluster: {opin-
ion cluster text}?

– How many dockets have been processed
in court {court name}?

– How many opinions are citing this opin-
ion: {opinion text}?

• Medium

– Which members of the judiciary are re-
sponsible for the group of rulings that
includes the following opinion: {opinion
text}

– What docket includes this opinion: {opin-
ion plain text}? Please answer with the
pacer case ID.

– Which court is this opinion cluster syl-
labus published: {opinion cluster text}?

– How many times has the case {case
name} been judged in different courts?

– How many opinions are contained in the
opinion clusters about {case name}?

– How many opinions are contained in the
opinion cluster with syllabus: {opinion
cluster text}?

– How many opinions are contained in the
opinion cluster with opinion {opinion
text}?

– Which court is this opinion ({opinion
text}) published?

– What is the preferred court to cite of
judges in court {source court name}?

• Hard

– Is the given sentence supported by the
given case? Sentence: text, case: {case
name}.

– Find a case which can support this sen-
tence: {text}.

C Question Template Paraphrase Prompt

Paraphrase Prompt

Paraphrase the given template in four differ-
ent ways. Keep the name in ‘’ unchanged,
don’t use ’ in question, and use the same
format (‘question string’, ‘answer string’):

D Programmatic Automatic Answer
Generation Examples

1 # Define graph walking functions
2 def one_hop(graph , center_node_type ,

center_node_save_key ,
neighbor_node_type ,
neighbor_node_save_key , edge_type , k
):

3 generated_data = []
4 cnt = 0
5 center_ids = list(graph[

center_node_type ].keys())
6 random.shuffle(center_ids)
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7 for center_id in center_ids:
8 center_name = graph[

center_node_type ][ center_id ]['
features ']['name']

9 if edge_type not in graph[
center_node_type ][ center_id ]['
neighbors ']:

10 continue
11 neighbor_ids = graph[

center_node_type ][ center_id ]['
neighbors '][ edge_type]

12 neighbor_names = [graph[
neighbor_node_type ][ neighbor_id ]['
features ']['name'] for neighbor_id
in neighbor_ids]

13 if len(neighbor_names) > 5:
14 continue
15 generated_data.append ({

center_node_save_key:center_name ,
neighbor_node_save_key: ', '.join(
neighbor_names)})

16 cnt += 1
17 if cnt == k:
18 break
19 return generated_data
20

21 # Generate examples
22 random.seed (2023)
23 question = "what are the side effects of

compound {compound_name }?"
24 answer = "{side_effects}"
25 generated_data = one_hop(graph , '

Compound_nodes ', 'compound_name ', '
Side_Effect_nodes ', 'side_effects ',
'Compound -causes -Side Effect ', k)

26 assert len(generated_data) == k
27 all_generated_data [(question , answer)] =

generated_data

E Prompts in GRAPH-COT

The prompt to instruct LLMs for GRAPH-COT
contains three parts: graph description, interaction
function description, and demonstrations. The final
prompt is shown below, where “graph definition”,
“interaction function descriptions” and “examples”
correspond to the three parts respectively:

GRAPH-COT prompt

Solve a question answering task with inter-
leaving Thought, Interaction with Graph,
Feedback from Graph steps.
In Thought step, you can think about what
further information is needed, and In In-
teraction step, you can get feedback from
graphs with four functions:
{interaction function descriptions}
You may take as many steps as necessary.
Here are some examples:
{examples}
(END OF EXAMPLES)
Definition of the graph: {graph definition}
Question: {question}
Please answer by providing node main fea-
ture (e.g., names) rather than node IDs.

E.1 Graph Description Prompts

MAG graph descriptions

There are three types of nodes in the graph:
paper, author and venue. Paper nodes have
features: title, abstract, year and label. Au-
thor nodes have features: name. Venue
nodes have features: name. Paper nodes
are linked to author nodes, venue nodes, ref-
erence nodes and cited by nodes. Author
nodes are linked to paper nodes. Venue
nodes are linked to paper nodes.

DBLP graph descriptions

There are three types of nodes in the graph:
paper, author and venue. Paper nodes have
features: title, abstract, keywords, lang, and
year. Author nodes have features: name and
organization. Venue nodes have features:
name. Paper nodes are linked to their author
nodes, venue nodes, reference nodes (the
papers this paper cite) and cited by nodes
(other papers which cite this paper). Author
nodes are linked to their paper nodes. Venue
nodes are linked to their paper nodes.
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E-commerce graph descriptions

There are two types of nodes in the graph:
item and brand. Item nodes have features: ti-
tle, description, price, img, category. Brand
nodes have features: name. Item nodes are
linked to their brand nodes, also viewed
item nodes, buy after viewing item nodes,
also bought item nodes, bought together
item nodes. Brand nodes are linked to their
item nodes.

Literature graph descriptions

There are four types of nodes in the graph:
book, author, publisher, and series. Book
nodes have features: country code, lan-
guage code, is ebook, title, description, for-
mat, num pages, publication year, url, popu-
lar shelves, and genres. Author nodes have
features: name. Publisher nodes have fea-
tures: name. Series nodes have features:
title and description. Book nodes are linked
to their author nodes, publisher nodes, se-
ries nodes and similar books nodes. Author
nodes are linked to their book nodes. Pub-
lisher nodes are linked to their book nodes.
Series nodes are linked to their book nodes.

Healthcare graph descriptions

There are eleven types of nodes in the graph:
Anatomy, Biological Process, Cellular
Component, Compound, Disease, Gene,
Molecular Function, Pathway, Pharmaco-
logic Class, Side Effect, Symptom. Each
node has name feature. There are these
types of edges: Anatomy-downregulates-
Gene, Anatomy-expresses-Gene, Anatomy-
upregulates-Gene, Compound-binds-Gene,
Compound-causes-Side Effect, Compound-
downregulates-Gene, Compound-palliates-
Disease, Compound-resembles-Compound,
Compound-treats-Disease, Compound-
upregulates-Gene, Disease-associates-
Gene, Disease-downregulates-Gene,
Disease-localizes-Anatomy, Disease-
presents-Symptom, Disease-resembles-
Disease, Disease-upregulates-Gene,
Gene-covaries-Gene, Gene-interacts-
Gene, Gene-participates-Biological
Process, Gene-participates-Cellular Com-
ponent, Gene-participates-Molecular
Function, Gene-participates-Pathway,
Gene-regulates-Gene, Pharmacologic
Class-includes-Compound.

Legal graph descriptions

There are four types of nodes in the graph:
opinion, opinion cluster, docket, and court.
Opinion nodes have features: plain text.
Opinion cluster nodes have features: syl-
labus, judges, case name, attorneys. Docket
nodes have features: pacer case id, case
name. Court nodes have features: full name,
start date, end date, citation string. Opinion
nodes are linked to their reference nodes
and cited by nodes, as well as their opinion
cluster nodes. Opinion cluster nodes are
linked to opinion nodes and docket nodes.
Docket nodes are linked to opinion cluster
nodes and court nodes. Court nodes are
linked to docket nodes.
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E.2 Interaction Function Description Prompts

Interaction function descriptions

(1) RetrieveNode[keyword], which retrieves
the related node from the graph according
to the corresponding query.
(2) NodeFeature[Node, feature], which re-
turns the detailed attribute information of
Node regarding the given "feature" key.
(3) NodeDegree[Node, neighbor type],
which calculates the number of "neighbor
type" neighbors of the node Node in the
graph.
(4) NeighbourCheck[Node, neighbor type],
which lists the "neighbor type" neighbours
of the node Node in the graph and returns
them.

E.3 Demonstrations
In GRAPH-COT, we provide three demonstrations
to teach LLMs how to utilize the four interaction
functions. The demonstrations for academic
domain graphs are shown in Figure 6. More de-
tailed information about demonstrations for other
domain graphs can be found at https://github.
com/PeterGriffinJin/Graph-CoT/blob/main/
Graph-CoT/code/graph_fewshots.py.
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Academic graph demonstrations

Definition of the graph: {academic graph definition}
Question: When was the paper Strongly Interacting Higgs Sector in the Minimal Standard Model
published?
Reasoning 1: The question is asking some basic information of a node (Strongly Interacting Higgs
Sector in the Minimal Standard Model). We need to find the node in the graph.
Interaction 1: RetrieveNode[Strongly Interacting Higgs Sector in the Minimal Standard Model]
Execution 1: The ID of this node is 3101448248.
Reasoning 2: The question is asking the published date of a paper, we need to check the node
feature (year) from the graph.
Interaction 2: NodeFeature[3101448248, year]
Execution 2: 1993
Reasoning 3: The published date of the paper is 1993.
Interaction 3: Finish[1993]

Definition of the graph: {academic graph definition}
Question: How many authors do the paper Mass Accretion Rates in Self-Regulated Disks of T
Tauri Stars have?
Reasoning 1: The question is asking information of a node (Mass Accretion Rates in Self-Regulated
Disks of T Tauri Stars). We need to find the node in the graph.
Interaction 1: RetrieveNode[Mass Accretion Rates in Self-Regulated Disks of T Tauri Stars]
Execution 1: The ID of this node is 2090642949.
Reasoning 2: The question is asking the number of authors of a paper, we need to calculate the
node’s author neighbor degree from the graph.
Interaction 2: NodeDegree[2090642949, author]
Execution 2: 2
Reasoning 3: The number of the authors is 2
Interaction 3: Finish[2]

Definition of the graph: {academic graph definition}
Question: What was the publish venue of the paper Mass Accretion Rates in Self-Regulated Disks
of T Tauri Stars?
Reasoning 1: The question is asking information of a node (Mass Accretion Rates in Self-Regulated
Disks of T Tauri Stars). We need to find the node in the graph.
Interaction 1: RetrieveNode[Mass Accretion Rates in Self-Regulated Disks of T Tauri Stars]
Execution 1: The ID of this node is 2090642949.
Reasoning 2: The question is asking the published venue of a paper, we need to check the node’s
venue neighbor from the graph.
Interaction 2: NeighbourCheck[2090642949, venue]
Execution 2: [’1980519’, ’1053242’]
Reasoning 3: The ID of the published venue are 1980519 and 1053242. We need to get their
names.
Interaction 3: NodeFeature[1980519, name], NodeFeature[1053242, name]
Execution 3: the astrophysical journal, the atmosphere journal
Reasoning 4: The name of the published venues are the astrophysical journal and the atmosphere
journal
Interaction 4: Finish[the astrophysical journal, the atmosphere journal]

Figure 6: Demonstrations for the academic domain graphs
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