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Abstract

With the advent of diffusion-based image gen-
eration models such as DALL-E, Midjourney
and Stable Diffusion, high-quality images can
be easily generated using textual inputs. It is
unclear, however, to what extent the generated
images resemble human mental representations,
especially regarding abstract event knowledge,
in contrast to concrete event knowledge. We
analyse the capabilities of four state-of-the-art
models in generating images of verb-object
event pairs when we systematically manipu-
late the degrees of abstractness of both the
verbs and the object nouns. Human judge-
ments assess the generated images and indicate
that DALL-E is strongest for event pairs with
concrete nouns (e.g., pour water; believe per-
son), while Midjourney is preferred for event
pairs with abstract nouns (e.g., remain mystery;
raise awareness), in both cases irrespective of
the concreteness of the verb. Across models,
humans were most unsatisfied with images of
events pairs that combined concrete verbs with
abstract direct-object nouns (e.g., speak truth;
steal idea). We hypothesised that this is due to
the tendency of these combinations to express
figurative language, which was confirmed by
post-hoc collected human judgements.

1 Introduction

Nowadays tools for automatic image generation
are accessible to laypeople as much as to experts.
But do the generated images capture human mental
representations? And which images are generated
for abstract concepts and events that are not easily
depictable, such as the concept patience and the
event speak the truth, given that what we really
see in the images depicting abstract knowledge are
concrete objects?

The current study assesses four image generation
models on how well they depict abstract vs. con-
crete event descriptions: we compare DALL-E 2
(Ramesh et al., 2022), Stable Diffusion (Rombach

et al., 2022), Stable Diffusion XL (Podell et al.,
2023) and Midjourney1, as well as images retrieved
by the search engine Bing2. Following Frassinelli
and Schulte im Walde (2019), the prompts for the
models are represented by 40 phrase-level events
consisting of a verb and a direct object noun, where
we systematically vary the words’ degrees of ab-
stractness by relying on the ratings in Brysbaert
et al. (2014), cf. build a perspective vs. carry a box.
We evaluate the generated images through human
ratings (i) in a standard large-scale crowd-sourcing
task, and (ii) in a two-step small-scale setup where
we prime our participants on their expectations by
asking them to first describe what they would ex-
pect to see in an image of a specific event, before
asking them to judge the quality of the automat-
ically generated images. Our hypothesis is that
humans will be less satisfied with the depiction of
abstract in comparison to concrete event knowl-
edge, while it is unclear how and to what extent the
abstractness of verbs vs. nouns influences the hu-
man judgements with regard to the four-way com-
binations of abstract/concrete verb-noun events.

We thus propose an exploration of the capa-
bilities of image generation models regarding ab-
stract vs. concrete event descriptions, while pre-
vious work primarily focused on concrete events
such as scenes with concrete objects and relations
(Johnson et al., 2018), person appearance and shape
(Tang et al., 2020), and transformer-based text-to-
image generation across different styles (Ding et al.,
2021), or on investigating prompts variants for opti-
mising the generation of abstract and figurative con-
cepts (Chakrabarty et al., 2023; Liao et al., 2023).
Examples of research that not only targeted con-
crete but also abstract knowledge in images, are
studies by McRae et al. (2018) who performed
priming experiments for abstract words in images,

1https://www.midjourney.com
2https://www.bing.com/

15



Akula et al. (2023) who proposed standard vision
detection and retrieval tasks to distinguish between
concrete and abstract concepts in visual metaphors,
and Shahmohammadi et al. (2023) who trained
image generation models to illustrate any kind of
textual input, including figurative language.

2 Target and Data Collections

As the basis for our experiments we create verb-
noun event pairs of varying degrees of concreteness
(Section 2.1). These event pairs are used as prompts
for the image generation models (Section 2.2).

Verb Score Noun Score Category
V + N

eat 4.44 meal 4.66 C + C
know 1.68 man 4.79 A + C
raise 3.80 awareness 1.84 C + A
assume 1.75 responsibility 1.40 A + A

Table 1: Examples of verb-noun event pairs, together
with the individual verb/noun mean concreteness rating
scores from Brysbaert et al. (2014) on a scale from
1 (abstract) to 5 (concrete), and the event category type.

2.1 Verb-Noun Event Pairs

We rely on the concreteness ratings by Brys-
baert et al. (2014) to systematically create a to-
tal of 40 pairs combining 10 strongly concrete
verbs and strongly concrete nouns (ConcV+ConcN),
10 strongly abstract verbs and strongly concrete
nouns (AbstV+ConcN), 10 strongly concrete verbs
and strongly abstract nouns (ConcV+AbstN), and
10 strongly abstract verbs and strongly abstract
nouns (AbstV+AbstN). Table 1 presents one ex-
ample per verb-noun event category and the cor-
responding individual word concreteness ratings.
The full table is provided in Appendix A.

2.2 Image Generation

We employ four image generation models. In addi-
tion to these models we also use Bing images.

DALL-E 2 is a text-to-image image genera-
tion model from OpenAI released in April, 2022.
DALL-E 2 can be accessed through the OpenAI’s
API at a fixed cost per image basis. It is able to
create an image in 1:1 aspect ratio with a maximum
resolution of 1024x1024, which is what we use.

Midjourney (MJ) v5.1 is a text-to-image model
developed by Midjourney Inc. Unlike the other
models, Midjourney is not accessible through an
API, and it requires manual prompting in a Discord
interface. It also has a fixed subscription-based

payment to generate images. Midjourney v5.1 gen-
erates images at 1024x1024 resolution which can
be altered for different aspect ratios. We use the
default 1024x1024 resolution of v5.1.

Stable Diffusion (SD) v2.1 is a text-to-image
model developed by Stability AI which makes use
of the latent diffusion model architecture to gen-
erate images. It is open-source and can be run
locally or accessed via API through DreamStudio3.
It is able to create images of varying aspect ratios
and resolutions at the cost of degrading quality the
further you go away from the 768x768 native reso-
lution. We use the 768x768 resolution for all our
generations setting the inference steps to 75.

Stable Diffusion XL (SDXL) v1.0 is the lat-
est Stable Diffusion model from Stability AI. It
improves over Stable Diffusion v2.1 by requiring
shorter and less detailed prompts and being able
to generate text within the images. Additionally,
its three times larger UNet Backbone (used for
image segmentation) and architectural improve-
ments enable it to create more prompt-consistent
and high-quality images with a native resolution of
1024x1024. It is open-source and can be run locally
or accessed via API through DreamStudio. We set
the resolution to 1024x1024 with the number of
inference steps set to 50 (default).

Bing is a search engine that we use for image
search as an upper bound to evaluate the image
generation models. We feed our prompts via the
Bing API to retrieve images that are not restricted
by resolution or aspect ratio.

For all four models as well as Bing, we
use as prompts the verb-noun event pairs intro-
duced above. The image generation models were
prompted using their default parameters. We col-
lect four images from each of the four models’
outputs as well as from Bing, for each of the 40
verb-noun pairs, a total of 800 images. Figure 1
presents one example image for each model and
for two event pairs, serve food (ConcV+ConcN) and
remain mystery (AbstV+AbstN).

3 Model Evaluation

We evaluate the generated images through human
ratings in two studies. The images, the full annota-
tion instructions and all collections are publicly
available at https://www.ims.uni-stuttgart.
de/data/image-generation.

3https://dreamstudio.ai/generate
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(a) DALL-E 2 (b) Midjourney v5.1 (c) Stable Diffusion v2.1 (d) Stable Diffusion XL v1.0

(e) DALL-E 2 (f) Midjourney v5.1 (g) Stable Diffusion v2.1 (h) Stable Diffusion XL v1.0

Figure 1: Example images for the event pairs serve food and remain mystery, as generated by the four models.

serve food reduce noise steal idea remain mystery
a waiter bringing a platter
filled with food to a table at
a dimly lit diner, three peo-
ple sitting at the table; a man
stands behind a counter and
dishes up a variety of foods
to a customer

a slider with a speaker sym-
bol next to it and an ar-
row over the slider point-
ing away from the speaker
symbol; a grainy picture fol-
lowed by an arrow and a
very soft looking version of
the picture

a person in a lab coat leaf-
ing through a notebook, the
body language shows un-
ease; person with thought
bubble above their head,
the thought bubble is being
snatched away by another
person

a woman burns a letter from
an ex without reading it; an
archaeologist tries to deci-
pher a text from an unknown
language

Table 2: Examples of human descriptions for four verb-noun event pairs in Task 1 of the expectation-based study.

Study 1: Crowdsourcing Ratings We gather
ratings of the generated images for our verb-noun
events from Amazon Mechanical Turk (AMT)4

workers based in either USA or UK, and with more
than 10,000 prior submissions and a ≥99% ap-
proval rate. The workers are asked to rate on a
scale from 1 to 6 how well each of the 800 gener-
ated images depicts the associated verb-noun pair
event. We also add 80 images as sanity checks;
these include an obviously wrong image for addi-
tional verb-noun pairs, e.g., an image of a car for
play football.

Study 2: Expectation-based Ratings This eval-
uation is conducted in two consecutive tasks.

In Task 1 we aim at collecting precise descrip-
tions of what our participants expect to see in an
image of a particular verb-noun event, by asking
them to provide one or more phrases describing the
mental image they created of the given event. In
this way, participants can reflect on the given event
and the mental representations they are generating.

4https://www.mturk.com/

In Task 2, the same participants are presented
with the same verb-noun pairs, their own descrip-
tions for the pairs, and four images from each of
the four models and Bing. They are asked to se-
lect all images that depict the event well, without
providing any ranking. The annotators can also
select images that do not directly match their own
descriptions, as long as they judge the image good.

The annotators are university students highly
proficient in English (B2 level or higher). We col-
lect 19 responses from our annotators describing
their image expectations for the verb-noun event in
Task 1 (see examples in Table 2). 12 out of the 19
annotators also completed Task 2.

4 Results

Study 1: Crowdsourcing Ratings We collected
a total of 7,200 ratings for our 800 images, with
nine unique annotators rating each image on a scale
from 1 to 6. After removing all ratings by anno-
tators that failed the sanity check, and using only
those images that received ≥4 approved ratings,
our final set contains 4,212 ratings.
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These ratings distribute over our event categories
as follows.

Figure 2: Final set of ratings across categories.

Figure 3 presents the proportions of how often a
model received an extremely low (bad) rating of 1
or 2 (left plot) or an extremely high (good) rating
of 5 or 6 (right plot), out of the total number of rat-
ings for that model and a specific verb-noun event
category. For example, SD received a very low
rating for 62 (48%) of the generated images in the
AbstV+AbstN category and a very high rating for
only 13 (10%) generated images in this category.

Overall, we can clearly see that SD (orange bars)
received most low ratings and fewest high ratings
across event categories; Bing (blue bars) serves
as an upper bound (i.e., receiving few low and
many high ratings across most event categories);
and DALL-E, SDXL and MJ show more vari-
able results across event categories. More specif-
ically, the right plot in Figure 3 displays closer
competitions across the image generation models:
Our best performing model for AbstV+ConcN and
ConcV+ConcN is DALL-E, while MJ is best regard-
ing the other two categories. Therefore, DALL-
E performs best when the direct-object noun is
concrete, while MJ performs best when the direct-
object noun is abstract, irrespective of the concrete-
ness of the verb. MJ also exhibits a rather uniform
success rate across categories. SDXL (green bars)
is the second best generation model in three out of
four categories.

Study 2: Expectation-based Ratings Figure 4
shows how many images from each model were
selected by the annotators across verb-noun cat-
egories in Task 2, after they had previously de-
scribed their expectations (see examples in Table 2).
Similar to our large-scale experiment, we notice
the consistently poor performance of SD, while
DALL-E, SDXL and MJ are more favoured, and
Bing serves as the upper bound. The plot confirms
that DALL-E performs best when the direct-object
noun is concrete, while MJ performs best when the

direct-object noun is abstract. Finally, the annota-
tors were much less satisfied across models with
images for the ConcV+AbstN event category than
with images for any of the other event categories.

Table 3 once more confirms the general trends by
showing the total number of images for each model
that were selected in Task 2. Again we notice that
MJ, DALL-E and also SDXL are more favoured
than SD, and that Bing serves as the upper bound.
Table 3 also shows the mean and standard deviation
scores across our four event categories, pointing
out that especially DALL-E varies strongly.

#selected mean stdev
Bing 760 190.00 47.10
DALL-E 513 128.25 60.75
MJ 530 132.50 33.27
SD 181 45.25 19.76
SDXL 429 107.25 35.91

Table 3: Overall selected images per model/Bing.

Overall, our human expectations evaluation con-
firms the general trends from the crowdsourced
evaluation regarding (dis)preferences that annota-
tors perceived when judging the generated images.
In fact, Figure 4 presents a similar yet sharper pic-
ture of the human evaluation preferences in com-
parison to Figure 3.

Abstract Events and Figurative Language Our
initial hypothesis was that humans would be less
satisfied with the depiction of abstract in compar-
ison to concrete event knowledge. Looking into
our best model results, this hypothesis has been
confirmed but in an unexpected way. We found
that DALL-E performs best when the direct-object
noun is concrete (however with a rather large stan-
dard deviation), while MJ performs best when the
direct-object noun is abstract, irrespective of the
concreteness of the verb. In particular, annotators
were much less satisfied across models with images
for the ConcV+AbstN event category. So overall it
seems as if the abstractness of the noun plays a
core role in how well the generated images depict
verb-noun events.

We suspected that this is the case because
ConcV+AbstN events predominantly express figura-
tive language usage, as suggested by Frassinelli and
Schulte im Walde (2019), which is inherently diffi-
cult to depict. In order to look into this follow-up
hypothesis, we ran an additional annotation study
by asking 12 annotators for their binary judgements
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Figure 3: Proportions of how often the four models or Bing received an extremely low rating (1 or 2, left plot) or an
extremely high rating (5 or 6, right plot) in the crowdsourcing evaluation, out of the total number of ratings for that
model and a specific event category.

Figure 4: Number of images selected for each model in Task 2 of the human expectations setup, i.e., where the
annotators judged the images as well-depicting the respective events.

on figurative vs. literal language of our 40 event
pairs.5 Figure 5 shows that indeed ConcV+AbstN
(and to a lesser degree also the most abstract com-
bination AbstV+AbstN) are strongly perceived as
figurative language.

Figure 5: Number of literal vs. figurative language
judgements of event pairs across event categories.

5We also asked the annotators to provide examples sen-
tences, so that we could check that they understood the task,
and to obtain textual event information. The data are publicly
available from the same URL as above.

5 Conclusion

This paper systematically assessed image genera-
tion models on their capacity to generate images for
abstract vs. concrete event descriptions. We demon-
strated through human evaluations that DALL-E is
strongest for event pairs with concrete nouns, while
MJ is strongest for event pairs with abstract nouns.
Regarding images for events with a concrete verb
and an abstract direct-object noun, humans were
generally not satisfied with any model, which an ad-
ditional annotation attributed to a strong tendency
for representing figurative language.

We cannot conclusively say why some models
perform better than others, but we suspect that this
is due to reasons such as MJ’s tendency to produce
more creative images in contrast to DALL-E pro-
ducing simplistic and to-the-point images (which
humans seem to like for concrete nouns). Over-
all, all models were outperformed by Bing images,
which we attribute to less artifacting, randomness
and consistency issues in those images.
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A All 40 Verb-Noun Pairs and their Event Categories

Verb Score Noun Score Category
V + N

eat 4.44 meal 4.66

ConcV+ConcN

write 4.22 song 4.66
pour 4.14 water 5.00
throw 4.04 money 4.54
carry 4.04 weight 3.94
raise 3.80 family 4.23
serve 3.78 food 4.80
build 3.71 company 4.11
hold 3.68 pillow 5.00
read 3.56 paper 4.93
put 2.50 weight 3.94

AbstV+ConcN

keep 2.37 money 4.54
investigate 2.27 case 3.93
generate 2.23 electricity 3.90
sustain 2.17 injury 4.00
educate 2.12 child 4.78
reduce 2.00 noise 3.52
develop 1.87 company 4.11
know 1.68 man 4.79
believe 1.55 person 4.72
pave 4.03 way 2.34

ConcV+AbstN

seize 3.97 moment 1.61
steal 3.84 identity 2.00
steal 3.84 idea 1.61
raise 3.80 awareness 1.84
raise 3.80 expectation 1.62
build 3.71 perspective 2.38
speak 3.70 truth 1.96
hold 3.68 responsibility 1.40
unfold 3.55 drama 2.34
understand 2.28 reason 1.93

AbstV+AbstN

understand 2.28 meaning 1.85
learn 2.20 language 2.35
reduce 2.00 loss 2.19
remain 1.96 mystery 2.33
develop 1.87 idea 1.61
improve 1.82 safety 2.37
improve 1.82 health 2.28
fulfill 1.78 obligation 2.04
assume 1.75 responsibility 1.40

Table 4: All our 40 verb-noun event pairs, together with the individual verb/noun mean concreteness rating scores
from Brysbaert et al. (2014) on a scale from 1 (abstract) to 5 (concrete), and the event category type.
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