Figlang 2024

4th Workshop on Figurative Language Processing

Proceedings of the Workshop

June 21, 2024



©2024 Association for Computational Linguistics

Order copies of this and other ACL proceedings from:

Association for Computational Linguistics (ACL)
317 Sidney Baker St. S

Suite 400 - 134

Kerrville, TX 78028

USA

Tel: +1-855-225-1962

acl@aclweb.org

ISBN 979-8-89176-110-0



Introduction

Welcome to the 4th Workshop on Figurative Language Processing (FiglLang 2024), to be held on June
21, 2024 as part of NAACL in Mexico City, Mexico.

The use of figurative language enriches human communication by allowing us to express complex ideas
and emotions. Consequently, it is not surprising that figurative language processing has become a ra-
pidly growing area in Natural Language Processing (NLP), including metaphors, idioms, puns, irony,
sarcasm, among others. Characteristic to all areas of human activity (from poetic to ordinary to scien-
tific) and, thus, to all types of discourse, figurative language becomes an important problem for NLP
systems. Its ubiquity in language has been established in several corpus studies, and the role it plays in
human reasoning has been confirmed in psychological experiments. This makes figurative language an
important research area for computational and cognitive linguistics, and its automatic identification and
interpretation indispensable for any semantics-oriented NLP application. Recent advent of large langua-
ge model-based NLP has led to novel techniques for understanding, interpreting, and creating figurative
language.

This workshop is the fourth in a series of biannual workshops on Figurative Language Processing (fol-
lowing ACL 2018, ACL 2020, and EMNLP 2022 installments). This new workshop series builds upon
the successful start of the Metaphor in NLP workshop series (at NAACL- HLT 2013, ACL 2014, NAA-
CL-HLT 2015, NAACL-HLT 2016), expanding its scope to incorporate the rapidly growing body of
research on various types of figurative language such as sarcasm, irony and puns, with the aim of main-
taining and nourishing a community of NLP researchers interested in this topic. The workshop features
both regular research papers and two shared tasks on Multilingual Euphemism Detection and Multimodal
Figurative Language. The workshop is privileged to present one invited talk this year. Dr. Vered Shwartz
will be presenting talks at this year’s workshop on whether LLMs have solved figurative language.

In the regular research track, we received twenty two research paper submissions and accepted nine. The
featured papers cover a range of aspects of figurative language processing such as disagreement in sar-
casm detection (Jang et al.), multimodal generation such as images (Khaliq et al.), metaphor detection
in cross-lingual setting (Hulsing et al.) annotation guidelines for identifying metaphors (Dippet et al.),
metaphor annotation in Mexican Spanish popular science tweets (Montero et al.), expectation-realization
model for metaphor detection (Uduehi and Bunescu), idiom detection (Fornaciari et al.), distribution of
personification in Hungarian (Simon), and a summary paper on challenges of rhetorical figures detection
(Kuhn and Mitrovic).

The two shared tasks on Multilingual Euphemism Detection and Multimodal Figurative Language serve
to benchmark various computational approaches to euphemism and different types of figurative langua-
ge, clarifying the state of this steadily growing field and facilitating further research.

In the Multilingual Euphemism Detection Shared Task, participants were invited to develop models to
classify texts in various languages as either euphemistic or not. The previous iteration used only an
English dataset. This time, we included data in American English (EN), Spanish (ES), Yoruba (YO),
and Mandarin Chinese (ZH) to broaden the insights across languages and facilitate transfer learning for
identifying cross-lingual patterns. The datasets consisted of texts from diverse sources including online
articles, webpages, transcribed texts, and social media posts. Each text, containing up to three sentences
with a potentially euphemistic term (PET), was annotated by humans to indicate euphemistic (1) or non-
euphemistic (0) usage. During the development phase, participants were provided with datasets in all
four languages. During the test phase, participants were provided a test set for each language and had
the option of submitting predictions for one to four of them for scoring. However, all teams ultimately
chose to submit predictions for all four. Submissions were evaluated based on the Macro-F1 score,

ii



with equal weighting across languages. Three participating teams submitted system descriptions and
achieved scores significantly above baselines but below their reported validation metrics. The different
approaches are described in the shared task’s summary paper, and the outcomes not only demonstrate the
effectiveness of current approaches but also underscore the need for further research into large language
models, ensemble techniques, and task-related strategies. Future studies should also explore the broader
impact of PETs on model behavior and the potential connections to other linguistic tasks.

The second shared task on understanding figurative language is designed to challenge the participants
to build models to not only identify the type of figurative language but also to explain the decision via
natural language. The task is based on the recently developed FLUTE dataset, which is based on four
types of figurative language — idiom, sarcasm, metaphor, and simile. Out of all the models submitted,
four system papers were submitted to the shared task. Although all the submitted models were based on
the transformer architecture, participants did attempt different approaches — such as using elaboration of
the situation first as additional contexts, sequential training on a variety of NLI datasets, and conducting
multi sequence2sequence tasks. Two participants attained the highest accuracy (accuracy @60) scores of
63.33.

Finally, we acknowledge NSF for their generous grant (grant #2226006) with which we are able to sup-
port registrations as well as travel and accommodation of a few individual.

We wish to thank everyone who showed interest and submitted a paper, all of the authors for their con-
tributions, the members of the Program Committee for their thoughtful reviews, the invited speakers for
sharing their perspective on the topic, and all the attendees of the workshop. All of these factors contri-
bute to a truly enriching event!

Debanjan Ghosh, Smaranda Muresan, Anna Feldman, Tuhin Chakrabarty, Emmy Liu, Workshop Co-
Chairs
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Keynote Talk
Did language models “solve” figurative language?

Vered Shwartz
University of British Columbia
2024-06-21 -

Abstract: Figurative expressions, such as idioms, similes, and metaphors, are ubiquitous in English.
For many years, they have been considered a pain in the neckfor NLP applications, due to their non-
compositional nature. With LLMs excelling at understanding and generating English texts, it’s time to
ask: did LLMs solvefigurative language? Is it possible that the sheer amount of exposure to figurative
language in their training data equipped them with the ability to understand and use figurative language?
I will discuss the state of LLMs in recognizing figurative usage, interpreting figurative expressions in
context, and usage of figurative language in generated text.

Bio: Vered Shwartz is an Assistant Professor of Computer Science at the University of British Colum-
bia. Her research interests include commonsense reasoning, computational semantics and pragmatics,
and multiword expressions. Previously, Vered was a postdoctoral researcher at the Allen Institute for Al
(AI2) and the University of Washington, and received her PhD in Computer Science from Bar-Ilan Uni-
versity. Vered’s work has been recognized with several awards, including The Eric and Wendy Schmidt
Postdoctoral Award for Women in Mathematical and Computing Sciences, the Clore Foundation Scho-
larship, and an ACL 2016 outstanding paper award.
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