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Abstract

In the information era, the vast proliferation
of online content poses significant challenges,
particularly concerning the trustworthiness of
these digital statements, which can have pro-
found societal implications. Although it is pos-
sible to manually annotate and verify the au-
thenticity of such content, the sheer volume
and rapid pace of information generation ren-
der this approach impractical, both in terms
of time and cost. Therefore, it is impera-
tive to develop automated systems capable of
validating online claims, ensuring that users
can use the wealth of information available
on the Internet effectively and reliably. Us-
ing primarily ChatGPT and the Google search
API, GProofT fact checking framework gener-
ates question-answer pairs to systematically ex-
tract and verify the facts within claims. Based
on the outcomes of these QA pairs, claims
are subsequently labeled as Supported, Con-
flicted Evidence/Cherry-Picking, or Refuted.
Shown by extensive experiments, GProofT Re-
trieval generally performs effectively in fact-
checking and makes a substantial contribution
to the task. Our code is released on https:
//github.com/HKUST-KnowComp/GProofT.

1 Introduction

With the chaotic nature of information on the Inter-
net, it appears to be challenging to determine the
credibility of claims on the web. This poses diffi-
culties on Large Language Models (LLMs) such as
ChatGPT (OpenAl, 2023) to conduct fact checking
as the hallucination (Huang et al., 2023; Ji et al.,
2022; Chan et al., 2024a) of them can produce
seemingly feasible but fake information. Though
time-consuming and tedious when performed man-
ually, fact-checking is rather crucial to ensure the
trustworthiness of information, especially for the
fact-sensitive industry such as journalism and sci-
ence. In the explosion of information, it’s far from

“First three authors make equal contribution to this paper.

adequate to solely rely on manual check to elimi-
nate the rumor and misinformation, while remain
difficult to be detected simply with commonsense
knowledge (Fang et al., 2021b,a; Shi et al., 2023;
Lu et al., 2024). Therefore, it’s pivotal to develop
a trustworthy automatic process to complete fact-
checking efficiently and accurately. Recent ad-
vancements in LLMs have showcased remarkable
performance in tasks involving text comprehension
and generation (OpenAl et al., 2024; Wang et al.,
2023b; He et al., 2023). However, the application
of LLMs in automatic fact-checking has remained
a persistent challenge, undergoing continuous ex-
ploration and development (Hang et al., 2024; Kim
et al., 2024). Current LLMs can only memorize the
knowledge embedded in their pretrain data, which
makes them struggle with fact-checking when the
event is out of their pretrain corpus, namely, out
of their knowledge domain. Under this circum-
stance, it is necessary and crucial to incorporate
real-time online search engine to provide LLMs
with real-time facts information to assist its reason-
ing. However, the chaotic nature of internet could
imply that the knowledge provided from the search
engine could result in misinformation to the LLMs,
hindering its reasoning process. Hence, a consis-
tent framework for multi-dimension, multi-round
fact checking needs to be proposed to generate sta-
ble and trustworthy fact checking result.

To solve the limitation, we propose GProofT fact
checking framework to crawl and analyze web evi-
dence based on Google Search API and ChatGPT.
As demonstrated in Figure 1, For each given textual
claim, we incorporate three stages to retrieve the
pertinent evidence from the Internet and a final step
to attribute a label based on the retrieved evidence.
As suggested in the shared task, our retrieved ev-
idence is in the format of QA pair. The retrieval
procedure includes Claim Split, Question Gener-
ation, Answer Generation and Expansion. More
information could be found in Section 3.1. Overall,
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AVeriTeC

]

Claim: The United States of America
and its Western allies have been
using their media outlets to publish
articles based on fabricated
information under allegations of non-
compliance with the Chemical
Weapons Convention. :

GProofT

Q: Have the United
States of America and
its Western allies been

using their media
outlets to publish
articles based on
fabricated information?
A: No, because the text
does not provide
evidence of fabricated
information being
published by the United
States of America and
its Western allies.

Q: Did allegations of non-
compliance with the
Chemical Weapons
Convention occur?

A: Yes, because the text
contains mentions of

- | ) WY

investigations regarding
possible non-compliance
with the Chemical
Weapons Convention.

Figure 1: An overview structure of GProofT retrieval

our framework could be decomposed into 3 stages:

1. Claim Split: It focuses on the decomposition
of the claim for the following question generation.

2. Question Generation: Based on the resulted
subclaims in Claim Split, binary questions are gen-
erated respectively to validate the claim.

3. Answer Generation: Google Search API is
employed to search for the questions in Question
Generation and 9 relevant snippets are saved in
the search results. ChatGPT is then adopted to
determine whether they are supporting or refuting
the original claim and generate the rationale.

After the retrieved evidence is obtained through
our GProofT framework, we adopt LLLMs to pre-
dict the label and benchmark our system based
on the evaluation metrics proposed in AVeriTeC
(Schlichtkrull et al., 2023). In-Context Learn-
ing (Agrawal et al., 2023; Hu et al., 2022b; Levy
et al., 2023) and fine-tuning (Hu et al., 2022a; Xu
et al., 2024b) are employed for gpt-3.5-turbo and
Llama-3 (Huang et al., 2024) respectively to im-
prove the accuracy of prediction. Subsequently,
extensive experiments are conducted to further in-
vestigate both the strengths and weaknesses of our
framework. As our Question-answer score is lower

119

than the Question-only score, we suspect that our
binary answer with a subsequent rationale is not
sufficient for language models to make more accu-
rate predictions. In this case, future study could
focus on instructing LLMs to generate more infor-
mative responses based on the retrieved snippets,
which could subsequently assist the fact checking
process of LLMs. Overall, our work could be sum-
marized in three main aspects:

* We design claim fact extraction to divide
claims into informative subclaims which
could be beneficial for its downstream fact
checking.

* We propose GProofT framework, a multi-
dimension, multi-round fact checking frame-
work which can conduct fact checking without
heavy human intervention.

* We benchmark a series of LLMs with differ-
ent techiniques incorporated to demonstrate
a comprehensive LLLMs evaluation on fact
checking task.
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Claim: In a letter to Steve Jobs, Sean Connery refused
to appear in an apple commercial.

/\

Sean Connery refused to appear
in an apple commercial.

2

Did Sean Connery refuse to
appear in an apple commercial?

Yes  Yes LR R Yes
Yes

Yes, because the typewritten letter
dated 1998 shows Sean Connery's
outrage over Steve Jobs asking
him to appear in an Apple
commercial.

Sean Connery wrote a letter to
Steve Jobs.

2

Did Sean Connery write a letter to
Steve Jobs?

7

Yes No e0e 0000 No

\/

No

l

No, because the letter attributed
to Sean Connery was confirmed
to be fake.

Figure 2: A comprehensive example of the GProofT retrieval process is provided by analyzing the claim, “In a letter
to Steve Jobs, Sean Connery refused to appear in an Apple commercial.” This example traces the progression from
the original claim through to the final question-answer (QA) pair.

2 Problem Definition

2.1 Dataset Description

We leverage the dataset proposed by Schlichtkrull
et al. (2023) for training and benchmarking. The
training set includes 3068 claims, while the devel-
opment set and test set include 500 and 2215 claims
respectively. The dataset contains claims accom-
panied by their gold evidence and labels prepared
by a hired annotator as well as their metadata in-
cluding speaker, publisher, date, and location. The
claims are collected from 6661 fact-checking ar-
ticles with duplicated and dead articles removed.
The extraction of claims and metadata, question
and answer generation, verdict prediction are com-
pleted by annotators. For each instance, the label,
either Supported, Refuted, Not Enough Evidence
or Conflicted Evidence/CherryPicking is assigned
based on retrieved evidence. Specifically, Sup-
ported and Refuted indicate that the authenticity of
the claim can be identified based on the evidence
recovered. In case of insufficient evidence or con-
flicted retrieved evidence, Not Enough Evidence
or Conflicted Evidence/CherryPicking will be at-
tributed to the specific claim.

2.2 Task Definition

We follow the task definition formulated by
Schlichtkrull et al. (2023). Formally, for each claim
C, one or multiple QA pairs {Q;, A}} (i=1, 2, ...,
n) are served as evidence, in which (); is a fact-
checking question, and A; is its complete answer.
The objective is to predict the validity of the fact by
leveraging the evidence retrieved. Specifically, we
utilize LLMs to label each QA pair as supported,
refuted, or irrelevant. Then we predict the label
with the label of each QA pair.

3 System Overview

In this section, we would introduce the GProofT
fact checking framework and elaborate our bench-
mark setup.

3.1 GProofT Fact Checking Framework

The GProofT fact-checking framework is a multi-
dimension, multi-round fact checking framework.
It decompose the original claims into several sub-
claims, enabling a comprehensive evaluation from
various dimensions and multiple rounds. The
GProofT fact-checking framework consist of three
stages: Claim Decomposition, Question Genera-
tion and Answer Generation. The overall frame-
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work pipeline is exhibited in Figure 2. We would
like to explain them in detail in the following para-
graphs.

3.1.1 Claim Decomposition

By examining the instances, we observe that claims
could be consisted of multiple opinions. Address-
ing these complex claims as singular entities can
pose significant challenges for LLMs. Conse-
quently, we decompose each claim C' into several
subclaims C1, Cs, ..., Cp, ensuring that each resul-
tant subclaim encompasses 1 to 2 facts.

To conduct decomposition, we employ a set of
heuristic rules designed to guide ChatGPT (Ope-
nAl, 2023) in effectively implementing this ap-
proach. The following rules outline this methodol-

ogy:

* The overall mission involves instructing the
LLMs to divide a claim into multiple sub-
claims based on the number of distinct facts it
contains.

* Return only the subclaims, separated by peri-
ods rather than numbers.

* Avoid generating duplicated subclaims.

* The response from ChatGPT should be spe-
cific and avoid unnecessary pronouns to main-
tain clarity and conciseness.

* Limit subclaims to 15 words or less, ensuring
they are shorter than the original claim.

 Capture the opinions or facts already present
within it.

» Extract multiple subclaims, unless the claim
is confined to a single fact.

Upon receiving the response from ChatGPT, we
utilize SpaCy (Honnibal and Montani, 2017) to
systematically split the subclaims. This process
ensures that each subclaim is individually extracted,
thereby deriving the subclaims from the original
claim.

3.1.2 Question Generation

Subsequently, we proceed to generate the question
of the QA pairs. We utilize ChatGPT to trans-
form the subclaims into binary questions, which
are structured to elicit yes or no responses. The
heuristic rules adopted in this stage are as followed:

* Recognize the factual statement within the
claim and formulate a binary question that
can be used to verify this fact.

* Output the question directly without any ratio-
nales.

* Answers should be specific and avoid unnec-
essary pronouns to maintain clarity and con-
ciseness.

3.1.3 Answer Generation

After preparing the binary questions, we employ
the Google API to retrieve relevant evidence from
online sources. For each question, 9 relevant snip-
pets from 9 different websites are returned in the
search results. Note that the default numbers of
returned results for Google search API is 10, in
order to avoid ties in latter majority voting, we set
the hyperparameter to be 9 to maintain the max-
imum completeness. Our pipeline then prompts
ChatGPT to determine the binary answer for each
search result, given both the question and the cor-
responding snippet (Yu et al., 2023; Chan et al.,
2024b). Following the resulted answers, we ap-
ply majority voting to determine the final binary
response to the question. To give more insight
on the rationale between the claim and each ques-
tion, we expand the binary answer into a complete
sentence that includes the binary response and the
rationale derived from the snippet. Formally, given
the question @);, the complete answer A; is formu-
lated as {Binary answer, Rationale}. The follow-
ing heuristic rules are employed in this approach:

* Extend the initial binary answer into a com-
prehensive sentence.

¢ The answer should be formatted as “Yes, be-
cause ...” or “No, because ...”.

* Answer the question directly without addi-
tional information.

The prompt for GProof T Fact Checking Framework
is in appendix B.

3.2 Label Prediction

3.2.1 Zero-shot learning

We benchmark the performance of different models
under zero-shot setting. The evidence generated
in previous stages is cohesively incorporated into
the input-prompted sentence. For each claim, we
obtain {C, {Q;, A;}} from the retrieval process.
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Gold evidence

Baseline evidence GProofT evidence

Q only score 1.000 0.241 0.331
Q+A score 1.000 0.185 0.204

\ macro F1 ~ AVeriTeC score macro F1 =~ AVeriTeC score macro F1 ~ AVeriTeC score
Baseline Model | - - 0.321 0.092 - -
Zero-shot model
GPT-3.5-turbo 0.387 0.472 0.166 0.076 0.180 0.096
Llama-3-8B-Instruct 0.341 0.640 0.263 0.108 0.288 0.166
Llama-3.1-8B-Instruct 0.404 0.730 0.327 0.114 0.288 0.174
falcon-7b-instruct 0.335 0.550 0.290 0.096 0.299 0.172
Gemma-2-2b-it 0.324 0.528 0.303 0.098 0.266 0.146
Gemma-2-9b-it 0.453 0.694 0.351 0.092 0.332 0.170
Mistral-7B-Instruct-v0.3 0.365 0.642 0.301 0.106 0.295 0.174
Mistral-Nemo-Instruct 0.383 0.632 0.297 0.086 0.333 0.172
Qwen2-7B-Instruct 0.417 0.654 0.317 0.090 0.311 0.166
Finetuned model
GPT-3.5-turbo (one-shot) 0.532 0.656 0.243 0.080 0.347 0.166
Llama3-8B 0.607 0.806 0.361 0.112 0.347 0.186
Llama-3-8B-Instruct 0.629 0.786 0.332 0.114 0.321 0.162
Llama-3.1-8B 0.627 0.782 0.342 0.122 0.329 0.180
Llama-3.1-8B-Instruct 0.684 0.800 0.320 0.108 0.330 0.186
Mistral-7B-Instruct-v0.1 0.639 0.748 0.332 0.106 0.332 0.184
Mistral-7B-Instruct-v0.2 0.675 0.770 0.337 0.110 0.334 0.185
Mistral-7B-Instruct-v0.3 0.623 0.780 0.357 0.114 0.339 0.178
Qwen2-7B-Instruct 0.653 0.758 0.345 0.106 0.338 0.170

Table 1: Evaluation results on development set of AVeriTeC. The best performances are bold-faced. “Q only” and
“Q+A” refer to Hungarian METEOR score (Schlichtkrull et al., 2023). “AVeriTeC” indicates using accuracy at
A = 0.25. We present the results of three distinct versions: utilizing gold evidence (Gold evidence), employing
evidence from baseline (Baseline search), and utilizing evidence procured through GProofT (GProofT evidence).

To instruct the model to predict the label based
on given evidence, we formulated the prompt as
follows: Determine one most possible verdict for
the claim "{C'}", based on the given question and
answer pairs Q: {Q;} A: {4;} (i=1, 2, ..., n).

3.3 Fine-tuning

To assess the effectiveness of GProofT across vari-
ous settings, we fine-tune LLMs and evaluate them
on the development set. Formally, for each instance
{C, {Qi, A;}}, we integrate the claim with all QA
pairs and fine-tune the model to predict the final
label using the cross-entropy loss. Detailed settings
and implementation of the fine-tuning process are
discussed in 4.2.2.

4 Experiments

In this section, we will elaborate the data process-
ing flow and the evaluation setting we adopted in
the experiments.

4.1 Data processing

To construct comprehensive experiments, we pre-

process three versions of the development set:
Gold Evidence: Gold evidence provided by the

organizer is annotated manually. This evidence

is considered highly reliable and has been meticu-
lously curated for accuracy.

Baseline Evidence: The second type of evi-
dence is retrieved by the organizer using a baseline
model. This evidence serves as a comparison point
to evaluate the performance of different systems.

GProofT Evidence: The last type of evidence
is retrieved using our GProofT framework. This
system has been optimized to improve the accuracy
and relevance of the retrieved evidence.

We employ different LLMs to make verdicts on
claims based on these different types of evidence,
allowing us to assess system performance under
various conditions.

4.2 Evaluation

We will introduce the evaluation experiments setup
and analyze the experiment results in the following
paragraphs.

4.2.1 Zero-shot

For the evaluation under zero-shot setting, we em-
ploy COT (Wei et al., 2022) and COT with self-
consistency (Wang et al., 2023c) prompting to gen-
erate the label for combined QA pairs of each claim.
For ChatGPT, the temperature 7 is set to 0.1 for
non-Self-Consistency decoding and 0.7 otherwise.
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Specifically, for claims whose content is blocked
by OpenAl filtering regulation, we set the label
as Not Answerable. For other models under zero-
shot setting, we adhere to the default configurations
provided by HuggingFace. We benchmark differ-
ent versions of LLAMA-3 (Huang et al., 2024),
Mistral (Jiang et al., 2023), Falcon (Almazrouei
et al., 2023), Gemma (Team et al., 2024), and
Qwen2 (Yang et al., 2024).

4.2.2 Fine-tuning

We fine-tune the model using the label of claim in
training set. Specifically, we input all QA pairs of
one claim simultaneously into the LLMs and fine-
tune it using the final label. During the evaluation
phases, we maintain consistency with the training
settings, distinguishing our approach from zero-
shot learning.

For fine-tuning LLMs, we use the open-sourced
library LLaMA-Factory (Zheng et al., 2024; Xu
et al., 2024a; Ding et al., 2024) to train all models
with cross-entropy loss. All hyperparameters fol-
low the default settings, and a LoRA rank (Hu et al.,
2022a) of o = 64 is used. We fine-tune different
versions of LLAMA-3, Mistral, and Qwen2. We
conduct all experiments on a Linux machine with
eight NVIDIA V100 GPUs.

4.3 Experiment results

The main results are demonstrated in Table 1. The
evaluation metrics are consistent with the setting
in Schlichtkrull et al. (2023), where we involve
the Hungarian METEOR score, macro F1, and
AVeriTeC at A = 0.25. The evaluation results
are obtained with the script. Our GProofT ap-
pendix checking framework achieves a Question
Hu-meteor score(Banerjee and Lavie, 2005) of
0.331 and a Question+Answer Hu-meteor score
of 0.204 on the development set of this shared
task, encompassing the baseline. We observed that
performance on our GProofT evidence generally
surpasses that of the baseline evidence, and fine-
tuning significantly enhances model performance.
The fine-tuned Llama3-8B model demonstrates the
most outstanding performance on GProofT evi-
dence, achieving the AVeriTeC score of 0.186, out-
performing the baseline model. In the zero-shot set-
ting, the Gemma-2-9b model consistently outper-
forms other models across three distinct datasets.

5 Analysis

In this section, we conduct error analysis and case
study to further investigate the strengths and po-
tential drawbacks of our framework. Furthermore,
a imbalance prediction analysis is attached in ap-
pendix A to serve as a analysis on prediction distri-
bution of our framework.

5.1 Error Analysis

The section analyzes the failure cases arise with
GProofT framework. The issues could be cate-
gorized into two types: duplicated subclaims and
biased claim split.

5.1.1 Duplicated Subclaims

When we processed the claim “Tanzania has not
been affected by COVID-19.” using our pipeline
for subclaim generation, GPT initially produced
two identical subclaims: “Tanzania was not af-
fected by COVID-19.” This occurred despite ex-
plicit instructions in the prompt to avoid generat-
ing duplicate subclaims. Similar problems have
been observed with claims containing fewer than
15 words, as demonstrated in Table 2. We hypothe-
size that the phrasing of our prompt might incline
GPT to generate more than one subclaim, leading
to instances where the claim is unnecessarily split
into multiple subclaims that are highly similar or
identical.

5.1.2 Biased Claim Split

Occasionally, splitting claims may introduce inac-
curate or irrelevant subclaims. For instance, in the
development dataset, there is a claim that states
“Over thirty million people... in the last several
months had to file for unemployment.” When pro-
cessed by our pipeline, this claim was split into
a subclaim stating “The last several months have
passed.” This subclaim clearly originates from the
phrase “in the last several months” within the origi-
nal claim. However, it represents a trivial fact rather
than a meaningful assertion relevant to the original
context. More examples are shown in Table 2.

5.2 Case Study

Generally, our framework is proved to be success-
ful in most cases. In Table 3, We present sev-
eral successful examples of the claim split process,
which effectively avoided issues such as duplicate
subclaims or biased splits. These instances cor-
rectly identified the key facts within the claims and
generated corresponding subclaims. For instance,
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Error Type Claim Subclaims one Subclaims two
Duplicated sub-  Viral video purportedly shows Pakistani opposition MPs Pakistani opposition MPs
claims Pakistani  opposition MPs chanted 'Modi, Modi’ inside chanted 'Modi, Modi’ inside
chanted 2018Modi, Modi2019 the Pakistani Parliament. the Pakistani Parliament.
(India’s PM) inside the Pakistani
Parliament.
Duplicated sub-  All USA Ballots Arriving After ~ All USA ballots arriving after  Ballots arriving after Election
claims Election Day Will Be Thrown Election Day will be thrown out.  Day will be thrown out.
Out.
Duplicated sub-  Olive Garden prohibits its em- Olive Garden prohibits its em- Olive Garden prohibits employ-
claims ployees from wearing face ployees from wearing face ees from wearing face masks
masks depicting the American  masks depicting the American ~ with American flag.
flag. flag.
Biased claim  Over thirty million people... in  The last several months have  Over thirty million people filed
split the last several months had to  passed. for unemployment.
file for unemployment.
Biased claim Edo State in Nigeria has a 19% The unemployment rate in Edlo  Unemployment rate is a signifi-
split unemployment rate. State is 19%. cant issue in Edo State.

Table 2: Failure examples of claim split part in GProof T Framework. The table categorizes two types of issues
encountered in claim splitting: duplicated subclaims and biased claim splits.

Claim

Subclaim One

Subclaim Two

Congress MP Rahul Gandhi has been
listed as the seventh most educated
leader by Forbes.

Rahul Gandhi has been listed as the
seventh most educated leader.

It is Forbes that has listed Rahul
Gandhi as the seventh most educated
leader.

Ulysses S. Grant, commander of the
Union Army during the American Civil
‘War, was a slave owner.

Ulysses S. Grant was the comman-
der of the Union Army during Amer-
ican Civil War.

Ulysses S. Grant owned slaves.

Joe Biden proposed a US wide 2% prop-

Joe Biden proposed a 2% property

The tax increase that Joe Biden pro-

erty tax increase. tax increase.

posed apply to the entire US.

Table 3: Successful examples of claim split in GProof T Framework.In the majority of cases, GProofT Framework
effectively identifies the facts within claims and splits them appropriately.

in the case of “Congress MP Rahul Gandhi has
been listed as the seventh most educated leader by
Forbes”, the process not only accurately extracted
the primary facts that Gandhi was listed as the sev-
enth most educated leader and was featured by
Forbes, but also leveraged the emphatic sentence
structure to underscore these facts within the sub-
claims. This approach enhanced the effectiveness
of the subsequent claim split process.

6 Conclusion

In this paper, we introduced GProofT, a multi-
dimension, multi-round fact-checking framework
designed to improve the efficacy and accuracy of
validating online claims by leveraging LL.Ms and
web evidence retrieval. Through extensive experi-

ments, our approach demonstrated superior perfor-
mance compared to baseline models, particularly
in the critical task of evidence retrieval. More-
over, our framework requires less human labor in-
volved in evidence checking which means it could
be easily scale up when there is a huge amount of
fact checking workload, improving the efficiency.
Apart from such advantages, our framework also
encounter challenges such as duplicated subclaims
and biased claim splits, indicating areas for further
improvement. Furthermore, refining the claim de-
composition process and enhancing the handling of
conflicting evidence will be crucial steps in advanc-
ing automated fact-checking systems. Our work
contributes to the ongoing efforts to develop reli-
able, scalable, and automated tools for ensuring the
trustworthiness of online information.
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Limitation

In our research pipeline, we employed GProofT
Retrieval, incorporating the Google Search API
and ChatGPT to generate question-answer (QA)
pairs, which were subsequently utilized to inform
predictions in conjunction with the Llama model
for the labeling of numerous claims. Throughout
this process, the API of Large Language Models
was invoked multiple times. On average, the pro-
cessing of each claim necessitated approximately
30 API calls to ChatGPT, leading to considerable
computational overhead. Moreover, the heightened
frequency of API calls led to a reduction in pro-
gram execution speed, thereby impeding the ef-
ficient processing of large-scale datasets. Future
research could concentrate on improving the claim
decomposition stage, as this upstream task signif-
icantly influences the final outcome. Conceptual-
ization(Wang et al., 2023b,a, 2024b,c,a; Wang and
Song, 2024; He et al., 2024; Bai et al., 2023) could
serve as an additional tool to improve the quality
of claim decomposition, and manual annotations
could be done to enhance the performance.
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A Imbalanced Prediction

Model ‘ S R C N | Macro
baseline 41 .69 .10 .16 23
gpt-3.5 turbo | .57 .59 .08 .16 34
llama3 54 74 .04 .06 .35
mistral S5 74 .00 .11 35

Table 4: Performance of models on different categories
of claim.

As demonstrated in Table 4, our model exhibits
better performance on the "Supported" (S) and
"Refuted" (R) labels but struggles with "Con-
flicting Evidence/Cherrypicking" (C) and "Not
Enough Evidence" (N) labels. This performance
discrepancy suggests a few potential reasons:

1. Evidence Retrieval Challenges: For Supported
and Refuted labels, the evidence is clear and
directly relevant, making it easier for the model
to make accurate predictions. For Conflicting
Evidence/Cherrypicking, the model struggles
with retrieving or interpreting evidence that is
contradictory or only partially relevant. If the
model fails to retrieve diverse or contradictory
evidence, it default to classifying the claim as
either supported or refuted, missing the nuance
required for the conflicting/cherrypicking evidence
label.

2. Training Data Imbalance: The training
data had more examples of claims with verdict
supported or refuted, leading the model to be
better at these tasks. Fewer examples of conflicting
evidence or cherrypicking cases leads the model
not have learned to handle these as effectively.
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B Prompt

B.1 Claim Decomposition

Prompt: Now I have a mission, and please help
me deal with it: I have a claim: {claim}, and I
need to split it into different subclaims according
to THE FACT it contains. For example, if I have a
claim: "Trump is a student born in 2005", then I
want to split it into two parts (since there are two
facts in it):"Trump is a student" and "Trump was
born in 2005". For this special case, I need the re-
sponse to be: "Trump is a student. Trump was born
in 2005.". There are several RULES for the split-
ing process: (1)VERY IMPORTANT!!! PLEASE
RETURN THE SUBCLAIMS ONLY (DO NOT IN-
CLUDE ANYTHING ELSE!!!) and please sepa-
rate the subclaims ONLY BY PERIOD instead of
numbers. (2)VERY IMPORTANT: DO NOT GEN-

TO BE MORE SPECIFIC and CLEAR(for example,
if you want to generate "the orgarnization”, try to
generate the orgarnization’s name), and AVOID
USING PRONOUNS. (4)In most cases, the length
of subclaims should be LESS THAN the length
of the original claim. And in most cases, each
subclaims SHOULD NOT BE LONGER THAN 10
words. (5)Do not expand the meaning of the origi-
nal claim or generate subclaims that do not exist
in the original claim. (6)DO NOT generate a sub-
claim that is totally the same as the original claim
UNLESS there is only one fact to check in the origi-
nal claim. (7)For example: for the claim "BJP MP
Sushil Modi claims first five Indian education min-
isters were Muslims", You should recognize that
there is ONLY ONE FACT in the claim, which is
whether BJP MP Sushil Modi really states the fol-
lowing claim , so the subclaim should be itself.
At the same time, if there are several facts in the
claim, you should split the claim into same amount
of subclaim, each representing a fact. (8)If the
claim is more that 30 words, try to generate at
least 3 subclaims. (9)Here are some EXAMPLES:
If the claim is "Lionel Messi is 36-year-old football
player who has a long career.”, then according to
the claim, there are three facts introducing Lionel
Messi, which are: Lionel Messi is 36-year-old, Li-
onel Messi is a football player, LionelMessi has
a long career. So what you should generate is:
"Lionel Messi is 36-year-old. Lionel Messi is a
football player. Lionel Messi has a long career.".

Note that the variable claim is the original input
statement.

B.2 Question Generation

Prompt: According to the claim below, generate
a binary question to CHECK THE FACTS in the
claim: {subclaim_text]. Note that (1)ONLY RE-
PLY THE QUESTION ITSELF!!! DO NOT IN-
CLUDE ANYTHING ELSE!!! (2)Try to be more
SPECIFIC, for example, if the claim is "Trump
was a student.”, then you should AVOID GENER-
ATING QUESTIONS CONTAINING PRONOUNS
like "Was he a student?" and instead generate "Was
Trump a student?" (3)Try to NOTICE THE FACT
in the claim and generate the binary question to
CHECK THE FACT. For example: for a claim:
"BJP MP Sushil Modi claims first five Indian ed-
ucation ministers were Muslims", the fact to be
checked will be whether BJP MP Sushil really
states the claim, instead of whether the first five
Indian education ministers are Muslims. Thus, you
should generate "Did BJP MP Sushil Modi claim
that the first five Indian education ministers were
Muslims?" (4)Here are some EXAMPLES: If the
claim is "Lionel Messi is loyal to FC Barcelona',
then the binary question should be "Is Lionel Messi
loyal to FC Barcelona?". If the claim is "Biden has
been to Beijing twice.", then the binary question
should be "Has Biden been to Beijing twice?".

Note that the variable subclaim_text is a single
subclaim obtained from the Claim Decomposition
stage.

B.3 Answer Generation

Prompt: According to the question: {query} and
the approximate answer: {item/’snippet’]}, give
me a yes or no answer.(only a word is needed)

Note that the variable guery is the binary ques-
tion obtained from the Question Generation stage
and item/[ ’snippet’] is an attribute acquired from
the Google search API.
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