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Abstract
Large Language Models (LLMs) are now capable of successfully identifying the political beliefs of English-speaking
social media users from their posts. However, assessing how LLMs perform in non-English languages remains
difficult. In this work, we contribute to this area of research by determining the extent to which LLMs can predict the
political ideologies of users on Persian social media. We begin by discussing the challenges associated with defining
political parties within the Persian context and propose a solution based on a technique designed for the detection of
hyper-partisan ideologies on social media. We create a new benchmark and show the potential and limitations of
both open-source and commercial LLMs in classifying the hyper-partisan ideologies of users. We compare these
models with smaller fine-tuned ones, both on the Persian language (ParsBERT) and translated data (RoBERTa), and
confirm that they considerably outperform generative LLMs in this task. We further demonstrate that the performance
of the generative LLMs degrades when classifying users based on their tweets instead of their bios, even if tweets
are added as additional information; whereas the smaller fine-tuned models are more robust and achieve similar
performance for all input settings. This study represents a first step toward political ideology detection in Persian
social media, with implications for future research to understand the dynamics of political conflicts in Iran.
Keywords: Computational Social Science, Persian Language, Ideology Prediction

1. Introduction

Political ideology detection using Twitter data (now
X) has been extensively studied in the English lan-
guage (e.g., Pelrine et al. (2023); Yu et al. (2023);
Törnberg (2023); Barberá (2015); Pennacchiotti
and Popescu (2011)). The few studies that fo-
cus on other languages are generally limited to
Western democracies, where the analysis of po-
litical campaigns and elections on social media
has been used to monitor shifts in public opinion
and the interactions between different ideological
groups (Rodríguez-García et al., 2022; Chen et al.,
2017; Jiang et al., 2022). Therefore, there is a
significant research gap in studies conducted in
other languages and those focusing on different
types of political systems . In this work, we address
this important limitation by focusing on the case
of Iran. Despite the pivotal role that this platform
has played in influencing political narratives in this
country (Khorramrouz et al., 2023; Kermani and
Tafreshi, 2023), it remains difficult to understand
how political conflicts unfold between supporters
and opponents of the Iranian regime.

The task of delineating the ideological orienta-
tion of supporters and opponents to the Islamic
Republic of Iran poses several challenges. Indeed,
unlike democratic countries where political parties
are well-defined, the main division in Iran is largely
driven by political ideology, which is not channeled
through organized and institutionalized partisan

groups (Azadi and Mesgaran, 2021). Thus, in the
absence of distinct political parties, our research
focuses on the more direct computational task of
categorizing distinct ideological markers, specif-
ically, hyper-partisan users representing two ex-
treme viewpoints: “Pro-Government”, the govern-
ment supporters committed to the principles of the
Islamic Republic; and “Pro-Monarchy”, those who
favour the return of the former monarchical regime.
We recognize that there are several other political
ideologies in the Iranian political space, including
secularists, reformists, women’s rights activists and
Kurdish activists. However, for this study, we have
decided to group all of these remaining ideologies
under the class of “Others”. We acknowledge this
limitation and leave the more in-depth analysis of
this last category for future research.

Our analysis of hyper-partisan ideology predic-
tion in Persian Twitter focuses on data collected
during the Woman-Life-Freedom movement, from
October 18th 2022 to January 11th 2023. This pe-
riod saw a significant surge in Persian tweets, with
users extensively employing political and ideologi-
cal hashtags and key terms. The importance of this
event makes this time frame crucial for understand-
ing the dynamics of political conflicts in Iran. We
first labelled the users in our data by relying on clear
ideological stances declared in the Twitter bios of
users. We refer to these users as hyper-partisan
users. This approach allowed us to anchor our
research on users from contrasting ideological
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backgrounds who are forthright about their beliefs,
thereby ensuring minimal overlap of classes and
mitigating the risk of mislabeling. Those without ex-
plicit indicators that failed to align with either one of
these two groups were classified under an “Others”
category, indicating a broader ideological spectrum.
In this study, we specifically explored two tasks: 1)
classifying hyper-partisan users based on the text
in their bios and 2) classifying hyper-partisan users
based on various combinations of the text found in
their bios and in their tweets.

We, then, investigated the performance of differ-
ent Large Language Models (LLMs) for identifying
the above groups. Inspired by the widespread ac-
claim and proven efficacy of LLMs in diverse NLP
tasks, including ideology prediction for English so-
cial media data (Tornberg, 2023; Yu et al., 2023),
we evaluate these models for hyper-partisan ide-
ology prediction within our labelled dataset. We
begin with a comprehensive assessment of GPT-
3.5, and then moved to other forms of LLMs, in-
cluding open-source conversational LLMs such as
Llama 2 Chat and WizardLM and smaller fine-tuned
classifier models like RoBERTa (Liu et al., 2019a)
and ParsBERT (Farahani et al., 2021).

Our results show that GPT-3.5 can classify bios
with clear ideological markers reasonably well.
However, this model is limited in the level of de-
tail it can handle in the prompt and performs opti-
mally only when all of its inputs are translated into
English. Open-source conversational LLMs, such
as WizardLM and Llama 2, achieve similar perfor-
mances but also only when the data is translated
into English. On the other hand, fine-tuned BERT-
family LMs, both in Persian (ParsBERT) and En-
glish (RoBERTa), significantly outperform all gen-
erative LLMs. Overall, our results confirm that clas-
sifying tweets is a more challenging task for gen-
erative LLMs rather than classifying users based
on the information found in their bios. More specif-
ically, adding tweets to the input obfuscates the
results of GPT-3.5, improves the classification per-
formance of fine-tuned ParsBERT, and does not
have a significant impact on fine-tuned RoBERTa.
The main contributions of this paper are as follows:
• We evaluate various hyper-partisan ideology de-

tection methods on Persian Twitter using different
open and closed-source LLMs. Our work is a first
step towards an area previously understudied
despite Twitter’s significance influence in Iran’s
political debates.

• Focusing on a period with a surge in Persian po-
litical tweets, we collect and label a new bench-
mark of Persian posts for this task and classify
them into three main ideological groups: “Pro-
Government”, “Pro-Monarchy”, and a third group,
“Others”, comprising various opposition factions.

• We present a comprehensive analysis of the po-

tential and limitations of GPT-3.5 compared with
other generative LLMs and fine-tuned classifiers.
We also offer some insights into their efficacy in
Persian and other low-resource language con-
texts.

2. Background and Related Work

This work is at the intersection of Persian NLP, and
political ideology detection on social media. Here,
we review the related work in each of these areas
of research.

2.1. NLP in Persian
Although a large number of people speak Persian
(there are approximately 110 million Persian speak-
ers worldwide), very few language resources have
so far been developed in this language. Shamsfard
(2019) discuss the challenges of studying Persian
and the reasons why it should be considered a
low-resource language. They emphasize the need
for effective solutions to leverage the potential of
NLP techniques to create more resources for the
automatic processing of Persian data.

There have also been efforts in creating foun-
dational models in Persian, including ParsBERT
(Farahani et al., 2021), GPT2-Persian (Khashei,
2021), ALBERT Persian (Farahani, 2020). Besides
these general-purpose pre-trained Persian mod-
els, ARMAN has been specifically trained for text
summarization in this language as well (Salemi
et al., 2021). Furthermore, Persian is included in
several multilingual pre-trained language models,
including mBERT (Devlin et al., 2018), and XLMR
(Conneau et al., 2020). Finally, Persian is also in-
cluded in recently released generative AI models,
such as LLaMA (Touvron et al., 2023a) and Chat-
GPT (Radford et al., 2021), but this language only
represents a very small percentage of their train-
ing data. Indeed, while numerous studies have
explored the application of generative LLMs in var-
ious of tasks beyond standard NLP benchmarks
(Bandi et al., 2023; Ahuja et al., 2023; Weidinger
et al., 2023; Bang et al., 2023), research such as
Lai et al. (2023) and Zhu et al. (2023) has specif-
ically evaluated the performance of the GPT-3.5
model in multilingual contexts, including Persian.
However, their focus was not on political ideology
detection on social media per se. Therefore, to the
best of our knowledge, our study represents the
first attempt to apply these more powerful models
to this task in Persian.

2.2. Domain Background
Ideology Detection on Social Media: Ideology
detection in online communities is a dynamic area
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of research that aims to classify and identify the
partisanship or ideological leaning of of social me-
dia users (Pelrine et al., 2023; Pennacchiotti and
Popescu, 2011; Chen et al., 2017). Thus far, most
of this research has been focused on Twitter. For
example, Yu et al. (2023) have examined how LLMs
and smaller language models can be used to clas-
sify Twitter users according to their ideology. Their
study involved three datasets, predominantly in
English, related to the 2020 US election, the 2021
Canadian election, and COVID-19. They examined
the capabilities of Llama 2, GPT-3.5, and RoBERTa,
and found that RoBERTa outperformed the other
two after fine-tuning. Additionally, they proposed to
distinguish between “Explicit ideology” and “Implicit
ideology”. In this context, “Explicit” refers to classi-
fying users based on their biographical information,
which includes obvious ideological identifiers. On
the other hand, “Implicit” involves predicting ideolo-
gies based on less explicit data, mainly a random
set of users’ tweets, which are less informative than
the bio descriptions. Here, we employ a similar ap-
proach and consider classifying users based on
their bios when they contain a strong indicator re-
lated to their tweets, which are sampled in different
ways, as well as their combination.

Social Media and Ideology Analysis in Persian:
We find several studies that have attempted to
analyze social media activities on Persian Twit-
ter. Notably, the work of Kermani and Tafreshi
(2023) used the retweet graph, analyzed the po-
litical ideologies of Iranians during the 2017 presi-
dential election and emphasized the significance
of social media as a deliberative space for political
discussions. Their results confirm that there were
three communities active on Twitter during the elec-
tion: reformists, conservatives, and diaspora. In
another related work, Honari and Alinejad (2022),
looked at bot activities on Twitter that supported
controversial policies in Iran. Kermani and Hooman
(2022) shed light on a significant feminist discourse
among Iranian Twitter users during the summer of
2020. While the #MeToo movement emerged on
this platform in Western countries in 2017, allow-
ing millions of women to share their experiences
of sexual abuse and harassment, Iranian users
began discussing their own similar experiences
on this platform three years later. The results of
this study highlight the distinctions between Iranian
feminism and its Western counterpart by highlight-
ing the challenges of advocating for women’s rights
in Iranian society on social media.

Several studies also look at classifying Twitter
users according to their ideological leanings, most
notably to reveal the level of political change ad-
vocated by different political factions in Iran. For
instance, Azadi and Mesgaran (2021) categorizes

users into three distinct groups: “pro-regime”, “dis-
sidents”, and “neutral individuals”. Their work also
focuses on two samples of Iranian Twitter users:
the influencers and the ordinary people. They pro-
vide various statistical insights about these two
samples, such as the age of their accounts, their
time zone, and their interactions. They also clas-
sify some of the existing ideology clusters by fo-
cusing on their level of coordination and how much
they are rooting for a regime change. In another
work, Kermani (2023) confirm the extensive Twitter
engagement of Iranian users in September 2022,
despite all of the attempts by the government to
impede online activism. Their analyses provide in-
sights into the strategies used by pro-government
agents to influence the debates and how the users
overcame them. Finally, the work by Khorramrouz
et al. (2023) examines the Mahsa Amini movement
more specifically through the lens of gender equal-
ity. Their research reveals that the movement has
intensified the polarization among Twitter users on
this issue, with a more pronounced increase among
those advocating for gender equality. Moreover,
the authors categorize users into ‘state-aligned’
and ‘pro-protest’ groups, and argue that the pro-
protest users align more closely with the baseline
characteristics of Twitter users.

Overall, these studies help us identify the main
ideological fault lines in the context of Iranian poli-
tics today. On the one hand, the main supporters of
the government fall into the ‘state-aligned’ and ‘pro-
regime’ categories of users. On the other hand,
the dissidents encompass the ‘monarchist’, ‘pro-
protest’, ‘pro-women rights’, and ‘pro-minorities’.
Since the other remaining dissidents users belong
to a broad spectrum of (evolving and overlapping)
ideologies without explicit markers, we have de-
cided to group them in the “Others” category to
minimize the risk of mislabeling. In this study, we
only focus on the categories of “Pro-Government”
and “Pro-Monarchy”.

3. Dataset

Starting in September 2022, Persian Twitter users
have been increasingly adding political hashtags
to their tweets in response to political unrest in
Iran. Using the Twitter Research API, we gathered
our dataset by collecting real-time tweets between
October 18th, 2022, and January 11th, 2023. Our
data collection relied on a series of relevant political
hashtags, which can be seen in Figure 1. We used
26 seed hashtags for this collection, both in Persian
and English, which were identified by the authors
who are familiar with the political context in Iran. A
total of 231 million tweets were collected from 3.9
million users.

In the next step, the users were sorted by the
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Figure 1: Examples of the hashtags used for crawl-
ing the tweets from Twitter.

Figure 2: The indicator keywords used to find the
most forthright supporters of groups.

number of times they were retweeted within the
dataset, which ranks the more influential users first.
Their Twitter biographical information was exam-
ined to find out if they were supporting one of the
two extreme ideological views included in this study,
“Pro-Government” and “Pro-Monarchy”.

We define the “Pro-Government” group as users
who support the 1979 Islamic Revolution and the
Islamic Republic of Iran—the current government
in power. The “Pro-Monarchy” group are the users
who support the Pahlavi dynasty and the former
Imperial State of Iran.

We selected 1000 accounts (500 for each cat-
egory) using a simple keyword search in their bio
information in order to sample users who are likely
to belong to either one of the categories of interest.
Figure 2 shows some of these indicator keywords.
We then labeled each user manually into three
categories: “Pro-Monarchy”, “Pro-Government”, or
“Others”. This led to a list of 382 “Pro-Monarchy”
users, 316 “Pro-Government” users, and 302 users
that could not be classified in those two opposing
categories. Furthermore, we filtered out about 10%
of the users who had excessively strong ideological
keywords on their biographies since we considered
them too easy for the classification task.

After this filtering, we are left with 909 users.
We split the final dataset to train, validate, and
test with the ratio of 0.4, 0.1, and 0.5, respectively.
This resulted in 363 train samples, 91 validation
samples, and 454 test samples. All the reported
results are on the test set. The data collection flow
is illustrated in Figure 3.

In Table 1, we included several examples of
tweets posted by users classified in each group.
To protect the privacy of the Twitter users, we do
not include any biographical information in this pa-
per. We also paraphrased and translated the ex-
ample of tweets shown in Table 1. These mes-
sages show that the tweets supporting the monar-

chy evoke historical symbols and slogans associ-
ated with the pre-revolutionary era, such as the
“lion and sun” flag and references to “Javid Shah”
(Long Live the King), which is directly associ-
ated with the Pahlavi dynasty. The government-
supportive tweets use language and imagery that
reinforce loyalty to the Islamic Republic and its re-
ligious leadership, as seen in hashtags such as
“#Labbaik_Ya_Khamenei” (I am at your service,
Khamenei). The mention of the chador (veil worn
by women) also suggest support towards the cur-
rent government’s ideology in reaction to the Mahsa
Amini protests. The tweets from other groups also
articulate some opposition towards government
repression.

4. Experiments

We test several LLMs and fine-tuned LMs to de-
tect extreme political views of Persian Twitter users
based on their biographical information and tweet
content. This section is divided into three parts: 1.
evaluation of GPT-3.5; 2. comparison with other
LLMs; and 3. comparison with fine-tuned classi-
fiers.

4.1. Evaluation of GPT-3.5
Here, we assess GPT-3.5, one of the most promi-
nent conversational LLMs, which has gained a
significant amount of attention since it was re-
leased to the public in 2022 (Radford et al., 2021).
As a multi-lingual generative model (Brown et al.,
2020), GPT-3.5 includes the Persian (Farsi) lan-
guage, which constitutes 0.00856% of its training
set, corresponding to a corpus totalling 16,731,301
words.1 This model has been trained on large
datasets of conversation data, including social me-
dia posts, customer support interactions, and chat-
bot logs (Dwivedi et al., 2023). It also employs
Reinforcement Learning from Human Feedback
(RLHF). With RLHF, the feedback obtained from
human evaluators is used to train the model further
to maximize the reward received when the gener-
ated text aligns with human expectations. (Lambert
et al., 2022). For all our experiments, we use Ope-
nAI’s API with the GPT-3.5-turbo (September
15th) model with its temperature set at 0 to ensure
reproducible results.

The prompts provided to the LLMs consist of
two essential components: the task specification
and the associated input data. A question is for-
mulated by defining the specific task that the LLM
is expected to perform and by providing the input
data relevant for that task. Subsequently, the ques-
tion and the input are concatenated into a single

1https://rb.gy/y2w1t

https://rb.gy/y2w1t
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Table 1: English Translations of Example (Paraphrased) Tweets Across Groups
Group Translation
Monarchy Supporters A great slogan that emerged in the heart of Iran, Zahedan: #JavidShah

#Mahsa_Amini
During the Iranian freedom-loving march in Berlin, the lion and sun flag was raised.
-Saturday, October 23, 2022 #Mahsa_Amini #IranRevoIution

Government Supporters The chador (veil) you have put on is around the enemy’s neck. So hold your chador
tighter! #Labbaik_Ya_Khamenei #End_of_Appeasement
A student who was martyred due to knife attacks by street thugs and hooligans.
#Labbaik_Ya_Khamenei #End_Immorality

Other Groups We will not back down because of the blood you shed and the children you imprisoned.
#Mahsa_Amini #Mehrsa_Mousavi
We are the voice of years of coercion, suppression, and censorship. #Nation-
wide_Strikes #OpIran #Mahsa_Amini

prompt, which is then presented to GPT-3.5 for
processing. We explain the task design in detail
below.

4.1.1. Designing task description

Language: We initially crafted task descriptions for
GPT-3.5 in both English and Persian. These task
descriptions were developed by the authors who
are native speakers or fluent in both English and
Persian. To expand our investigation further, we
explored the results provided by the model when
instructing GPT-3.5 to translate the Persian task
description into English and then using that trans-
lated task description to execute the task. In this
experiment, our goal is to compare prompts writ-
ten in Persian with those translated into English or
originally written in English.

Level of Details: In another set of experiments, we
explored different levels of detail in the questions
presented to the model. We came up with three
settings: a generic question, a more detailed one,
and one with an extensive explanation. The first
prompt, ‘Generic’, only provides the labels “Pro-
Government”, “Pro-Monarchy” and “Others”. The
second prompt, ‘Detailed’, provides some context
and defines what the two main classes represent,
“Group 1 supports the Monarchists and demands
the restoration of the Pahlavi dynasty. Group 2
stands behind the current Islamic Republic and ad-
heres to strict Islamic laws. Group 3 encompasses
all other political stances not falling into these two
categories.” The third prompt, ‘Extensive’, com-
plements this with additional information on the
“Others” group by adding, “Group 3 encompasses
all other political stances not falling into these two
categories and includes secularists and reformists,
women’s rights activists and Kurdish activists.” The
full list of prompts is provided in Table 2.

4.1.2. Input Design

Given that our dataset includes hyper-partisans
who express their political leaning in their bio de-
scriptions, we began the experiments by using the
user’s bio as input. We then revised our input to
provide the model with a more comprehensive user
context by adding the user’s tweets as input. To
select the tweets to be added to input, we experi-
mented with different methods namely: 1. ‘latest’,
which includes most recent tweets; 2. ‘hashtag’,
which includes tweets with popular hashtag; and 3.
‘retweet’, which includes most popular tweets.

To select tweets related to popular hashtags,
we arranged a list of hashtags used by the user
throughout the dataset’s time period, ranking them
based on frequency of usage. We then chose one
tweet associated with each hashtag, beginning with
the most frequently used ones, depending on the
desired number of input tweets. In cases where a
user had few hashtags, we re-generated the list to
meet the desired input quantity. If a user did not
have enough popular hashtag tweets, we randomly
selected additional tweets until we reached the
required number.

To select the users’ most popular tweets, we
ranked each user’s tweets by the number of
retweets they received up to that point and se-
lected input from the top of this list. It is impor-
tant to note that our dataset was collected in real-
time, so at the time we collected a particular tweet,
it had no retweets. But because of the collec-
tive nature of this movement on Twitter, most of
the tweets were already retweets of other users’
tweets, and the Twitter API returned us the num-
ber of retweets the original tweet had up to that
point in time. Therefore, in our experiments, by
the “number of retweets”, we mean the number of
retweets the original tweets had received. Finally,
we combined the bio description with tweets se-
lected with our best tweet sampling strategy and
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Table 2: List of English Prompts for Hyper-partisan Ideology Detection Task
Input Type Detail Level Task Description
Bio Detailed We are interested in studying political groups in Iran based on Farsi Twitter.

Your task is to analyze the bio description of a Twitter user which is translated
to English and predict one of the following groups they are most likely to
belong to. Group 1 supports the Monarchists and demands the restoration of
the Pahlavi dynasty. Group 2 stands behind the current Islamic Republic and
adheres to strict Islamic laws. Group 3 encompasses all other political
stances not falling into these two categories. Respond with ’1’, ’2’, or ’3’ with
no other text or explanation. \n Bio description: {input_text}

Bio Generic We are interested in studying political groups on Farsi Twitter. Your task is to
analyze the bio description of a Twitter user and predict one of the following
groups they are most likely to belong to. Group 1 supports the idea of
monarchy. Group 2 stands behind the Islamic Republic. Group 3
encompasses all other political stances not falling into the first two categories.
Respond with ’1’, ’2’, or ’3’ with no other text or explanation. \n Bio
description: {input_text}

Bio Extensive We are interested in studying political groups in Iran based on Farsi Twitter.
Your task is to analyze the bio description of a Twitter user and predict one of
the following groups they are most likely to belong to. Group 1 supports the
Monarchists and demands the restoration of the Pahlavi dynasty. Group 2
stands behind the current Islamic Republic and adheres to strict Islamic laws.
Group 3 encompasses all other political stances not falling into these two
categories and includes secularists and reformists, women’s rights activists,
and Kurdish activists. Respond with ’1’, ’2’, or ’3’ with no other text or
explanation.\n Bio description: {input_text}

Tweets Detailed We are interested in studying political groups in Iran based on Farsi Twitter.
Your task is to analyze the tweets of a Twitter user and predict one of the
following groups they are most likely to belong to. Group 1 supports the
Monarchists and demands the restoration of the Pahlavi dynasty. Group 2
stands behind the current Islamic Republic and adheres to strict Islamic laws.
Group 3 encompasses all other political stances not falling into these two
categories. Respond with ’1’, ’2’, or ’3’ with no other text or explanation. \n
Tweets: {input_text}

Bio and Tweets Detailed We are interested in studying political groups in Iran based on Farsi Twitter.
Your task is to analyze the bio description and tweets of a Twitter user and
predict one of the following groups they are most likely to belong to. Group 1
supports the Monarchists and demands the restoration of the Pahlavi dynasty.
Group 2 stands behind the current Islamic Republic and adheres to strict
Islamic laws. Group 3 encompasses all other political stances not falling into
these two categories. Respond with ’1’, ’2’, or ’3’ with no other text or
explanation.\n Bio:{bio} \n Tweets:{tweets}

gave it to GPT-3.5 as the input of the prompt.

4.2. Evaluation of Open-source models
We compared GPT-3.5 with two open-source LLMs
for this task. These models are Llama 2 (70B
Chat)2 and WizardLM (70B)3. Llama 2 (Touvron
et al., 2023b) is a collection of pre-trained gener-
ative text models developed by Meta. The scale
of this model is from 7 billion to 70 billion parame-
ters. Meta claims instruction-tuned Llama 2 Chat

2https://huggingface.co/meta-llama/
Llama-2-70b-chat-hf

3https://huggingface.co/WizardLM/
WizardLM-70B-V1.0

series is optimized for multi-round dialogue and
outperforms open-source chat optimized models
on most benchmarks. Meanwhile, building upon
the original LLaMA (Touvron et al., 2023a) frame-
work, WizardLM (Xu et al., 2023) elevates LLM
with additional functionalities. This model is also
fined-tuned for chat using AI-evolved instructions.

The first challenge we encountered with open-
source models was defining their specific tasks,
which required us to provide more detailed instruc-
tions on the desired format of the output. Indeed,
our evaluation method was required to receive a
numerical label for each user from the language
model. However, these open-source models did
not follow through and responded with sentences
instead of numbers. We attempted to use regu-

https://huggingface.co/meta-llama/Llama-2-70b-chat-hf
https://huggingface.co/meta-llama/Llama-2-70b-chat-hf
https://huggingface.co/WizardLM/WizardLM-70B-V1.0
https://huggingface.co/WizardLM/WizardLM-70B-V1.0


57

lar expressions to extract the labels from the text.
However, this approach did not work because the
sentences produced by the models were often too
complex. We opted to use an alternative approach
for fixing this issue that required passing the mod-
els’ responses through an LLM once more to code
the intended label suggested by the text. This step
to generate a numerical label was done using GPT-
3.5, which turned out to be remarkably effective.

Two experiments were conducted on these LLMs:
the first one involved using the bio as input for
the detailed task description; the second one was
a detailed task description with the translation of
bios to English as input. We translated the bios
using GPT-3.5. For the translation task, we use the
prompt “Here is the bio of a user’s Twitter account.
Translate it into English. Please respond with only
the translation and no further explanation. \n Twitter
bio: {input_text}”

Both of the models were run with the tempera-
ture set to 0 and with vLLM (Kwon et al., 2023), a
framework which uses the PagedAttention to opti-
mize the utilization of GPU memory and improve
performance.

4.3. Evaluation of fine-tuned classifiers
Another method that we believe is useful in ideol-
ogy prediction with textual data implies fine-tuning
the classifiers. In this research, we employed two
classifiers from the BERT family: ParsBERT for the
Persian language and RoBERTa for the English
language. We also ran preliminary experiments on
multilingual BERT (m-BERT), but the results were
much worse than those of RoBERTa and Pars-
BERT, so we did not continue with this model.

The two input designs that showed the most
promising results on GPT-3.5 were given to clas-
sifiers separately. These input designs include:
1. bio description of the users; and 2. 20
tweets selected based on the most used hash-
tags of the users. We then used the data
translated by GPT-3.5 to work with RoBERTa
and fine-tuned the language models with the fol-
lowing hyper-parameters: ParsBERT with batch
size=16, learning rate=0.0001, warm-up steps=0,
weight decay=0.205, epochs=3, and RoBERTa
with batch size=16, learning rate=0.00008, warm-up
steps=100, weight decay=0.251, epochs=4.

5. Results and Discussions

Our initial experiments aimed to assess the perfor-
mance of GPT-3.5 with various approaches. In our
first experiments, we observed that GPT-3.5 failed
in this task when prompted with a few-shot strategy.
This explains why we decided to adopt a zero-shot
prompting strategy for the rest of the paper.

Figure 3: Dataset construction process
Prompt F1 Accuracy
English 0.72 0.70
Persian 0.67 0.67
Translated (Fa to En) 0.70 0.69

Table 3: The results of GPT-3.5 in different task
description languages.

First, we prompted GPT-3.5 with the ‘Generic’
task description in Persian, English, and GPT-3.5’s
translation of the Persian prompt to English. The
inputs in these experiments are Persian bios. Table
3 shows the results for this set of analyses. We can
see that the model performs better when prompted
in the English language compared to the Persian
prompt or the translated prompt. This last result
explains why we continue the experiments with
English prompts.

We then experimented with different level of de-
tails in the prompts. As shown in Table 2, the ‘De-
tailed’ prompt and ‘Generic’ prompt differ in the
context provided to the model and the explanation
of the first and second groups. Results are pre-
sented in Table 4. The two prompts display similar
f-scores for the bio input, but the generic prompt
outperforms the bio and tweets combination. We
can see that the gap between the ‘Detailed’ prompt
and the ‘Extensive’ prompt is more significant on
the bio and tweets input. For the remainder of the
analyses, unless stated otherwise, all experiments
in this study use the ‘Detailed’ task description.

We subsequently experimented with different in-
put design strategies the results of which are shown
in Table 5. We observe that the best method for
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Bio Bio and Tweets
Prompt F1 Accuracy F1 Accuray
Generic 0.72 0.71 0.56 0.59
Detailed 0.72 0.70 0.67 0.68
Extensive 0.69 0.68 0.60 0.63

Table 4: The effect of the level of details provided
in the prompt.

Bio Tweets Count F1 Accuracy
! ✗ - 0.72 0.70

5 0.44 0.51
✗ latest 10 0.46 0.52

20 0.45 0.52
5 0.52 0.57

✗ hashtags 10 0.51 0.56
20 0.52 0.57
5 0.62 0.63

! hashtags 10 0.66 0.67
20 0.67 0.68
5 0.51 0.54

✗ retweet 10 0.52 0.54
20 0.51 0.55
5 0.65 0.66

! retweet 10 0.66 0.67
20 0.64 0.64

Table 5: The effect of input in the GPT-3.5 re-
sponse.

choosing the most informative tweets is associated
with choosing the most used hashtags of the user.
Considering that we started by scraping tweets with
related hashtags for data collection, this strategy
could capture the context more effectively than oth-
ers, such as popular tweets or latest tweets. The
best number of tweets included in the input would
appear to be between 10 or 20, depending on the
method of choosing tweets. However, using only
the bio is still more effective.

Table 6 shows the results of our experiments on
LLMs, Llama 2 Chat and WizardLM, which demon-
strate that GPT-3.5 outperforms these models in
our task. The performance of both LLMs is im-
proved when provided with English translations of
bios rather than the original Persian versions. Wiz-
ardLM is outperforming Llama 2 on Persian, but
GPT-3.5 still has a significant lead.

Model Bio F1 Acc

GPT-3.5 Original 0.72 0.70
Translated 0.77 0.76

Llama 2 Original 0.42 0.45
Translated 0.71 0.71

WizardLM Original 0.63 0.62
Translated 0.71 0.70

Table 6: Open source LLMs versus GPT-3.5.

bio
Model F1 Accuracy
GPT-3.5-English-Prompt 0.72 0.70
Fine-tuned ParsBERT 0.81 0.82
Fine-tuned RoBERTa 0.86 0.87

bio + tweets
Model F1 Accuracy
GPT-3.5-English-Prompt 0.67 0.68
Fine-tuned ParsBERT 0.86 086
Fine-tuned RoBERTa 0.85 0.85

tweets
Model F1 Accuracy
GPT-3.5-English-Prompt 0.52 0.57
Fine-tuned ParsBERT 0.80 0.81
Fine-tuned RoBERTa 0.85 0.85

Table 7: Comparison of the fine-tuned language
models and GPT-3.5 across different inputs.

Table 7 include the comparison between GPT-
3.5 and the fine-tuned classifiers. These results in-
dicate that fine-tuned models outperform GPT-3.5
on the user classification task. RoBERTa shows
the best performance with an f1 score of 0.86, while
provided with the translation of the bio description.
ParsBERT shows the same f1 score when pro-
vided with bios and 20 tweets that are chosen by
the most-used hashtags of the user, which is the
best setting of Table 5. All the results reported in
Table 7 which include tweets have the same setting;
that is, they correspond to the results of fine-tuned
classifiers when trained and tested with only 20
tweets selected based on hashtags. Also, all of
the reported f1 scores in the tables are weighted
f1 scores.

From Table 7, we also see that including tweets
in the input boosts ParsBERT’s performance but
adversely affects RoBERTa’s performance. We
observe that higher accuracy in tweet classification
is achieved when tweets are translated to English,
and a RoBERTa model is fine-tuned, rather than
when using a fine-tuning ParsBERT with Persian
tweets directly. This indicates that using RoBERTa
on translated text for identifying the ideology of
users results in the best performance, especially
when the model is only based on their tweets.

Since RoBERTa demonstrates superior perfor-
mance in Table 7, we conducted an additional quali-
tative analysis to better understand its performance
compared to GPT-3.5. This involved reviewing in-
stances where each model struggled to identify
discrepancies in their predictions. Our analysis indi-
cates that GPT-3.5 lacks context awareness, lead-
ing to incorrect predictions, even when familiar sym-
bols or mottos of the Persian political context are
involved. Conversely, in our analysis, RoBERTa
appears to struggle with detecting sarcasm, a com-
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mon element in Twitter communications. Finally,
we also note that GPT-3.5’s refusal to translate
offensive language could imply that RoBERTa is
working with less information due to translation
losses.

Finally, we ran some additional experiments with
the gpt-4-1106-preview model as well. Its per-
formance on bios with the detailed task description
is considerably better than GPT-3.5 with weighted
f1 score and an accuracy level of 0.83. The per-
formance is also improved with the bios that were
translated to English using GPT-3.5. In this experi-
ment, the f1 score and accuracy of GPT-4 is 0.82.
Finally, the performance also improves when we
translate the bios to English with GPT-4. This time
we find an f1 score and accuracy of 0.84. While
these results are better than GPT-3.5, we did not
perform the experiments of this study on GPT-4
because of the expensive price of this model which
makes it less practical.

6. Conclusions and Future Work

This study explored the application of LLMs for
political ideology detection in the context of Per-
sian Twitter users. Our results confirmed that the
best approach to classifying ideology on Persian
Twitter is to fine-tune a ParseBERT model with a
combination of user biographies and tweets with
the most popular hashtags. A RoBERTa model
fine-tuned with translated biographies results in
the same f-score, but the added cost of translation
makes this approach less practical. However, there
are several important limits to our analysis.

We acknowledge that this task is much more
complex than similar works conducted in English.
First, unlike in democratic countries, the broad
spectrum of political views beyond the hyper-
partisan ideologies is not well-defined in Iran. Sec-
ond, Persian is a low-resource language, and LLMs
are expected to perform worse in this language
than in English. For these reasons, we limited our
study to a computationally simplified task of hyper-
partisan ideology detection by defining our ideolog-
ical groups according to two extreme views: one
that supports the Islamic government; and another
that calls for a return of the overthrown monarchy.
All other remaining opposition ideological groups
were categorized in an “Others” for this analysis.

We evaluated GPT-3.5-turbo in different set-
tings and showed that even in this simple com-
putational task, while GPT-3.5 offered convinc-
ing results, it significantly performed worse than
specialized models, such as fine-tuned RoBERTa
and ParsBERT. These results highlight the impor-
tance of language-specific models for computa-
tional tasks that involve contextual nuances in a
non-English space. Our results also confirm that

investing in benchmark datasets to evaluate LLMs
in non-English languages and non-standard tasks
is extremely important. These datasets are cru-
cially important for understanding the capabilities
of LLMs; they are also necessary to develop spe-
cialized models that address the diverse needs of
non-English speakers.

In future work, we intend to explore the land-
scape of ideology groups within the “Others” cate-
gory. Given the diverse range of perspectives and
the presence of numerous subgroups with com-
plex boundaries within this category, we anticipate
the need for a combination of unsupervised and
supervised methodologies to effectively map and
understand these varied ideological views.

Ethics Statement

We used the Twitter Research API to collect tweets
for this study. In order to comply with Twitter’s
policies and to respect the users’ privacy, we will
not make the labelled dataset publicly available.
However, our data collection methodology can be
used by other researchers to explore similar tasks
and scenarios.

There is a risk of mislabelling when users are
labelled for political ideology based on their so-
cial media activities. Here, we mitigate this risk by
labeling users that belong to two hyper-partisan
groups (“Pro-Government” and “Pro-Monarchy”)
based on the explicit ideology identifiers found in
the users’ bio descriptions. Users without these
identifiers were categorized as “Others”. This im-
plies that users labeled as “Pro-Government” and
“Pro-Monarchy” self-identify with these classes pub-
licly and actively engage in political discussions.
We do not release any personally identifiable infor-
mation for any of the users we studied.

Political ideology detection can be potentially
misused by malicious actors to influence users,
interfere in other countries’ elections, or spread
misinformation on social media. We emphasize
that this task should never be employed to enable
targeting of specific users. But there is no secu-
rity by obscurity here. To counter such malicious
uses, it is critical to develop strategies that reduce
the spread of misinformation and extreme polariza-
tion, minimize the impact of bots, and promote safe
and healthy online environments—tasks for which
understanding ideology is essential (Pelrine et al.,
2023; Tucker et al., 2017). Therefore, by minimiz-
ing risks through measures discussed above, such
as not releasing identifiable data, political ideology
detection research is beneficial to society.

Finally, it is important to note that GPT-3.5 is
a closed system with unknown training data and
strategies and frequent updates. Because of these
factors, it is difficult to fully analyze and contex-
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tualize our results. Furthermore, these results
may not remain valid for future versions of the
model. However, this study is an important ini-
tial effort to explore the capabilities and limitations
of general-purpose generative systems compared
to fine-tuned supervised models for low-resource
non-English languages, specifically the Persian
language.
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