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Abstract
The Open Text Collections project establishes a high-quality publication channel for interlinear glossed text from
endangered languages. Text collections are made available in an open interoperable format and as a more traditional
book publication. The project addresses a variety of audiences, eg. community members, typological linguists,
anthropologists, and NLP practitioners.
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1. Introduction

Franz Boas established the “Boasian Trilogy” in
language documentation and description (Himmel-
mann, 1998), consisting of a grammatical descrip-
tion, a dictionary, and a text collection. All three
levels of description are necessary to get a compre-
hensive overview of a language, and more impor-
tantly they complement each other. Linguists work-
ing in any field will often find themselves going back
and forth between all three components. While we
have good outlets for grammars (eg. Comprehen-
sive Grammar Library1) and dictionaries (eg. Dic-
tionaria2), such is not the case for text collections.
This means that only few of them are published,
and even fewer follow the FAIR principles of find-
ability, accessibility, interoperability, and reusability
(Wilkinson et al., 2016).

The project Open Text Collections (henceforth
OTC)3 remedies this by making high quality text
collections from endangered languages available
in an open interoperable format. Next to providing
pdfs and/or printed books to researchers and to
the language communities themselves, this setup
makes the data available in CLDF format (Forkel
et al., 2018) for downstream use in NLP applica-
tions.

Most reference grammars published today are
the result of a language documentation project, of-
ten part of authors’ dissertation projects. These
grammars should be data-driven and accompa-
nied by a corpus in order to facilitate the verifica-
tion or falsification of the analysis (Mosel, 2012).
While countless hours are invested into the structur-
ing and glossing of texts, in many cases, however,
these texts are not made available in a reusable

1https://langsci-press.org/catalog/
series/cogl

2https://dictionaria.clld.org
3https://opentextcollections.github.

io/

way. Linguists tend to have them somewhere on
their hard drive, or uploaded to an archive, but
there is no generally established way of publishing
them, at least not in a format which would feed
further research downstream (eg. linguistic typol-
ogy, corpus-based language description, or NLP).
This means that these valuable results of language
documentation often fail to be discovered.

OTC establishes a quality venue for publishing
text collections, following the setup created by Lan-
guage Science Press. The platform is community-
driven and aims at being attractive to both data
producers (ie. language documenters) as well
as data users (ie. language communities, typol-
ogists, NLP practitioners). For data producers,
the platform sets up guidelines for quality con-
trol, rigorous peer review, and top-notch publishing
(pdf and print-on-demand), making sure that the
time invested in a text collection will not harm job
prospects. For data consumers, different output
format are available to suit different needs: printed
books without interlinearization for the language
communities; pdfs/books with interlinearization and
a search interface for typologists (prototype avail-
able at https://imtvault.org), and all the
data in CLDF format for NLP practitioners. By mak-
ing reuse easy, the research output will spread
more widely, which in turn is very attractive for the
data producers.

As of today, there are 5 regional boards and 45
proposed text collections. This paper showcases
the platform, its motivations, and its benefits for
data producers and consumers.

2. Content coverage

Text collections are an old publication format, which
has its origin in history, human geography, and so-
cial anthropology. In modern linguistics, the study
of texts has given rise to entire subfields, for exam-
ple corpus linguistics, and it is now standard prac-

https://langsci-press.org/catalog/series/cogl
https://langsci-press.org/catalog/series/cogl
https://dictionaria.clld.org
https://opentextcollections.github.io/
https://opentextcollections.github.io/
https://imtvault.org
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tice to add a few sample texts to grammatical de-
scriptions. In some cases, grammar authors have
published collections of texts as separate mono-
graphs in book form. For example, Jeffrey Heath’s
descriptive trilogy of the Australian language Nung-
gubuyu consists of a text collection (1980), a dic-
tionary (1982), and a grammar (1984).

But what is the difference between a text corpus
and a text collection? What is the difference be-
tween an archive deposit and a text collection? A
language corpus of one of the major languages is
technologically way more advanced than what is
feasible for low-resource languages, where, very
often, there is only one researcher working on a
language. Moreover, corpus linguistics aims for
representativeness, for a broad coverage of differ-
ent criteria: genre, spoken or written style, topic,
speaker background. This sets the bar too high for
a language documentation project. On the other
hand, an archive collection from a documentation
project generally has a focus on natural, unedited,
spoken language. It includes audio-visual record-
ings of speech events of various genres. For the
OTC project, we endorse a notion of text as “written
oral literature”.

Moreover, archives tend to have a kind of “Rus-
sian doll” structure (Evans and Dench, 2006, 25)
with a small core of well-analysed material, a
medium number of translated texts in the middle
and a huge amount of raw data with no significant
transcription or translation at the outside. This small
core of well-analysed texts potentially falls within
the scope of the OTC project, but the archives in
their entirety have a much larger scope.

The OTC project is located between corpora and
archive collections, and the intended output differs
from both in various ways. Therefore, the project
has to find its own definition of “text collection”. To
this end, we have defined the following criteria to
gauge submissions:

Curation: The submission has made a careful
selection of texts from a language (eg. from a docu-
mentation project) and provides them as a coherent
whole. A text collection may be structured by va-
riety, topic or genre. This is different from a full
corpus or a deposit in a language archive, in that
selectivity and content coherence are ranked higher
than quantity and representativeness.

Contextualization: The submission has a prose
introduction, which gives geographical, anthropo-
logical, historical and linguistic context. This in-
cludes an introduction to the speech community,
the language, the recording methods, the individ-
ual narrators, etc. Contextualization should go be-
yond the metadata as can be found in a language
archive. Such contextualisation gives full credit to

the original authors (narrators/speakers) because,
after all, these texts are much more than just data
points. Moreover, contextualization is demanded by
researchers from many fields, for example anthro-
pology, oral history, sociolinguistics or comparative
narratology.

Ethics: The submission ensures that as much
input is collected from key stakeholders as possi-
ble, especially on the topics of cultural sensitivities,
access control, publishing licenses, and intellectual
property. In most cases, the researcher submitting
a text collection to OTC will consult the language
community and/or the individual speakers on these
points, but in cases of legacy material this can in-
clude the heirs of the speakers, or the heirs of the
collector.

Editing: The submission has adapted the source
material to be understandable outside of the imme-
diate context (time and place) of narration, and the
changes applied to the original source are docu-
mented and justified. Contributors may choose to
edit out false starts, pauses, self-corrections, etc.,
but the criteria for doing so should be stated explic-
itly. OTC endorses a notion of “text” that is closer to
“written oral literature” than to the close transcrip-
tions that are useful for detailed analysis of speech
phenomena.

Transparency: The submission has good prove-
nance, which includes well-structured metadata,
but also links to the original recordings deposited in
an archive or scans in the case of legacy material.
Furthermore, all decisions and steps in the editing
process are documented.

Accessibility: The text collection will be available
under an open and interoperable format following
the FAIR standards of findability, accessibility, inter-
operability, and reusability.

Glossed: The submission has been fully interlin-
earized and glossed, following the Leipzig Glossing
Rules.

3. Social setup

OTC is based on a bottom-up, scholar-led,
community-driven structure. The platform is pro-
vided by the Berlin-Brandenburg Academy of Sci-
ences and Humanities in co-operation with the pub-
lishing structure of Language Science Press.

Interested researchers can form a regional board
to cover a given area. Currently, there are 5 such ar-
eas (Africa, Caucasus, Eurasia, Papunesia, South
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Figure 1: Expressions of interest for languages of
Eurasia in OTC

America). The regional boards organise a rigor-
ous peer review process that ensures high-quality
results. Peer review is organised as a two-step pro-
cess. An initial proposal will contain the linguistic,
anthropological and philological context, accom-
panied by one sample file. The proposal is peer
evaluated by the regional editors. If the proposed
is judged positively on merits of focus, coherence,
adequacy, ethics and technical quality of the sam-
ple file, the compiler is invited to submit the full
collection. The full collection will undergo peer re-
view, with one text being selected for in-depth re-
view, while from the remaining texts, only a subset
of randomly drawn sentences will be highlighted
for review. This ensures both depth and breadth
of reviewing without overburdening the reviewers.
Text collections can number several hundred pages,
which would be very time-consuming to review one
by one. Consistency and adherence to guidelines
will be checked computationally.

More areas, or regional boards, than the initial
five can be added, but have to undergo vetting by
the existing regional boards. It is envisioned, for
instance, to split the rather large area of “Eurasia”
into several subareas of a more manageable size.
Figure 1 gives an overview of the collections which
have been proposed to OTC for the languages of
Eurasia.

4. Geographical coverage

For languages of Eurasia, the relevant regional
boards are OTC Caucasus and OTC Eurasia. At
the time of writing, there are 16 collections which
have been proposed to OTC, whose affiliation is
given in Table 1.

5. Technology

OTC can ingest several types of file formats com-
monly used in language documentation formats.
These are converted to a common backend in

Phylum # Languages
Burmo-Qiangic 1
Indo-Aryan 2
Iranian 1
Macro-Tani 1
Nakh-Dagestanian 7
Tai-Kadai 1
Uralic 3
total 16

Table 1: Expressions of interest per phylum, Eura-
sia only.

Figure 2: The sample text in ELAN

CLDF format, from which a variety of output for-
mats can be generated.

5.1. Ingestion
There are a number of different language docu-
mentation projects, which typically submit their
work to one of the DELAMAN4 archives, eg.
AILLA,5 ELAR,6 PARADISEC7 or TLA.8 The most
commonly used programs to produce interlinear
glossed text (IGT) are ELAN and FLEx.

ELAN is a program, shown in Figure 2, which
allows users to annotate multimedia on different
“tiers” (Wittenburg et al., 2006). Different speakers
will have different tiers, and tiers can be of different
types, eg. transcription, translation, and glosses.
Relations between tiers are explicit. Users have a
lot of freedom about which tiers to define and what
features to assign to them, leading to a vast het-
erogeneity of tier types (von Prince and Nordhoff,
2020; Nordhoff, 2020). ELAN uses an XML for-
mat as its backend. The library eldpy reads ELAN
files and applies a number of heuristics to find the
most probable tiers for transcription, translations,
glosses. Criteria evaluated are: the name of the

4https://www.delaman.org
5https://ailla.utexas.org/
6https://www.elararchive.org
7https://www.paradisec.org.au
8https://archive.mpi.nl/tla

https://www.delaman.org
https://ailla.utexas.org/
https://www.elararchive.org
https://www.paradisec.org.au
https://archive.mpi.nl/tla
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Figure 3: The sample text in CLDF (.csv) format.

tier (‘ft’ is typically indicative of “free translation”,
‘ge’ is “gloss english” etc), the relation to other tiers
(“symbolic association” is either a translation or a
gloss), and the language of the tier (translation tiers
should pass a language detection test for English;
transcription tiers should fail such a test). Based
on these criteria, content is extracted and stored as
the CLDF fields “Primary_Data”, “Analyzed_Text”,
“Glosses”, and “Translation” (see Figure 3).

FLEx is another program which is often used in
language documentation projects. It allows the
linguist to tokenize and gloss a transcribed text
with the help of a lexicon. The lexicon grows as
more and more texts are ingested. FLEx also uses
an XML backend. The CLDF library cldflex (Matter,
2024) can be used to extract the relevant content
and store it as CLDF. By and large, FLEx shows a
lot less heterogeneity than ELAN.

tex and xlsx are other formats which are struc-
tured enough to provide import routines. The
langsci-gb4e package for the LATEX typesetting
language is commonly used in grammar writ-
ing, and the content can easily be extracted with
linglit, as has been shown for IMTVault (https:
//imtvault.org). These two latter formats are
less prevalent than ELAN or FLEx, but still frequent
enough to warrant import routines.

5.2. Backend

OTC stores the interlinear glossed text in the Cross-
Linguistic Data format (CLDF, 9 (Forkel et al., 2018),
Figure 3), a format which is an emerging standard
for research data in linguistic typology and beyond
and which can easily be ingested into CLLD (cross-
linguistic linked data) applications. CLDF provides
several components, of which the component “ex-
amples”10 is the most pertinent for OTC. The rel-
evant columns are Primary_Data, Analyzed_Text,
Glosses, and Translation, complemented by a col-
umn for Glottocode,11 and a column for comments.
The CLDF format is extensible, meaning that addi-
tional columns can easily be added, but no promise
is made that the content therein can be consumed.

9https://cldf.clld.org
10https://github.com/cldf/cldf/tree/

master/components/examples
11https://glottolog.org

The creation and refinement of the text collec-
tion is done on GitHub, with releases being auto-
matically archived on Zenodo12 using the GitHub-
Zendodo bridge.

5.3. Output formats
There are three main target groups for OTC content:
NLP practitioners, linguists, and speaker commu-
nities. For NLP practitioners, a csv dump is made
available (cf. Figure 3), next to a rendering in JSON-
LD. Linguists can use the csv dump for quantitative
research or an ElasticSearch HTML frontend for
qualitative explorations, based on work done for
IMTVault (Nordhoff and Krämer, 2022). The text is
also made available as a pdf with interlinearized ex-
amples (Figure 4). Language communities finally
can use the pdfs generated from the backend with
a two-column layout with vernacular on the left and
translation on the right (Figure 5). Both pdf formats
are fed into the print-on-demand pipelines estab-
lished by Language Science Press. These printed
books are then available world wide via the usual
distribution channels (eg Amazon, local bookstores,
Verzeichnis lieferbarer Bücher etc.)

6. Use downstream

A number of recent studies have shown the use-
fulness of well-structured textual data for NLP ap-
proaches. Most of them focus on ways to overcome
bottlenecks in the production of IGT, for example
segmentation and glossing (McMillan-Major 2020,
Barriga Martínez et al. 2021, Liu et al. 2021, Moeller
and Hulden 2021). Two example studies of NLP
approaches are explained in more detail here.

12https://zenodo.org/communities/otc/
records?q=&l=list&p=1&s=10&sort=newest

Figure 4: The sample text in “scientific” format

https://imtvault.org
https://imtvault.org
https://cldf.clld.org
https://github.com/cldf/cldf/tree/master/components/examples
https://github.com/cldf/cldf/tree/master/components/examples
https://glottolog.org
https://zenodo.org/communities/otc/records?q=&l=list&p=1&s=10&sort=newest
https://zenodo.org/communities/otc/records?q=&l=list&p=1&s=10&sort=newest
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Figure 5: The sample text in “community” format

For Kalamang, an endangered Papuan language,
Tanzer et al. (2024) have tested the translation ca-
pabilities of language models versus humans by
feeding them the grammatical description, an ap-
proach they call MTOB (Machine Translation from
One Book), and then comparing their translations
from Kalamang to English and vice versa. Their
study shows that humans are more successful at
present, but they also show several points for im-
proving the models.

For Japhug, an small language of Southern
China, and Tsez, a small language spoken in the
Caucasus, Okabe and Yvon (2023) have experi-
mented with Bayesian models for simultaneously
segmenting utterances into words and morphemes.
They have tested two models to simultaneously seg-
ment into words and morphemes: one segmenting
in parallel and the other in a hierarchical manner.
They show that in the unsupervised condition the hi-
erarchical model produces higher accuracy. What’s
more is that the study makes a number of sugges-
tions to improve the results, eg. by incorporating
contextual word models or adding further levels of
supervision like phonology.

Such examples show that NLP research, how-
ever preliminary, when applied to low-resource lan-
guages, can help both the linguists working in lan-
guage documentation and description and the lan-
guage communities in participating in the develop-

ment of large language models, thereby, increasing
the relevance of small languages and overcoming
the digital divide.

7. Conclusion

The Open Text Collections project remedies the
lack of recognized publication venues for text col-
lections of under-resourced languages and thereby
pushes further the efforts to make lesser-resourced
language content available in digital formats. In or-
der to overcome the digital divide, the project wants
to provide existing structured data to speaker com-
munities and academics alike, in a formats suitable
for the respective groups. Furthermore, the project
provides researchers the prestige they deserve (ie.
a peer-reviewed book publication) for creating in-
terlinear glossed texts. Finally, the project provides
a source of data for NLP research and facilitates
further typological research. There are currently
16 text collections being prepared for languages of
Eurasia, and as the project grows, more data from
the less-resourced languages of the continent will
become available as data sources for NLP research
and community purposes alike.
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