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Abstract

Large language models (LLMs) have enhanced
the capacity of vision-language models to cap-
tion visual text. This generative approach to
image caption enrichment further makes tex-
tual captions more descriptive, improving align-
ment with the visual context. However, while
many studies focus on the benefits of genera-
tive caption enrichment (GCE), are there any
negative side effects? We compare standard-
format captions and recent GCE processes from
the perspectives of “gender bias” and “halluci-
nation”, showing that enriched captions suffer
from increased gender bias and hallucination.
Furthermore, models trained on these enriched
captions amplify gender bias by an average
of 30.9% and increase hallucination by 59.5%.
This study serves as a caution against the trend
of making captions more descriptive. Code
is available at https://github.com/rebnej/
GenCapEnrich-bias.

1 Introduction

Large vision-language models (VLMs), such as
BLIP (Li et al., 2023a), with superior perfor-
mance in multi-modal understanding (Lüddecke
and Ecker, 2022; Tewel et al., 2022), benefit from
millions of image-caption pairs. Improving train-
ing paradigms (Wang et al., 2023; Liu et al., 2024)
and data augmentation strategies (Rotstein et al.,
2024; Li et al., 2024) are crucial topics to enhance
VLM performance in image captioning.

Among these techniques, Generative language
models based Caption Enrichment (GCE) methods
(Chen et al., 2023; Chan et al., 2023; Rotstein et al.,
2024; Yu et al., 2024) have achieved some of the
latest state-of-the-art performances. Unlike stan-
dard caption benchmarks, which concisely describe
the salient parts (Misra et al., 2016) of an image
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(e.g., COCO captions (Chen et al., 2015)), GCE
methods create more descriptive and semantically
enhanced captions. These enhanced textual cap-
tions are aligned to boost downstream performance
with large language models (LLMs).

While many studies emphasize improving cap-
tion quality, issues such as societal bias and hallu-
cination are significant yet often overlooked (Zhou
et al., 2023; Zhao et al., 2021; Wang and Rus-
sakovsky, 2021; Hirota et al., 2023; Burns et al.,
2018) in image captioning. For example, Zhao
et al. (2021) found that the COCO dataset (Lin
et al., 2014) is skewed towards men, and Hirota
et al. (2022) showed that models trained on this
biased data tend to generate gender-stereotypical
captions (e.g., describing a pink dress for women
who are not wearing one). These studies have high-
lighted potential biases in datasets like COCO and
the models trained on them. Addressing this bias
is crucial as it can exacerbate unfairness and risks
towards underrepresented groups.

We aim to examine one critical question that
has been overlooked in GCE works: “Although
LLM-enriched captions boost VLM performance,
do they have negative effects, regarding societal
bias and object hallucination?” To answer this,
we investigate gender bias and hallucination using
comprehensive metrics, examining both datasets
and models trained on these datasets for standard
captions (COCO captions) and enriched captions
(ShareGPT4V (Chen et al., 2023), FuseCap (Rot-
stein et al., 2024), CapsFusion (Yu et al., 2024)).

Our analysis reveals that LLM-enriched captions
indeed have negative side effects, worsening is-
sues of gender bias and hallucination by making
captions more descriptive. Meanwhile, models
trained on these enriched captions tend to amplify
these problems further. Finally, we discuss possible
causes of these negative effects and warn against
the trend of making captions more descriptive.
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A girl is sitting at a table set with sandwiches and milk.

In the heart of a cozy kitchen, a young girl is seated at a 
table, engrossed in her meal. She's dressed in a vibrant 
green shirt, adding a splash of color to the scene. The 
table before her is a feast of colors and textures, with a 
variety of food items spread out. A sandwich, a bowl of 
fruit, and a plate of vegetables are among the items on 
the table, each contributing to the colorful tableau. The 
girl is holding a fork, poised to take a bite from her 
sandwich. Her attention is focused on the meal before her, 
suggesting she's savoring the flavors. The table is adorned 
with a striped tablecloth, adding a touch of homeliness to 
the scene. In the background, a man can be seen sitting on 
a couch, adding another layer of depth to the scene. His 
presence suggests a family setting, perhaps enjoying a 
meal together. 
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Figure 1: Left: an overview of our analysis. Although the “LLM-enriched” caption (ShareGPT4V) covers more
content than standard COCO (objects described in captions are bolded), it exhibits hallucination (in yellow) and
gender bias, including describing gender not exist in the image and possible gender-stereotypical sentence (in
purple). Right: a comparison between standard and enriched captions on caption quality, bias, and hallucination.

2 Evaluation Framework

2.1 Generative Caption Enrichment (GCE)

We introduce recent representative approaches to
generate enriched captions: ShareGPT4V (Chen
et al., 2023), FuseCap (Rotstein et al., 2024), and
Capsfusion (Yu et al., 2024). All these GCE meth-
ods utilize LLMs (Brown et al., 2020) or Large
Multi-modal Models (LMMs) (OpenAI, 2023) to
describe images in detail or summarize different
sources of the information.
ShareGPT4V utilizes GPT4-Vision (OpenAI,
2023) to generate 1.2M large scale high-quality
captions for incremental training on a strong 7B
VLM with strong generalization and SOTA results.
FuseCap uses several pre-trained off-the-shelf vi-
sion models (e.g., object detector) to extract diverse
visual information. The outputs from these mod-
els and original captions are fused using ChatGPT
(Ouyang et al., 2022) to generate enriched captions.
Capsfusion generates captions using a pre-trained
captioner, BLIP (Li et al., 2023a), then fuses them
with original captions using ChatGPT.

2.2 Evaluation metrics

Our analysis focuses on caption quality, societal
bias, and hallucination. Let D be a dataset of n
samples, D = {(Ii, ci, ai) | 1 ≤ i ≤ n}, where
each sample includes an image Ii, a caption ci, and
an optional binary gender label ai (woman or man).
We introduce the metrics to evaluate each aspect.

Caption quality. We evaluate caption quality
in three aspects: Vocabulary diversity is the total
number of unique words across all captions in D.

Caption length is the average number of tokens per
caption in D. Recall measures the proportion of
objects mentioned in captions to the total objects
in the images. For each caption ci ∈ D, recall is
calculated as:

Recall =
1

n

n∑

i=1

ri
oi
, (1)

where oi is the total number of objects in Ii, and ri
is the number of relevant objects mentioned in ci.
Note that conventional reference-based metrics like
CIDEr (Vedantam et al., 2015) cannot be applied
to descriptive captions (Chan et al., 2023).

Societal bias. We focus on gender bias as gen-
der terms are more frequently described in captions
than other attributes. We adopt three metrics to
measure gender bias: Gender error (Burns et al.,
2018) measures the rate of incorrect gender predic-
tions in captions. If a caption ci ∈ D with gender
label ai refers to a woman as a man or vice versa,
it counts as an error. The gender error is the pro-
portion of such errors in D. Recall disparity (Hall
et al., 2023) evaluates the recall disparity between
genders. Consider two subsets based on ai: Dwoman
and Dman. Recall disparity is the average absolute
difference in recall for each object j:

Disparity = 1
m

∑m
j=1 |Recallman,j − Recallwoman,j | (2)

where m is the total number of COCO objects (Lin
et al., 2014), Recallman,j is the recall of COCO
objects j in Dman, and vice versa. LIC (Hirota et al.,
2022) quantifies how gender-stereotypical captions
in D are compared to human-written captions. It
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Table 1: Caption quality, gender bias, and hallucination for upstream and downstream analysis. Red/green indicates
the worst/best score for each metric. Recall, gender bias, and hallucination metrics are scaled by 100.

Caption Quality ↑ Gender bias ↓ Hallucination ↓
Captions Diversity Length Recall Gender Err. LIC Recall Disp. CHAIRs CHAIRi

Upstream
COCO captions 12,834 11.3 42.6 0 0 7.0 0 0
ShareGPT4V 25,349 166.1 61.7 2.5 17.4 24.9 20.7 5.7
FuseCap 25,892 39.8 59.4 3.2 14.3 9.9 9.2 4.0
CapsFusion 13,158 16.9 44.6 1.4 1.2 7.6 3.5 2.2

Downstream
COCO captions 3,312 10.9 45.7 3.1 5.5 7.8 4.7 3.1
ShareGPT4V 9,573 153.8 56.3 3.4 14.3 30.5 21.5 6.9
FuseCap 6,341 42.0 56.9 4.8 17.3 16.3 13.2 6.3
CapsFusion 3,385 15.3 48.0 4.2 6.3 8.8 7.2 4.4

Table 2: Difference in gender bias and hallucination
between upstream and downstream (downstream - up-
stream). Red/green is bias amplification/mitigation.

∆Gender bias ∆Hallucination
Captions Err. LIC Disp. Cs Ci

COCO cap. 3.1 5.5 0.8 4.7 3.1
ShareGPT4V 0.9 -3.1 5.6 0.8 1.2
FuseCap 1.6 3.0 6.4 4.0 2.3
CapsFusion 2.8 5.1 1.2 3.7 2.2

compares the accuracies of two gender classifiers:
one trained on ci ∈ D and the other on ground-
truth captions. Higher accuracy for the classifier
trained on ci indicates more gender-stereotypical
information in these captions. Details of the LIC
metric are provided in Appendix A.

Hallucination. We use the CHAIR metric
(Rohrbach et al., 2018) to evaluate hallucination in
captions. CHAIR has two components: CHAIRi

is the fraction of mentioned objects in the captions
ci that do not appear in images Ii:

CHAIRi =
H

M
, (3)

where H is the number of hallucinated objects, and
M is the total number of objects mentioned in the
captions. CHAIRs is the fraction of captions ci
with at least one hallucinated object:

CHAIRs =
Sh

n
, (4)

where Sh is the number of captions with halluci-
nated objects. We focus on 80 objects in COCO.

3 Evaluation

Setup. We analyze concise (COCO captions) and
enriched captions (ShareGPT4V, FuseCap, Caps-
Fusion) based on the metrics in Section 2.2. En-

riched captions are generated for the COCO train-
ing set using these approaches. We first conduct
an upstream analysis of the four datasets and then
a downstream analysis of captions generated by
a captioner trained on each dataset. For down-
stream analysis, we fine-tune a pre-trained BLIP
for 5 epochs with the AdamW optimizer, generat-
ing captions for the COCO validation set. Detailed
experimental settings are in Appendix A.

3.1 Upstream & downstream analysis

We present qualitative results in Figure 1 and Ap-
pendix B, with key observations below.

Observation 1. More descriptive, more gender
bias. Table 1 (upstream) shows a clear tendency for
gender bias to increase as captions become more
descriptive. For instance, COCO captions have the
lowest object coverage (i.e., recall: 42.6) but ex-
hibit the least bias. In contrast, ShareGPT4V and
FuseCap have higher object coverage but higher
gender bias than COCO captions (e.g., LIC is 0
for COCO and 17.4 for ShareGPT4V). This ob-
servation is further confirmed by Figure 2 (left),
showing a strong correlation between LIC and re-
call (R2 = 0.99). In other words, making captions
more descriptive increases the risk of gender bias.

Observation 2. Enriched captions exhibit
greater recall disparity. In Figure 4, we visualize
the difference in recall (Recallman − Recallwoman)
for the top-10 objects that co-occur with images
in Dwoman and Dman. The results show that
ShareGPT4V exhibits a more significant recall dis-
parity for all objects. For example, for the handbag
object, COCO captions show almost no gender dif-
ference, while ShareGPT4V exhibits a strong bias
towards men. This further validates the risk of
gender bias in enriched captions.
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Figure 2: LIC vs. Recall (left: upstream, right: downstream). The bubble size indicates vocabulary size. LIC tends
to increase with higher recall, shown by strong trends (dotted lines) with R2 = 0.99 (left) and R2 = 0.97 (right).
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Figure 3: CHAIRs vs. Recall (left: upstream, right: downstream). The bubble size indicates vocabulary size.
CHAIRs tends to increase with higher recall, shown by strong trends with R2 = 0.80 (left) and R2 = 0.76 (right).

Recall disparity

Figure 4: Recall disparity by visual object.

Observation 3. More descriptive, more hallu-
cination. A similar trend between descriptiveness
and hallucination is also evident in Table 1 (up-
stream). COCO captions, which has the lowest
object coverage, exhibits the lowest hallucination
rates. Conversely, ShareGPT4V, with the highest
object coverage, shows significantly increased hal-
lucination rates compared to COCO captions (e.g.,
CHAIRs is 0 for COCO and 20.7 for ShareGPT4V).
This trend is corroborated by Figure 3 (left), high-
lighting a strong correlation between hallucination

rates and recall (R2 = 0.80). Thus, making cap-
tions more descriptive increases hallucination risks.

Observation 4. Models trained on the datasets
inherit/amplify bias and hallucination. Ta-
ble 1 (downstream) shows that models inherit
the dataset’s bias tendencies. Specifically, the
model trained on the least descriptive captions (i.e.,
COCO captions) exhibits the smallest bias and
hallucination, while models trained on the most
descriptive captions, ShareGPT4V and FuseCap,
show significant bias and hallucination. Figures 2
and 3 (right) further demonstrate that the models
inherit the datasets’ bias and hallucination. Fur-
thermore, Table 2 shows that in most cases, the
models amplify the dataset’s biases. For example,
ShareGPT4V’s recall disparity worsens from 24.9
to 30.5 (∆ = 5.6), and CHAIRs increases from
20.7 to 21.5 (∆ = 0.8). These results highlight the
severe issue of dataset bias, as it directly affects the
outcomes of the trained models.

4 Discussion on Possible Sources of Bias

To enhance descriptiveness, GEC methods heav-
ily rely on LLMs to improve textual alignment.
However, issues with gender bias and hallucination
(Gunjal et al., 2024) have been explored in these
LLMs. The enrichment process, which depends
on text representations, risks incorporating these
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inherent biases into the final captions. Furthermore,
the lack of human oversight in the caption genera-
tion process can exacerbate these issues. Without
iterative human intervention to correct biases, the
inaccuracies of LLMs remain unaddressed, leading
to increased bias and hallucination.

The problem of bias mitigation is still open to
the community, and there is no golden standard ap-
proach, but we further elaborate potential strategies
to mitigate bias and hallucinations as follows:

• Human-in-the-loop: After generating en-
riched captions, include a caption refinement
process by human workers. For instance, we
can ask workers to "modify descriptions" that
contain hallucinations or gender-stereotypical
expressions. Although this process could be
labor-intensive, it can ensure that the final de-
scriptions are much safer regarding bias and
hallucination risks.

• Hallucination mitigation via visual models:
For a scalable process to reduce hallucination
risks, we can use off-the-shelf vision experts,
such as object detectors (Ge et al., 2024), and
refine generated captions based on their pre-
dictions (e.g., removing sentences that contain
hallucinated objects). This process is easily
applicable and scalable, but one concern is
that visual models used for filtering can con-
tain errors in their predictions. Therefore, we
need to be cautious when using automated
processes.

• Balancing the datasets: Balancing datasets
regarding gender might help to reduce gen-
der bias risks. One recent work (Hirota
et al., 2024) has proposed creating protected
attribute-balanced datasets using text-guided
inpainting models (Rombach et al., 2022).
These studies have shown that models trained
on balanced datasets exhibit less gender bias
than those trained on the original datasets.
Based on this observation, applying the GCE
methods to the balanced subset would miti-
gate gender bias in the generated captions for
future studies.

5 Conclusion

We examined standard and LLM-enriched captions
for gender bias and hallucination, deriving key in-
sights: GCE-based image captioning exacerbates

these bias, which are further amplified in down-
stream models. We argue that further efforts must
be invested to the problems to strike a balance be-
tween descriptive richness and incremental bias.

Limitations

Binarized gender classes. While acknowledging
gender’s non-binary nature, data constraints limited
our study to two categories (men/women), aligning
with previous works (Zhao et al., 2017; Wang et al.,
2019; Zhao et al., 2023). We view our findings as a
valuable first step and will note this limitation with
additional case studies on gender diversity.

Future work will include non-binary gender once
self-identified annotations are available. We also
propose analyzing pronoun assignments to non-
binary individuals in captioning models, inspired
by NLP research (Hossain et al., 2023), to uncover
potential biases.

Attributes other than gender. We focused our
analysis on gender bias for societal bias. This is
because gender-related terms are more frequently
described in captions compared to other attributes,
making gender bias particularly prominent in cap-
tions (Hirota et al., 2022). However, previous
works have shown that racial bias, though not as
pronounced as gender bias, is also present in cap-
tioning models (Zhao et al., 2021). Analyzing
racial bias and bias of other attributes requires fu-
ture studies and efforts.

Evaluation metrics. While our analysis demon-
strated various critical problems in enriched cap-
tions (e.g., they exacerbate bias and hallucination),
there may be aspects that we can further investigate.
For example, we can consider other attributes for
societal bias analysis and utilize hallucination met-
rics that account for elements beyond objects. How-
ever, our analysis is robust and highlights critical is-
sues in enriched captions, serving as a counterpoint
to the trend of making captions more descriptive
and benefiting the community.

Source datasets other than COCO. In our anal-
ysis, we used COCO as the source for images for
two reasons: (1) COCO images come with high-
quality, human-annotated concise captions, provid-
ing a solid basis for evaluating concise captions;
and (2) COCO has been extensively analyzed in
existing research for societal bias and hallucination
(Li et al., 2023b). We did not use other image-
caption datasets (e.g., Google Conceptual Captions
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(Sharma et al., 2018), LAION (Schuhmann et al.,
2022)) because the quality of the accompanying
captions is lower, making the analysis results less
reliable.
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A Appendix Settings of the Experiments

A.1 Details of LIC
LIC is computed by the following steps:

1. Caption masking: For a set of human-written captions (e.g., COCO captions) and a set of model-
generated captions (e.g., ShareGPT4V), captions are preprocessed by masking words related to
gender to avoid explicit mentions (e.g., "A girl is playing piano" becomes "A <mask> is playing
piano").

2. Training gender classifiers: We use a sentence classifier (fg) that predicts the gender (g) from these
masked captions (y). An unbiased dataset should result in a prediction accuracy close to the chance
rate, indicating minimal bias. To compute LIC, two independent sentence classifiers are trained on
either human captions (DH ) or model-generated captions (DM ).

3. Bias amplification measurement: For each classifier, compute "LIC score", which is the accuracy
weighed by confidence scores:

LIC =
1

|D|
∑

(y,g)∈D
fg(y)1

[
argmax

g′
fg′(y) = g

]
, (5)

resulting in having LIC scores for human-captions (LICH ) and model-generated captions (LICM ).
The final amplification metric is defined as the difference between the dataset and the model LIC
scores (i.e., LICM − LICH ), where a higher value means that model-generated captions contain
more information to identify gender in images.

A.2 Upstream analysis
For the upstream analysis, we use images of the COCO training set as an image source. For every image,
we apply GCE approaches introduced in Section 2.1, obtaining enriched captions for each approach.
We compare these enriched captions with concise captions (COCO captions) in terms of the metrics
introduced in Section 2.2.

A.3 Downstream analysis
For the downstream analysis, we fine-tune pre-trained BLIP on one of the four datasets (i.e., COCO
captions, ShareGPT4V, FuseCap, or CapsFusion). We fine-tune the models for 5 epochs with the AdamW
optimizer. Then, the fine-tuned models are used to generate captions for the COCO validation set. The
generated captions for the validation set are used for the downstream analysis.

B Additional Qualitative Examples

We show some qualitative examples where enriched captions generated by GCE methods exhibit gender
bias and hallucination. The examples are shown in Figures 5 to 7 (ShareGPT4V, FuseCap, and CapsFusion,
respectively).

The enriched captions suffer from gender misclassification (e.g., bottom of Figure 5), incorrectly
describing two people in the image as a couple (e.g., top of Figure 7), describing nonexistent individuals
with different genders (e.g., bottom of Figure 6), and object hallucination (in all the figures). These results
further confirm the negative impacts of GCE.

B.1 Non-LLM based Caption Enrichment
We also would like to credit previous works (Devlin et al., 2015; Vinyals et al., 2015) of non pre-training
based language modeling to enhance image captioning by providing structured linguistic patterns and
vocabulary. However, without the depth of large language models, such systems may exhibit bias and
limited expressiveness, struggling to generate diverse and contextually nuanced captions. These models
often rely on statistical techniques, which can constrain their descriptive capabilities compared to their
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A bunch of people holding a cake for a photograph.

In the image, a lively scene unfolds in an office setting. A 
group of 11 individuals, 10 men and 1 woman, are gathered 
in a room with white walls and a wooden floor. They are 
arranged in a semi-circle, creating a sense of unity and 
camaraderie.  The man in the center of the group is 
holding a large cake, which is white with orange icing. The 
cake is adorned with the word "SCHENK" written in orange 
icing, adding a touch of celebration to the scene.  The 
group appears to be in the midst of a celebration, perhaps 
a birthday or an anniversary. Their faces are lit up with 
smiles, indicating their joyous mood. The woman in the 
group is holding a football, adding an element of fun and 
games to the gathering. The room itself is simple and 
functional. A desk can be seen in the background, 
suggesting a workspace. A door is also visible, leading to 
other parts of the building. 

COCO

ShareGPT4V

A snowboarder in shorts and a t-shirt jumps in the air.

In the center of the image, a young man is captured in 
mid-air, performing a daring skateboard trick. He's 
dressed casually in a red t-shirt and white shorts, his 
arms outstretched as if he's embracing the thrill of the 
moment. The skateboard under his feet is a striking 
combination of black and white, contrasting with his 
vibrant attire. The backdrop to this dynamic scene is a 
large, ornate building with a gray roof. The building's 
architectural details are intricate, adding a sense of 
grandeur to the image. The sky above is overcast, casting 
a soft light over the scene and highlighting the 
skateboarder's daring feat. Despite the action-packed 
nature of the image, there's a sense of harmony. The 
skateboarder, the skateboard, and the building all coexist 
in this single moment, each contributing to the overall 
narrative of the image. 

COCO

ShareGPT4V

Figure 5: Qualitative examples of the comparison between COCO captions and ShareGPT4V. Objects described in
captions are bolded. Gender bias and hallucination are highlighted in purple and yellow, respectively.

more advanced counterparts. In other words, how to incorporate structure knowledge refinement (Louizos
et al., 2017; Yang et al., 2022) or graphical structure would also be important for LLM-based caption
enrichment in future studies.
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COCO

FuseCap

A young person being towed by a boat while riding 
water skis.

A lone figure stands in front of a red wall, 
wearing a gray shirt with a gray collar and a 
multi-colored tie. He has brown and black hair, a 
smiling face, black glasses, white teeth, a nose, 
and a brown eye. He sits on a red chair with a 
gray pocket visible.

COCO

FuseCap

A woman smiling while eating dinner at a table

A woman in a gray shirt poses with her meal on 
a white table in a hotel restaurant, surrounded 
by a red vase, wood chair, empty and clear 
glasses, and a silver knife. A smiling man in 
black glasses and red hair stands nearby, while 
a red hair peeks out from behind the woman's 
gray shirt.

Figure 6: Qualitative examples of the comparison between COCO captions and FuseCap. Objects described in
captions are bolded. Gender bias and hallucination are highlighted in purple and yellow, respectively.

CapsFusion

 The man is using a laptop near a companion looking into his 
cell phone.

A couple of men and a woman are sitting together around a 
wooden table and on a couch.

COCO

CapsFusion

A young boy near a counter putting food in his mouth

A young boy is seen near a counter, putting food in his 
mouth, while a little girl is observed eating a sandwich.

COCO

Figure 7: Qualitative examples of the comparison between COCO captions and CapsFusion. Objects described in
captions are bolded. Gender bias and hallucination are highlighted in purple and yellow, respectively.
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