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Abstract

Framing is used to present some selective as-
pects of an issue and make them more salient,
which aims to promote certain values, interpre-
tations, or solutions (Entman, 1993). This study
investigates the nuances of media framing on
public perception and understanding by exam-
ining how events are presented within news
articles. Unlike previous research that primar-
ily focused on word choice as a framing device,
this work explores the comprehensive narra-
tive construction through events and their rela-
tions. Our method integrates event extraction,
Cross-Document Event Coreference (CDEC),
and causal relationship among events to extract
framing devices employed by the media to as-
sess their role in framing the narrative. We
evaluate our approach with a media attitude
detection task and show that the use of event
mentions, event cluster descriptors, and their
causal relations effectively captures the subtle
nuances of framing, thereby providing deeper
insights into the attitudes conveyed by news ar-
ticles. The experimental results show the fram-
ing device models surpass the baseline models
and offer a more detailed and explainable anal-
ysis of media framing effects. We make the
source code and dataset publicly available.1

1 Introduction

Media framing significantly shapes public percep-
tion and opinion by highlighting or downplaying
certain aspects of events (Entman, 1993). In news
articles reporting Putin’s 2024 election win world-
wide, supportive articles emphasize the legitimacy
of the election and present it as the reflection of
the majority of Russian voters’ will. These articles
argue that Putin has brought economic growth and
a strong international presence to Russia. In con-
trast, skeptical articles highlight incidents of elec-
toral fraud and manipulation and mention deaths of

1https://github.com/jinzhao3611/
attitude-detection-with-framing

Putin’s political opponents and Ukrainian War. In
this paper, we conduct framing analysis on highly
contentious international news articles by strate-
gically extracting and encoding event information
to detect the media attitude reflected in the news
articles towards the main event.

Framing analysis introduces rigorous and sys-
tematic methods for studying media content. This
approach enriches research in communication, jour-
nalism, and social sciences by providing tools to
dissect and interpret narratives within news articles
(Goffman, 1974). Identifying and understanding
different perspectives through framing analysis can
encourage more balanced and fair reporting.

Previous work only focused on the extraction
for frames that are more aligned with topics and
the choice of words out of many framing devices.
They answered “what is presented” (the issue) in-
stead of “how it is presented” (framing) (Ali and
Hassan, 2022). Narratives in media framing can
be constructed by linking multiple events together
(Goffman, 1974). This process involves creating a
broader storyline or context that connects individ-
ual events to convey a more comprehensive theme.
By analyzing how events are used to frame a topic,
we can provide a deeper understanding of the atti-
tude of a news article. This approach goes beyond
equating frames with topics and text span based
framing detection that are common in computa-
tional framing research (Ali and Hassan, 2022),
offering deeper insights into narrative construction
and media attitudes.

We employ a pipeline approach for detecting me-
dia attitudes through framing analysis using events
and their relationships. Figure 1 illustrates the full
pipeline for the media attitude detection task. The
process begins with the collection of news articles
on various topics. For each article, we extract all
events mentioned from its main content. Then, we
cluster coreferent events from all articles of the
same topic and generate a shared event descrip-
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Figure 1: Media attitude detection pipeline.

tor for each cluster. This descriptor represents all
event mentions within that cluster across the doc-
uments, ensuring consistency and clarity in event
representation. Given the event mentions, we ex-
tract causal relations among the events for each
article, mapping event mentions to their respective
cluster descriptors.

We then evaluate the effectiveness of encoding
coreferent event descriptors, encodings of event
mentions, and causal relationships as framing de-
vices. This is achieved by detecting the attitudes
of the news articles by fine-tuning small language
models and prompting Large Language Models
(LLMs). Our results demonstrate that these fram-
ing devices are not only effective in capturing fram-
ing nuances but also provide explainable insights
into how media frames the narratives. The exper-
imental results indicate that all three methods of
encoding framing devices outperform the baseline
models. Specifically, in the case of GPT-4o, device
encodings improve over the baseline encoding by
ranging from 13 to 28 points. The best-performing
models are the fine-tuned models incorporating
framing devices. We summarize the major contri-
butions of this paper are as follows:

Framing device concepulization We address
three open questions in computational framing
posed by Ali and Hassan (2022): First, we extend
beyond the traditional focus on word choice as a
framing device. Our computational methods cap-
ture events and their causal relations, facilitating a
more nuanced exploration of frames. Second, we
employ the cross-document event coreference tech-
nique to capture semantic relations within a single
document and how these relations are informed
by those in other documents. This approach pro-
vides a broader and more integrated understanding
of frames across multiple documents. Third, we

broaden the scope of framing devices to include
the selection or omission of events, as well as the
causal relations among events, in addition to the
conventional focus on word choice. This allows for
a more comprehensive analysis of how framing is
achieved through different mechanisms.

New dataset for media attitude detection We
provide a robust dataset annotated with media at-
titudes. It contains over 1,600 articles from three
topics. This dataset serves as a resource for further
research in computational framing analysis and re-
lated fields.

Better performing models with framing devices
Our models significantly outperform the baselines,
showing an improvement over the baseline encod-
ing. They achieve higher overall accuracy, demon-
strating that the three framing devices are effective
for compressing information in news texts. Ad-
ditionally, our input length is significantly shorter
than that of the baseline models, resulting in re-
duced computing time and more efficiency. More-
over, our proposed encodings, namely the event de-
scriptors, event mentions, and causal relationships
enhance the explainability of the models’ results.

The rest of the paper is organized as follows.
In §2, we discuss related work on computational
framing in terms of conceptualization and compu-
tational methods. §3 describes the media attitude
detection task and our adoption of three framing de-
vices in encoding. §4 describes the data collection
and data annotation process. §5 describes event
detection, CDEC, event descriptor generation and
event causal relationship extraction we adopted in
the pipeline. §6 describes the setup of the four me-
dia attitude detection models, presents the results
and analysis. Finally we conclude in §7.
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2 Related Work

The Policy Frames Codebook (Boydstun and Gross,
2013) is a codebook that was used by Card et al.
(2015) to develop the Media Frames Corpus. They
established 15 framing dimension categories that
tend to resemble topics more than actual frames.
The Gun Violence Frame Corpus (Liu et al., 2019a)
annotated news headlines but did not fully elabo-
rate on the framing aspects defined according to
Entman (1993). Instead, it used keyword clues to
categorize the framing dimensions.

Computational methods have been increasingly
adopted in framing analysis. DiMaggio et al.
(2013) employed LDA topic modeling to explore
frames, but this approach is more about theme,
lacking the ability to capture framing nuances such
as causal interpretations. (Nguyen et al., 2015)
introduced "Supervised Hierarchical Latent Dirich-
let Allocation (SHLDA)," which generates a hi-
erarchy of topics with first-level nodes as agen-
das and second-level nodes as frames. This sub-
topic framing approach does not align with framing
conceptualizations (Entman, 1993). Additionally,
Burscher et al. (2016) applied k-means clustering
on a dataset, using word frequencies as frame fea-
tures in their cluster analyses. However, it fails
to capture how events are interconnected through
cause-and-effect relationships, which are essential
for understanding the underlying narrative and mo-
tivations presented in the text.

Furthermore, Mendelsohn et al. (2021) em-
ployed fine-tuned RoBERTa models to create clas-
sifiers for identifying frames in news articles. Al-
though their approach proved effective, the con-
ceptualization of framing and the categorization of
their dataset could be improved by incorporating
more detailed and nuanced framing aspects. Typi-
cally, computational methods tend to only partially
capture the complexity of framing, often relying
solely on single framing devices such as word us-
age. This approach overlooks the multiple dimen-
sions and layers of framing analysis.

In a related study, Liu et al. (2023) extracted
events and assessed their impact on the stance of
news articles by identifying events indicative of
ideology. However, the authors noted they did not
further explore how these events relate to each other
to convey ideology. For instance, their extraction
method could detect a right-leaning event alongside
several left-leaning events that oppose it, without
explaining the interaction between these events.

In narrative framing research, the perception to
narratives is influenced by event temporal structure
and shared event scripts (Baldassano et al., 2018).
Furthermore, narratives act as tools for social con-
struction, shaping public opinion and policy by
framing events in particular ways (Johnson-Cartee,
2004).

3 Media Attitude Detection

3.1 Task Definition
Given a set of news articles with the same target
event (topic), we formalize the task as one of classi-
fying the attitude of each article towards the target
event into one of three categories: supportive, skep-
tical, or neutral. Let D = {d1, d2, . . . , dn} be a set
of n news articles. We encode each article di in the
following encoding methods E :

Event Mention Coreference Clusters (Xc) Let
Ei1, Ei2, . . . , Eik be the events extracted from
di. Let C(Ei1), C(Ei2), . . . , C(Eik) be the event
coreference clusters for the extracted events, each
of which is associated with a event discriptor. The
concatenated encoding of article di is represented
as:

Xc
i = [C(Ei1)∥C(Ei2)∥ · · · ∥C(Eik)]

Event Mentions (Xm) Let Ei1, Ei2, . . . , Eik be
the events extracted from di. The concatenated
encoding of article di is represented as:

Xm
i = [Ei1∥Ei2∥ · · · ∥Eik]

where ∥ denotes the concatenation operator.

Event Causal Relationships (Xr) Let
{(Ecaij , Eefij )}kj=1 be the set of k cause-
effect event pairs extracted from di, where Ecaij

denotes the cause event and Eefij denotes the
effect event in the j-th pair. The concatenated
encoding of article di is represented as:

Xi = [(C(Ecai1) → C(Eefi1))∥ · · ·
∥(C(Ecaik) → C(Eefik))]

Feature Matrix (X) For a chosen encoding
method Ek, construct the feature matrix Xk ∈
Rn×mk where each row Xk

i corresponds to the
encoding of article di

Attitude (y) : Each article di has an asso-
ciated attitude towards the main event yi ∈
{supportive, skeptical, neutral}. The classification
task is to predict the attitude yi of each article di
using its encoded representation Xk

i .
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3.2 Conceptualization: Represent Framing
Devices with Encodings

The frame manifests itself in media content through
various framing devices. Framing devices are the
various tools and techniques used to shape how in-
formation is presented and perceived (Van Gorp,
2006). These devices help construct a particular
interpretation or understanding of events, issues,
or individuals. We set up our experiments to in-
vestigate how effective the following three framing
devices are in shaping the attitudes of the news
articles.

Device 1: Selection and Omission of Events Se-
lecting which events to report and which to ignore
can significantly influence public perception (Ent-
man, 1993). Highlighting certain events makes
them seem more important, while omitting others
downplays their significance and shapes the overall
story (e.g. presence vs. absence of Putin’s op-
ponents deaths). We extract event mentions from
the article and generate summaries for each event
coreference cluster, thereby capturing the selection
and omission of events.

Device 2: Linguistic Information The specific
language used in reporting can significantly shape
audience perception (Entman, 1993). For instance,
labeling a protest as a “riot” versus a “demonstra-
tion” leads to different interpretations. Metaphors
and analogies frame complex issues in relatable
terms, such as describing an economic downturn
as a "storm," thereby guiding audience conceptu-
alization. Euphemisms soften the perception of
skeptical events (e.g., “collateral damage” instead
of “civilian casualties”), while dysphemisms make
events seem worse (e.g., “regime” versus “govern-
ment”). We incorporate the original event trigger
words and associated arguments of event triggers
in the article to include this linguistic information.

Device 3: Cause and Effect Establishing causal
links between events shapes the interpretation of
their causes and consequences, allowing media
to influence audience understanding (Gamson and
Modigliani, 1989). By suggesting that one event
caused another, the media can create a narrative that
influences how audiences understand the situation
(e.g., “economic development” → “putin election
win” vs. “surpression of opponents” → “putin elec-
tion win”). We use extracted causal event pairs,
represented by their cluster descriptors, to capture
causal relations between events in the article.

4 Dataset

We describe the data collection and annotation
process for creating the media attitude detection
dataset.

4.1 Data collection
While extensive research has focused on framing,
it has predominantly centered on U.S. politics, with
limited application to non-English languages, other
social contexts, or information warfare (Park et al.,
2022). To address this gap, we collect news articles
on three highly contentious international events:
Putin’s election win in March 2024, Israel’s Al-
Shifa Hospital raid in November 2023, and the
Hong Kong July 1 protest in 2019. There are 495,
643, 471 articles respectively. We source these
articles from seven news aggregators and 98 news
sources. These sources include a variety of Western
media outlets such as CNN and BBC, state-backed
Russian media like Sputnik, Chinese media such as
Xinhua News, and Arabic and Israeli sources like
Al Jazeera and The Times of Israel.

The news articles were either fully scraped or,
for longer articles, segmented under section titles.
The articles were in English, Chinese, and Russian,
with non-English articles translated into English
using the Google Translate API2. To prevent re-
dundancy, we remove documents with 60% sen-
tence overlap with other documents. We also ex-
clude the following types of news articles from
our data: editorials, blog posts, critique analyses,
self-media articles, opinion columns, articles with
an episodic frame focusing on a narrow individ-
ual example, and press conference transcripts. In
addition, articles that focus on moral judgments
and lack event mentions are excluded. Any meta-
information present in the articles are also removed.

4.2 Annotation
All news articles in our dataset were annotated by
two independent annotators, who are graduate stu-
dents from computational linguistics department
of a US-based university. Both annotators were
selected based on their familiarity with media at-
titude and framing analysis. They were provided
with extensive training prior to the annotation task.

Training Process The annotators received an
overview of the annotation task, including an expla-
nation of the media attitude task and the event top-

2https://github.com/vitalets/
google-translate-api
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ics they would be working with. Annotators were
provided with annotation guidelines, which out-
lined the annotation categories (supportive, skep-
tical, neutral), how to interpret different media at-
titudes through framing clues. Ambiguous cases
were discussed in detail to help the annotators re-
solve edge cases. Following the guidelines, the an-
notators annotated 50 trial examples using a spread-
sheet. The trial examples covered various topics
and edge cases to expose annotators to different
complexities within the data. After completing
the trial annotations, they received feedback to im-
prove their understanding. Once the annotators
achieved at least 90% accuracy on assessment ex-
amples, they were deemed ready for the main an-
notation task.

Annotation Process Each article in the dataset
was annotated by the same two annotators across
all topics. Annotators were tasked with classifying
each article into one of three predefined categories:
supportive, skeptical, or neutral. These categories
corresponded to the article’s stance on the main
event described in the topic. For example, an ar-
ticle discussing Putin’s election victory could be
classified as supportive if it omitted allegations of
electoral malfeasance, or skeptical if it highlighted
such issues. We provide annotation guidelines of
an example topic to the annotators. This example
illustrates how the annotators approached the task
and what factors they considered when classify-
ing articles. After completing their independent
annotations, the annotators discuss to resolve dis-
crepancies through an adjudication process.

Inter-Annotator Agreement We calculated the
Cohen’s kappa coefficient, which yielded a score
of 0.92. Although this is a high agreement score,
except our well-prepared annotations, several fac-
tors contributed to this result: The nature of the
selected international topics, which involved clear
and pronounced attitudes (e.g., support for or op-
position to specific events), likely facilitated higher
agreement between annotators. Contrary to ini-
tial expectations, many articles displayed strong
stances, making classification relatively straight-
forward. For instance, articles skeptical of the Al-
Shifa raid consistently omitted key military justifi-
cations mentioned in supportive articles. Similarly,
articles supportive of the Hong Kong protests rarely
attributed the unrest to foreign influence, as skepti-
cal articles often did.

Data Overview As shown in Table 1, the dataset
consists of over 470 articles per topic, with the Al-
Shifa topic containing the most articles. However,
these articles tend to be shorter in length compared
to other topics (232 vs. 297 words per article). In
addition to the number of articles per topic, we re-
port the number of extracted events, event clusters,
and causal relations in the dataset. More details
on the extraction procedure are provided in the
following section.

Counts Putin Al-Shifa Hong Kong

Articles 495 643 471
Avg. tokens 314 232 297
Clusters 321 310 450
Avg. events 7 8 8
Avg. relations 7 9 9

Table 1: Statistics of the dataset for the media attitude
task. The number of events and causal relations are
reported after the filter.

5 Data Preparation

To evaluate the media attitude detection via framing
analysis, we prepare the dataset by automatically
creating encodings of different framing devices
from extracted events and relations.

5.1 Event Detection

We adopt the event detection model from Yao et al.
(2021) to extract event trigger words and their
modality information. Event modality indicates the
certainty of the speaker or author regarding whether
the event occurred. We filter out events with trigger
words from the list of aspectual verbs (e.g., begin
to), copular verbs (e.g., become), mental action
verbs (e.g., understand), modal-like verbs (e.g.,
need to), and reporting verbs (e.g., said), as these
provide limited information on media attitude. To
extract the contextual information of each event, we
set each event trigger as the predicate, and adopt the
SRL parser3 to extract its arguments. Each event
is formatted as [ARG-0] [trigger] [ARG-1] [ARG-2]

[ARG-3] for the Device 2 encoding.

5.2 Cross Document Event Coreference

We adopt the pairwise cross-encoder recently pro-
posed by Yu et al. (2022) for the CDEC task. It first
generates the score for each pair of event mentions,
and then utilizes agglomerative clustering to form

3https://huggingface.co/cu-kairos/propbank_
srl_seq2seq_t5_large
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coreference event clusters (Yu et al., 2022; Held
et al., 2021; Caciularu et al., 2021; Barhom et al.,
2019). This approach effectively balances perfor-
mance and cost. For example, while Caciularu et al.
(2021) implemented a larger context window for
cross-encoding that might improve CDEC perfor-
mance, it proved costly to train.

Since the most significant events carry substan-
tial framing information to determine an article’s
attitude, we prioritized precision over recall. In a
collection of documents on a single topic, pairing
up thousands of events to compute tens of millions
of pairs would be impractical. Therefore, we only
cluster event pairs from the same group where the
event trigger is the same and the count of the events
is greater than five, assuming that the frequent pairs
with the same trigger are more likely to corefer. We
also include cross-trigger pairs from less frequent
groups whose triggers are connected in the AIDA
ontology (Tracey et al., 2022) or are concrete syn-
onyms in VerbNet (Schuler, 2006) and the concrete
word list (Brysbaert et al., 2014).

5.3 Event Descriptor Generation

Event coreference cluster descriptors are short
summaries that describe and distinguish different
clusters of event mentions that refer to the same
underlying event across a corpus of documents.
These descriptors help in identifying and group-
ing event mentions that are semantically or con-
textually equivalent, even if they are expressed dif-
ferently in the text. Consider the example in (1).
The cluster contains the following two coreference
event mentions from two news article respectively.

(1) Sentence 1
Russian Central Election Commission announces elec-
tion results,...
Sentence 2
... election authorities declaring Putin the winner.
Cluster descriptor
Official announcement of Putin’s election win

Inspired by the Dense Paraphrasing method pro-
posed by Tu et al. (2023) and Rim et al. (2023),
we apply GPT-4o (OpenAI, 2023) to write one de-
scriptor for each event coreference cluster in each
topic. We formulate the prompt by instructing the
model to generate a concise and informative sum-
mary based on the context from up to five sentences
that contain the event mentions from the same clus-
ter. The generated event descriptors are used for
Device 1 encoding.

5.4 Event Causal Relation Extraction
Recent work shows that prompt-based models can
achieve competitive performance in determining
pairwise causal relationships with high accuracy
(Shen et al., 2022; Liu et al., 2023; Kıcıman et al.,
2023). Similar to the descriptor generation, we
adopt GPT-4o to extract event causal relations from
the the articles. We formulate the prompt by in-
structing the model to identify the causal relations
from the article with the event mentions marked up.
In each identified causal relation, we replace the
event mention with its cluster descriptor, and use it
for Device 3 encoding.

6 Experiments

We evaluate our proposed framing device encod-
ings under different model settings. We experiment
on the media attitude detection task with model
inputs encoded from different framing devices, and
compare them to the baseline setting with raw texts
as the input. For each topic, we randomly select
70% articles from the dataset for training and the
remaining 30% for testing. We use accuracy as the
primary evaluation metric.

6.1 Model Setup
Fine-tuning models We evaluate our methods on
media attitude detection on two task configurations,
text classification and text generation. We adopt
the pretrained RoBERTaBASE (Liu et al., 2019b) for
the classification configuration. For each article,
the model input is encoded by concatenating all
the relevant components from each framing device.
We adopt T5BASE (Raffel et al., 2020) as the gen-
eration model. As is the common practice, we
recast the media attitude detection as a Question
Answering (QA) task. We prepare the model in-
put by appending the task-specific prefix to the
question and context text: “question: {What is the

article’s stance?} context: {device_str}”. The
device_str is the concatenation of all the relevant
components from each framing device. We fine-
tune each model on the training set and evaluate on
the testing set.

Prompting models We also compare our meth-
ods using LLMs under a zero-shot prompt learn-
ing setting. We evaluate two types of models,
(1) FlanT5 (Chung et al., 2022), an open-source
encoder-decoder model; (2) GPT (Brown et al.,
2020; OpenAI, 2023), a proprietary autoregressive
decoder model. We experiment with the XL version
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Fine-tuning Prompting

Topic Method RoBERTaBASE T5BASE FlanT5XL GPT-4o

Putin
Election Win

Baseline 75.00 77.70 56.77 59.46
Device 1 82.07 83.45 70.69 81.38
Device 2 77.24 76.56 62.66 72.41
Device 3 80.69 79.79 65.07 75.86

Al-Shifa
Hospital Raid

Baseline 81.87 73.06 40.41 52.33
Device 1 80.89 75.56 73.89 80.00
Device 2 81.63 74.61 70.73 76.36
Device 3 82.25 71.54 68.82 78.44

Hong Kong
Protest

Baseline 97.18 96.49 53.50 52.52
Device 1 93.02 91.80 65.45 78.17
Device 2 93.71 87.43 60.45 73.54
Device 3 94.41 89.97 63.32 77.48

Table 2: Evaluation results on the attitude detection task
for each topic. We compare the baseline with inputs
encoded from different devices. Accuracy from each
model setting is reported.

Topic Baseline Device 1 Device 2 Device 3

Putin Election Win 314 40 (87%) 46 (85%) 110 (65%)
Al-Shifa Hospital Raid 232 54 (78%) 63 (68%) 132 (43%)
Hong Kong Protest 297 38 (87%) 70 (76%) 120 (59%)

Table 3: Average input token counts and for each fram-
ing device. The compression rate over the baseline input
length is also reported.

of FlanT5 (FlanT5XL), and use the OpenAI API
with version gpt-4o. We formulate the prompt by
instructing the model to predict the attitude based
on the framing device information from each arti-
cle. Refer to Appendix A.2 for all the prompts we
use in our experiments.

6.2 Results

Evaluation on fine-tuned models We show the
model results in Table 2. The model input for the
baseline is the raw text of each article. Across the
three topics, RoBERTaBASE with baseline input per-
forms the best on Hong Kong Protest, followed by
Al-Shifa Hospital Raid and Putin Election Win, sug-
gesting the variety of the topics and different levels
of difficulty for the fine-tuned models to learn pat-
terns of the data from each topic. T5BASE, in spite
of being a larger model, does not show superior
results than RoBERTaBASE overall, suggesting that
the generative model may not be fit for the me-
dia attitude detection task with preset labels under
the fine-tuning setting. Inputs encoded from fram-
ing devices achieve mixed yet comparable results
with the baseline. RoBERTaBASE with Device 1
outperforms the baseline by 7 points on the Putin
Election Win, while underperforming the baseline
by 4 points. Overall, the results exhibit that training
with framing devices is able to achieve competitive

results on certain news topics, and improves the
training efficiency by having much shorter model
inputs. We discuss this in greater detail in Section
6.3.

Evaluation on LLMs Table 2 also shows the ex-
perimental results from LLMs. Compared with
the fine-tuned models, LLMs struggle with the
task when only having the baseline inputs. Both
FlanT5XL and GPT-4o perform much worse than
the supervised models by at least 20 points. This re-
sult is expected because the task is domain-specific
and no training or in-context examples are provided
to the LLMs. However, we observe that the fram-
ing devices are able to significantly help LLMs
better understand the task and article contexts by
pinpointing the essential information for detecting
media attitude. For example, GPT-4o with Device
1 improves the baseline by 22 points on the Putin
Election Win. FlanT5XL also shows improvements
over the baseline, but generally performs worse
than GPT-4o. This is expected because GPT-4o is a
larger and more powerful model. Overall, we show
the utility of framing devices in media attitude de-
tection under zero-shot learning scenarios. LLMs
with framing device information can substantial
outperform the baseline and achieve comparable
results with supervised models.

6.3 Analysis

Data compression from device encodings We
present the length of the input encoded from each
framing device in Table 3, and illustrate the amount
of input text reduction for each framing device. On
average, the baseline input of each article has 280
tokens. By using device encodings, the average
length of the input has been reduced by at least
43%. While the input is shortened, the performance
of the fine-tuned models with framing devices is
not compromised. For example, the average score
change from all devices with RoBERTaBASE is +5%,
+0.4%, -3.5% for the topics Putin Election Win, Al-
Shifa Hospital Raid and Hong Kong Protest.

Qualitative Analysis We present predictions
from LLMs with different types of inputs to an-
alyze the limitations of the framing devices for the
attitude detection task. Table 4 illustrates three
common errors in the test data. CDEC errors af-
fect all three devices. In the first example, CDEC
incorrectly clustered “Israel destroy facilities” and
“Hamas destroy facilities”. The cluster descriptor
choose a general term “soldiers” to represent both.
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Model Input Device Label Error type
Soldiers destroy hospital facility. ... 1 supportive / skeptical CDEC error
Israel Defense Forces seizes weapons. ... 2 skeptical / supportive SRL error
Implementation of extradition bill → restoration of order. ... 3 skeptical / supportive Causal error

Table 4: Examples of common error types in the test set. We compare the predicted labels from GPT-4o with gold
labels.

If Hamas were destroying facilities, this would gen-
erate a supportive attitude for Israel; however, the
original article indicates that it is Israel destroying
facilities. In the second example from Device 2,
the location argument is crucial but missing. Find-
ing weapons in Al-Shifa Hospital can justify Is-
rael’s raid, making this event a strong indicator
of support for the raid. Without the location, it is
a neutral event. The original article of the third
example argues that the implementation of the ex-
tradition bill caused the protest and the violence,
thus suggesting that restoring order is necessary.
This causal relation is inferred incorrectly, and lead
to incorrect classification of the models. These
examples highlight how specific errors can affect
the interpretation and classification of news arti-
cles, emphasizing the need for precision in event
clustering, semantic role labeling, and causal rela-
tion extraction to accurately capture the intended
attitude.

Framing Devices Comparison We demonstrate
how the framing devices can help the model un-
derstand the article’s attitude in Table 5. Com-
pared to the baseline, Device 1 input compresses
the main event from the baseline input. Descrip-
tors are summaries of multiple event mentions in
an event coreference cluster, which can encompass
a range of attitudes. Therefore, many descriptors
are in a neutral tone. Device 1 summarizes the
murder as “Navalny’s death”. While some infor-
mation is lost, GPT-4o still manages to capture the
purpose the news article mentions Navalny’s death
is to raise doubt in Putin’s election win. In com-
parison, Device 2 uses the original event trigger
and arguments, retaining the skeptical connotation
of the original words, as “murder” implies that
Putin might be involved. The specified event men-
tion eliminates much of the noise in the article and
helps GPT-4o better understand the article’s atti-
tude. Device 3 input, compared to the previous two,
shows the cause and effect of events. In this exam-
ple, Device 3 explicitly specifies the consequence
of Navalny’s death, which is Putin’s election win.
This causal relation directly suggests that the elec-

tion is rigged, hence indicating a skeptical attitude
towards Putin’s win. Our error analysis shows that
all three devices help GPT-4o find the most useful
information from noisy news articles, thereby im-
proving its ability to understand and classify the
article’s attitude.

Learning Patterns or Knowledge While the
framing devices are able to significantly improve
the performance of theLLMs on the task, they are
not as effective on the fine-tuned models. With
the assumption that supervised models are more
about learning matching text patterns instead of the
encoded knowledge from the devices in our task,
we analyze the text similarity between the train and
test splits with different input. Specifically, we get
the count distribution of the top 200 frequent to-
kens4 from the train and test splits, and compute
the Jensen–Shannon divergence (JSD) to quantify
the distance between the distributions (Dagan et al.,
1997). Since all three devices are encoded based
on the events, we also compute JSD between the
distribution of the top 200 frequent event triggers.
As shown in Table 6, the JSD between the token
distributions is much smaller than that between the
event distributions, indicating that it is easier for
the supervised models to learn the matching text
patterns from the baseline input than the device
input. LLMs with prompts, however, exhibit the
capability to infer and understand the knowledge
from the framing devices in our task, because they
have no direct access to the in-domain examples
for training.

6.4 Model Details

We use OpenAI API to run GPT models. The pric-
ing for the models used in the paper is on the Ope-
nAI website.5. We fine-tune RoBERTaBASE and
T5BASE with different device configurations on a
single 40GB Telsa V100 GPU. We use the hyperpa-
rameter setting with epoch 6, batch size 16, input
length 512 and learning rate 5e-2. All the other
hyperparameters remain default. The training time

4After removing the stop words and punctuation.
5https://openai.com/api/pricing/
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Model Input Device GPT-4o Label
Navalny is murdered on February 16 in the Arctic prison
where he was serving a 19-year sentence, Russia’s prison service said...

Baseline neutral

Navalny’s death, ... 1 skeptical
Navalny is murdered in the Arctic prison ... 2 skeptical
Navalny’s death → Putin’s election win,... 3 skeptical

Table 5: Examples of GPT-4o with model input of baseline and different framing devices. We compare the predicted
labels with gold labels.

Topic Baseline (Tokens) Devices (Events)

Putin Election Win 8.4 13.8
Al-Shifa Hospital Raid 7.8 14.8
Hong Kong Protest 8.7 15.2

Table 6: JSD (multiplied by 100) between the to-
ken/mention frequency distributions from the train and
test split from each topic.

is less than 10 minutes for each model run. We use
FlanT5XL for inference only, and run it on a single
40GB Telsa V100 GPU.

7 Conclusion

Framing analysis helps uncover the underlying at-
titude that news outlets may have. By analyzing
how events are framed, we can better understand
the intentions and viewpoints of the media sources,
providing insight into how information is presented
to the public. Our methods extend beyond words
by conceptualizing framing devices and integrating
event extraction, CDEC, and causal relationship
extraction. Our media attitude detection through
framing analysis demonstrates that all three fram-
ing devices effectively captures the subtle nuances
of framing, providing deeper insights into the at-
titudes conveyed by news articles. Our results in-
dicate that training with framing devices achieves
competitive results on some topics and improves
training efficiency by utilizing much shorter and
more explainable model inputs. LLMs incorporat-
ing framing device information significantly outper-
form the baseline and achieve results comparable
to those of supervised models. We hope that our
analysis and improvement on the media attitude
detection task can facilitate further developments
by future researchers.

8 Limitations

Our pipeline is not well-suited for processing news
articles that do not follow a narrative structure.
Some news articles have too many singleton events,

which do not align with the existing framing struc-
tures typical in Western reporting. These articles,
often lacking clear supportive or skeptical connota-
tions. For instance, coverage on the Xinjiang issue
often includes numerous rebuttal articles that fo-
cus on a single point of contention —accusations
of Western fabrication — alongside many official
statements. Similarly, articles on Mariupol from
the Russian perspective entirely deny the events,
leading to a lack of narrative structure and framing
complexity.

We acknowledge the challenges associated with
translating non-English articles, particularly when
cultural nuances significantly impact interpretation.
For instance, the term Pǔjı̄ng Dàdì, literally trans-
lated as "Putin the Emperor," appears in some Chi-
nese news articles. In Chinese cultural context, re-
ferring to someone as an emperor often emphasizes
their dignity, elegance, and respectability, thus con-
veying a tone of support. However, this translation
may inadvertently suggest a connection to dictator-
ship to English-speaking readers, a connotation ab-
sent in the original Chinese text. In future research,
we aim to improve our handling of multilingual
document collections. This will involve exploring
more advanced multilingual language models that
better capture such cultural and contextual nuances.

Our method also encounters bottlenecks with
event coreference and causal relationship extrac-
tion, which is crucial for accurate attitude detec-
tion. Additionally, our current method is unable
to detect sarcasm. Sarcasm can completely invert
the perceived meaning of a statement, leading to
misclassification of the article’s attitude. This in-
ability to identify sarcasm limits the accuracy of
our analysis in articles where sarcastic remarks are
prevalent.

Overall, while our pipeline is effective for tra-
ditional narrative news articles, it struggles with
non-narrative formats, translation nuances, event
models complexities, and the detection of sarcasm.
These limitations highlight areas for future im-
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provement to enhance the robustness and accuracy
of our framing analysis.
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A Appendix

A.1 Annotation Guidelines for Classifying
Articles on Putin’s 2024 Election Win

Annotation Guideline Objective The purpose
of this annotation task is to classify news
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articles about Vladimir Putin’s 2024 election
win into one of the three categories: support-
ive/skeptical/neutral.

Supportive An article is classified as supportive
if it frames Putin’s election victory in a positive or
favorable light, endorsing his leadership or justify-
ing the legitimacy of his win. These articles may
portray Putin as a strong or capable leader and may
downplay or omit any criticisms or allegations of
electoral fraud. For example:

...Putin’s decisive victory in the 2024
election is a clear reflection of the Rus-
sian people’s confidence in his leader-
ship and his steady hand in navigating the
country through global uncertainties....

Skeptical An article is classified as skeptical if
it questions the fairness, legitimacy, or democratic
nature of Putin’s election victory. These articles
often highlight criticisms, allegations of voter sup-
pression, or doubts about the transparency of the
electoral process.

...Despite Putin’s claimed landslide vic-
tory in the 2024 election, opposition
parties and international observers have
raised serious concerns about widespread
voter suppression and allegations of elec-
tion rigging that call into question the
integrity of the results...

Neutral An article is classified as neutral if it pro-
vides a balanced or objective report on the election
win, without showing clear bias toward or against
Putin. These articles typically present facts without
significant editorializing or framing that strongly
supports or criticizes the election outcome. Lack of
emotive or evaluative language. Mention of differ-
ent perspectives on the election without prioritizing
one over the other.

...In the 2024 Russian election, Vladimir
Putin secured another term with 70%
of the vote, according to official results.
While government officials hailed the
outcome as a victory for stability, oppo-
sition leaders have raised concerns about
fairness, citing restricted media access
during the campaign...

A.2 Sample prompts and responses of GPT-4o
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Figure 2: GPT-4o prompt for baseline media attitude detection.

Figure 3: GPT-4o prompt media attitude detection with framing device1.

Figure 4: GPT-4o prompt media attitude detection with framing device2.

Figure 5: GPT-4o prompt media attitude detection with framing device3.
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Figure 6: GPT-4o prompt for generating descriptors for event coreference clusters.

Figure 7: GPT-4o prompt for extracting causal relationships among events.
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