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Abstract

Understanding satire and humor is a challeng-
ing task for even current Vision-Language mod-
els. In this paper, we propose the challenging
tasks of Satirical Image Detection (detecting
whether an image is satirical), Understanding
(generating the reason behind the image being
satirical), and Completion (given one half of
the image, selecting the other half from 2 given
options, such that the complete image is satiri-
cal) and release a high-quality dataset YesBut,
consisting of 2547 images, 1084 satirical and
1463 non-satirical, containing different artistic
styles, to evaluate those tasks. Each satirical
image in the dataset depicts a normal scenario,
along with a conflicting scenario which is funny
or ironic. Despite the success of current Vision-
Language Models on multimodal tasks such as
Visual QA and Image Captioning, our bench-
marking experiments show that such models
perform poorly on the proposed tasks on the
YesBut Dataset in Zero-Shot Settings w.r.t both
automated as well as human evaluation. Addi-
tionally, we release a dataset of 119 real, satiri-
cal photographs for further research’.

1 Introduction

Satire is a form of humor that uses irony or exag-
geration to criticize or mock people, politics, or
society. It serves as a powerful tool to highlight
issues, provoke thought, and often encourages a
critical perspective on the subject matter. Satiri-
cal images posted on social media often consist
of conflicting scenarios to convey irony and hu-
mor. Understanding such conflicting scenarios re-
quires understanding interaction among entities and
text (if any) within the image, along with common-
sense knowledge and reasoning capabilities. Fig.
1 shows an example image conveying satire. The
irony in the image is that the person is messaging

!The dataset and code are available at https://github.
com/abhilnandy2/yesbut_dataset

YES, BUT

_yes_but

Figure 1: Satire conveyed through a social media image

someone a very heartfelt message on the mobile,
while sitting on a toilet seat!

People convey humor on the internet and social
media using images, GIFs, and videos. Previous
studies have shown that memes (Buchel, 2012) and
TV show Clips (Attardo et al., 2003) are prevalent
means for expressing such humor. There have also
been attempts at detecting (Hasan et al., 2019; Cas-
tro et al., 2019; Tanaka et al., 2022) and describing
(Hwang and Shwartz, 2023) multimodal satire and
humor. However, very few works have simulta-
neously studied the detection, understanding, and
comprehension of satirical situations in society in
the multimodal setting.

There has been a rise in the development of
Vision-Language (VL) models (Liu et al., 2023;
Huang et al., 2023; Peng et al., 2023; Zhu et al.,
2023; OpenAl, 2023; Team, 2023). Such models
have shown remarkable State-Of-The-Art (SOTA)
performance on several downstream tasks such as
Visual Question Answering and Image Captioning.
Such models are pre-trained in a manner that im-
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ages and text have shared embedding space, and
that, images and their corresponding text descrip-
tions have similar representations in that embed-
ding space (Radford et al., 2021; Zhai et al., 2023).

In this paper, we investigate whether existing VL
Models are able to decipher satire in images. To do
so, we propose 3 benchmarking tasks - (1) Satiri-
cal Image Detection - Given an image, classify the
image as being satirical or not (2) Satirical Image
Understanding - Given a satirical image, describing
in natural language why the image is satirical (3)
Satirical Image Completion - Given a part of the
image, correctly select the remaining part of the
image from 2 options. These tasks go beyond im-
age recognition and language understanding, and
are challenging, as understanding satire usually in-
volves understanding the punchline corresponding
to a sudden twist or a funny quip in a given situa-
tion (Ramachandran, 1998). For example, in Fig. 1,
the model needs to first comprehend the text "wish
you were here", followed by understanding that the
text was sent by a person sitting in the toilet from
the image on the right, and then finally grasp the
irony of the situation.

To evaluate the tasks, we collected a high-quality
multimodal dataset YesBut consisting of 1,084 satir-
ical and 1,463 non-satirical images, where each im-
age contains 2 sub-images with the same/different
artistic styles. In each satirical image, the left sub-
image describes a scenario, and the right sub-image
presents another scenario which either contradicts
or pokes fun at the first scenario, creating an el-
ement of satire. Additionally, each such satirical
sample is annotated to get the description of in-
dividual images inside the sample, as well as the
overall description containing the punchline that
conveys the satire.

We perform detailed evaluation on the satirical
image detection, understanding, and completion
tasks using recent VL models in zero-shot and
zero-shot Chain-of-Thought (CoT) (Kojima et al.,
2022) settings (as we want to observe how well
the models can decipher satire without the support
of additional training/in-context examples). We
observe that the task of satirical image detection
is especially difficult. Also, even though Gemini
performs the best in Satirical Image Understanding
and Completion tasks, there is a significant scope
for improvement in SOTA VL Models in under-
standing and comprehending satire in images in
zero-shot scenarios. Also, for further research, we
release an additional set of 119 diverse, real, satiri-

cal photographs. We infer that SOTA VL Models
fail to perform well even on real photographs (see
Section A in Appendix for more details).

2 Background

2.1 Satirical and Humor Datasets

Previous works on satire and humor in NLP and
Computer Vision mostly revolve around detecting
satire in text (Rogoz et al., 2021) and multimodal
scenarios (Li et al., 2020; Ionescu and Chifu, 2021),
detecting humor in multimodal scenarios (Hasan
et al., 2019; Castro et al., 2019), meme/joke cap-
tioning (Hwang and Shwartz, 2023; Hessel et al.,
2023), etc. However, no such work performs a com-
prehensive and simultaneous evaluation of satire
and humor detection, understanding, and compre-
hension capabilities of VL Models in Multimodal
Scenarios.

2.2 Other Image Datasets

The WHOOPS benchmark, introduced by Bitton-
Guetta et al. (2023), comprises unconventional im-
ages challenging commonsense expectations, both
human-created and machine-generated, accompa-
nied by corresponding textual descriptions. Specif-
ically designed for tasks such as image captioning,
image-text matching, visual question answering,
and explanation generation, it provides a unique
dataset for evaluating model performance in these
domains. In contrast, our work performs a holistic
evaluation of different SOTA VL Models on their
ability to detect, understand, and comprehend satire
in images.

3 Our Annotation Pipeline

The entire data collection and annotation pipeline
is shown in Fig. 2. We curated a collection of
annotated satirical and non-satirical images in this
section in 4 stages.

3.1 Stage I: Collecting Satirical Images from
Social Media

We manually downloaded images from the posts in
‘X’ (erstwhile known as Twitter) handle @_yesbut_
(with proper consent). We manually filtered 283
images that are satirical, and annotated them in the
next stage. Each image contains two sub-images
(which are colorized sketches), one on the left
showing a normal scenario, while one on the right
is ironical/pokes fun at the left sub-image.
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Stage 1: Collecting Satirical
Images from Social Media

283 images
downloaded from the
. X'handle @_yesbut_

Mok jobeme Bate, fo
o'k 00 1 ey

Annotation

Left Image Description: a t-shirt with "Fight Club"
written on it (referring to the movie), along with a
dialogue from the movie that says "We work jobs we
|hate, to buy sh*t we don't need”.

Right Image Description: a person wearing a t-shirt

" UsingDALL-E3to |
generate in 2-D Stick
Figure Style

Stage 3: Generating 2D stick images using
DALL-E 3 using the annotated descriptions

Labelling
(satirical/Non- |
| Satirical)

|1hal says 'Fight Club’, working on a computer symem,' =
with a water dispenser by the side.

loverall Punchline Description: Theimageis \ronicaLl
as thet-shirt says "We work jobs we hate, to buy sht
jwe don't need”, which is a rebellious message againstl
the construct of office jobs. However, the person
|wearing thet-shirt seems to be working in an office
environment. Also, thet-shirt might have been bought
using the money earned via the very same job.

|1 text in left sub-image?: YES

ills text in right sub-image?: YES

|Are sub-images connected?: NO
|'Dif'f||:ulty in understanding: MEDIUM

Stage 2: Annotation of satirical I
Images

Stage 4: Generating 3D stick
images using DALL-E 3 using the
annotated descriptions

Using DALL-E 3 to
generatein 3-D
Stick Figure Style

Figure 2: Our annotation Pipeline for YesBut in 4 Stages - (1) Collecting Satirical Images from Social Media (2)
Human Annotation of satirical images (3) Generating 2D stick images using DALL-E 3 and annotated descriptions
(4) Generating 3D stick images using DALL-E 3 and annotated descriptions

3.2 Stage 2: Annotation of satirical images

Textual descriptions and certain categorical fea-
tures of satirical images were annotated using 5
annotators, all of whom met the qualification cri-
teria of being undergraduate sophomore students
or above, enrolled in English-medium colleges.
Specifically, we collected the following features
(these were given as annotator instructions) for ev-
ery image - (1) Textual Description of the Left Sub-
Image (2) Textual Description of the Right Sub-
Image (3) Overall Textual Description which con-
tains the punchline (4) A binary feature on whether
the Left sub-Image contains any text (5) A binary
feature on whether the Right sub-Image contains

any text (6) A binary feature on whether the sub-
images can be created by dividing a larger image
using a vertical line as a separator (this is later
referred to as the ) (7) A categorical feature on
how difficult the annotation was. This can have
3 possible values - ‘EASY’ when the annotator
does not need any additional help from the internet,
‘MEDIUM’ when the annotator needs additional
help from the internet to understand the overall de-
scription, and ‘HARD’ when additional help from
the internet is needed to write all the 3 aforemen-
tioned textual descriptions.

Fig. 3 shows distribution of the 283 images
based on different aspects of image content and
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annotated descriptions. We can see that - (1) from
Fig. 3a, more than half of the images have no text,
which would make it difficult for the VL Models to
understand those images due to absence of a text
modality; (2) from Fig. 3b, more than 94% of the
images do not have connected sub-images, requir-
ing the VL Models to understand the connection
between the objects in the two sub-images; (3) from
Fig. 3c, a significant 13.5% of the (MEDIUM and
HARD) images required annotators to refer to the
internet to annotate the images, which makes the
dataset challenging; (4) from Fig. 3d, the overall
descriptions of the images containing the punchline
were classified into 4 different types of satire by
passing the following prompt to ChatGPT (Ope-
nAl, 2021) as input - “What are the different types
of satire?”, and then asking ChatGPT to further
classify overall descriptions of images into 1 of the
4 obtained categories. Most of the images show
Social Satire (it focuses on cultural trends, social
conventions, and the absurdities of everyday life)
and Horatian Satire (it aims to amuse rather than
enrage, often using wit, irony, exaggeration to poke
fun at societal norms and human folly).

3.3 Stage 3: Generating 2D stick images using
DALL-E 3 on the annotated descriptions

To increase the size and the diversity of the dataset,
we use the DALL-E 3 (Betker et al., 2023) image
generation model to generate synthetic sub-images
using the annotated left and right sub-image de-
scriptions (obtained in Stage 2). We use the fol-
lowing prompt - "Draw using stick figures (black
silhouette against a white background) - <SUB-
IMAGE DESCRIPTION>". Given the original
sub-images, 3 new combinations of sub-images
are obtained ([original left sub-image, generated
right 2D stick sub-image], [generated left 2D stick
sub-image, original right sub-image], [generated
left 2D stick sub-image, generated right 2D stick
sub-image]). We manually label each new com-
bined image as satirical or non-satirical (details of
this manual labelling is given irn Section C.3 of
Appendix). At the end of the image generation fol-
lowed by manual labelling, we end up adding 302
satirical and 547 non-satirical images. Each satir-
ical image generated is assigned the same textual
descriptions as the original image.

3.4 Stage 4: Generating 3D stick images using
DALL-E 3 on the annotated descriptions

Similar to Stage 3, we further increase the size and
diversity using DALLE-3. We use the following
prompt - "Draw using 3D black silhouettes against
a white background - <SUB-IMAGE DESCRIP-
TION>". Given the original sub-images and the
sub-images generated in Stage 3, 5 new combi-
nations of sub-images are obtained ([original left
sub-image, generated right 3D stick sub-image],
[generated left 3D stick sub-image, original right
sub-image], [generated left 2D stick sub-image,
generated right 3D stick sub-image], [generated
left 3D stick sub-image, generated right 2D stick
sub-image], [generated left 3D stick sub-image,
generated right 3D stick sub-image]). We manu-
ally label each new combined image as satirical or
non-satirical. At the end of the image generation
followed by manual labelling, we end up adding
499 satirical and 916 non-satirical images. Each
satirical image generated is assigned the same tex-
tual descriptions as the original image.

To ensure that the YesBut dataset is of high qual-
ity, we validate 25 randomly-sampled satirical and
25 randomly-sampled non-satirical samples (from
the images obtained in Stages 3 and 4 of annota-
tion) using another annotator. We find that the 2
annotators agree on 94% of samples, which is a
very high agreement, ensuring that the dataset is of
a very high quality.

4 The YesBut Dataset

The YesBut dataset has a total of 2,547 images,
1.084 of which are satirical, the rest 1,463 images
being non-satirical. These images spread across 3
diverse artistic styles - colorized sketch, 2D stick
figure, 3D stick figure.

Absence Presence of
of text

L sub-images
in image

8.05%

Tasks relevant to
multimodal humor
comprehension
Meme Captioning
Meme Understanding,
Sentiment Analysis
Satirical Image
Detection,
Understanding,
Completion

Presence of
multiple
artistic styles
15.56%

Dataset

MemeCap 40.61%

MET-Meme | 1.43% 17.92% 9.52%

YesBut 539 2 100% 88.89%

Table 1: Statistics of the presence/absence of text, sub-
images, and multiple image styles and tasks evaluated
in prior datasets vs. YesBut.

%ignoring ‘YES’, ‘BUT’ Markers at the top of each image,
as these markers are not related to the content of the image
(see Fig. 1)
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Number of sub-images containing text

(a)

(©

CONNECTED

(b)

(d)

Figure 3: Distribution of the original 283 satirical images downloaded from Social Media based on different aspects

of image content and annotated descriptions

Table 1 compares YesBut with multimodal satir-
ical and humor datasets from prior art. We can
see that YesBut has a much larger fraction of im-
ages that (1) do not have text, (2) have sub-images,
(3) have multiple artistic styles within the image,
in comparison to MemeCap (Hwang and Shwartz,
2023) and MET-Meme (Xu et al., 2022) datasets.
Lack of text and presence of multiple artistic styles
across sub-images makes it challenging for the VL
Models to comprehend satire in the images present
in YesBut. Additionally, the tasks in YesBut en-
sure a more holistic evaluation of satire and humor
compared to MemeCap and MET-Meme.

The satirical images cover several aspects of so-
cietal satire. To analyze this, we use topic modeling
on the left and right sub-image descriptions using
BERTopic (Grootendorst, 2022). We get 7 topics
(each topic being an unordered set of representative
words), which are further elaborated using Chat-
GPT to get intuitive descriptions for each topic

(refer to Section D of Appendix).

We further visualize the diversity of these sub-
images by plotting the compressed 2D image repre-
sentations obtained by applying UMAP (Mclnnes
et al., 2018) on the pre-trained CLIP (Radford et al.,
2021) (MIT License) image representations in Fig.
4. The image samples are plotted in different colors
based on their artistic style. The original 283 im-
ages are not very diverse. However, the generated
images of the 2D and 3D stick figure styles are
comparatively much more diverse and are semanti-
cally distant from the original images, even though
they have the same sub-image descriptions. Hence,
all the satirical images are highly diverse and cover
various scenarios of societal satire.

S Experimental Setup

We report the performance of various SOTA VL
Models (described in Sec. 5.1) for performance
evaluation on the tasks (described in Sec. 5.2) de-
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UMAP 1

Figure 4: 2D UMAP Representations of CLIP Image
representations of YesBut sub-images

vised for the YesBut Dataset. The evaluation setup
and experimental results are described in Sec. 5.3
and 5.4, respectively.

5.1 Models

Gemini. Gemini (Team, 2023) is a closed-source
family of Large Multimodal Models (LMMs) from
Google. The Gemini project comprises Ultra, Pro,
and Nano variants, designed to excel in image and
text comprehension. These models cater to di-
verse applications, from intricate reasoning tasks to
memory-constrained on-device scenarios. Notably,
the Gemini Ultra model demonstrates SOTA per-
formance across 30/32 benchmarks. Furthermore,
it outperforms existing models in all 20 multimodal
benchmarks examined. The Gemini models show-
case remarkable capabilities in cross-modal rea-
soning and language understanding. We leverage
Gemini Pro Vision API for all tasks in our paper.
GPT4. GPT4 (OpenAl, 2023) is an advanced,
closed-source multimodal model capable of pro-
cessing both image, text inputs to generate coherent
textual outputs. GPT4 demonstrates human-level
proficiency across professional, academic bench-
marks. It achieves commendable performance,
ranking within the top 10% of test takers in a
simulated bar exam. Operating on an Autoregres-
sive Transformer-based architecture (Vaswani et al.,
2017), GPT4 undergoes pre-training to predict sub-
sequent tokens in a document. The subsequent
post-training alignment enhances its performance
in terms of factuality and adherence to desired be-
havior. We use gpt-4-vision-preview API for
all tasks in our paper.

LLaVA. LLaVA (Large Language and Vision As-
sistant), proposed by Liu et al. (2023), utilizes vi-
sual encoder from pre-trained CLIP (Radford et al.,
2021) along with LLaMA (Touvron et al., 2023)
language model. The approach involves instruction
tuning on visual instruction data assisted by GPT4
(OpenAl, 2023) for enhanced performance.

MiniGPT4. MiniGPT4 (Zhu et al., 2023) has
frozen pre-trained language and vision components.
It utilizes a singular projection layer to align visual
and language features. Notably, it exhibits analo-
gous capabilities to GPT4 in comprehending con-
text. MiniGPT4 uses Vicuna (Chiang et al., 2023)
language model, built upon LLaMA-13B, demon-
strating performance on par with ChatGPT. In the
domain of vision, it integrates BLIP-2 (Li et al.,
2023), comprising CLIP ViT-G/14 (Radford et al.,
2021) and a Q-Former (Zhang et al., 2024) archi-
tecture. Training MiniGPT4 encompasses diverse
multimodal datasets, incorporating images from
LAION (Schuhmann et al., 2022), Conceptual Cap-
tions (Sharma et al., 2018), and SBU (Ordonez
et al., 2011).

Kosmos-2. Equipped with a robust capability to
comprehend diverse modalities, Kosmos-2 (Peng
et al., 2023) excels in undertaking an extensive ar-
ray of tasks, ranging from zero-shot and few-shot
scenarios to intricate multimodal chain-of-thought
prompting situations. The model leverages textual
instructions for enhanced comprehension of down-
stream tasks. In the context of chain-of-thought
prompting, Kosmos-2 refines its approach by in-
tegrating grounding and referring capabilities, uti-
lizing a structured format comprising text spans
and bounding boxes as prompts. This innovative
approach enhances the model’s effectiveness in
generating coherent and contextually grounded re-
sponses, exemplifying the evolution from Kosmos-
1 (Huang et al., 2023).

Table 2 shows the number of parameters of the
open-source VL Models>.

Number
of Parameters
(In Billions)
LLaVA (Liu et al., 2023) 7
Kosmos-2 (Peng et al., 2023) 1.66
MiniGPT-4 (Zhu et al., 2023) 15.7

Table 2: Number of Parameters - Open-Source Models

3Compute Details are in Section E.I of Appendix
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5.2 Tasks

We describe the tasks that are evaluated on the
YesBut Dataset -

Satirical Image Detection: This is a binary clas-
sification task, where given an image, the model
needs to predict whether the image is satirical or
not. This task is carried out on all the 2547 images.
Some example input images, along with input the
text prompt used for all images is mentioned in
Section E.2 of Appendix.

Satirical Image Understanding: Given a satiri-
cal image, we evaluate the model’s satire under-
standing capability in images by (1) prompting the
model to generate a textual description of each sub-
image as input, using the prompt “Describe the
image”. (2) prompting the model to generate the
punchline in the image using the following prompt
(referred to as “WHYFUNNY_PROMPT” here-
after) - “Why is this image funny/satirical?”. This
task is carried out on only the 1084 satirical images
of the YesBut Dataset.

Satirical Image Completion: Given either the left
or right sub-image having the style of a colorized
sketch, the other sub-image needs to be chosen
from two options, one having a 2D, and the other
having a 3D stick figure style, such that the en-
tire image so formed is meaningful and satirical.
The options are curated based on existing satirical
and non-satirical images from the YesBut Dataset.
We curate 150 such samples for evaluation. Some
example input images, along with input the text
prompt used for all images is mentioned in Section
E.2 of Appendix.

5.3 Evaluation Setup

Satirical Image Detection: We use Zero-Shot and
Zero-Shot Chain-of-Thought (CoT) (Kojima et al.,
2022) setups for inference, and metrics used for bi-
nary classification such as Accuracy and F1-Score
for evaluation.

Satirical Image Understanding: We use Zero-Shot
setup for inference, and standard metrics for au-
tomatic evaluation of text generation-based tasks
- lexical overlap metrics such as BLEU (Papineni
etal., 2002), ROUGE-L (Lin, 2004), and METEOR
(Banerjee and Lavie, 2005), and semantic similarity
metrics such as BERTScore (Zhang* et al., 2020)
to evaluate the image understanding capabilities
of the images and corresponding sub-images (we
also experiment with an image-based evaluation
metric Polos (Wada et al., 2024), whose results

are shown in Section E.4 of the Appendix). Ad-
ditionally, we randomly sample 30 images (10 im-
ages from each obtained in Stage 2, Stage 3, Stage
4) along with their model-generated and human-
written overall image descriptions. Each image
description is human-evaluated based on the fol-
lowing (binary) criteria (adopted from (Hwang and
Shwartz, 2023) and slightly changed” to better suit
evaluation on YesBut) - (1) Correctness: Is the im-
age description correctly able to convey the satire
the image wanted to convey? (2) Appropriate
Length: Is the image description length appropri-
ate for conveying the meaning (i.e. it is not too
verbose)? (3) Visual Completeness: Does the im-
age description describe all the important elements
in the image? (4) Faithfulness: Are all the ele-
ments of the image description supported by either
the visual or text elements (i.e. there are no made-
up elements)? - The annotation is carried out by 3
students in the lab>, and the majority vote is taken
for each image.

Satirical Image Completion: We use Zero-Shot and
Zero-Shot CoT setups for inference. and accuracy
as the evaluation metric.

Note that we do not use In-Context Learning
Setting for inference because this would make the
tasks less challenging for the models. Also, we
want to analyze how well VL models can compre-
hend satire on their own without any support from
other exemplars.

5.4 Results

TEST F1

ACC. SCORE
LLaVA (0-shot) 53.67 48.64
LLaVA (0-shot, CoT) 52.22 46.87
Kosmos-2 (0-shot) 42.56 59.71
Kosmos-2 (0-shot, CoT) | 56.97 20.35
MiniGPT4 (0-shot) 48.29 49.33
MiniGPT4 (0-shot, CoT) | 48.88 50.61
GPT4 (0-shot) 55.44 55.13
GPT4 (0-shot, CoT) 48.29 42.32
Gemini (0-shot) 50.82 48.29
Gemini (0-shot, CoT) 46.36 38.93

Table 3: Evaluation of different VL models on the Satir-
ical Image Detection task

Satirical Image Detection: Table 3 shows the re-
sults of satirical image detection capability of VL
Models on the YesBut Dataset. We can infer that -

*We do not use “Textual Completeness’ from Hwang and
Shwartz (2023), as many images in YesBut do not contain text

5The annotators who annotated YesBut were not a part of
the human evaluation
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Figure 5: Evaluation of Satirical Image Understanding Capability using multiple VL models at different stages
(Stages 2, 3, 4) of annotation of YesBut, as well as, for all YesBut images

(1) Kosmos-2 in zero-shot CoT and zero-shot set-
tings give the best test accuracy and F1 Score re-
spectively due to its superior visual grounding ca-
pabilities (2) Improvement in test accuracy and F1
Score due to CoT is seen only in 2/5 and 1/5 mod-
els respectively, suggesting that SOTA VL Models
are unable to properly reason/rationalize whether a
given image has an element of satire in it (3) Both
test accuracy and F1 Score do not cross 60% for
any SOTA VL Model, suggesting that there is a
significant scope for improvement when it comes
to detecting satire/humor in a given image.

Satirical Image Understanding: Fig. 5 shows the
average value of the 4 automated metrics (discussed
in Sec. 5.3) to evaluate satirical image understand-
ing capability of VL Models at different stages of
annotation of YesBut (see Table 6 in Section E.4
of Appendix to get individual values of the evalua-
tion metrics, along with performance variation w.r.t
annotation difficulty and presence of text in im-
ages). We observe that - (1) There is a reduction in
the overall understanding capability (average met-
ric corresponding to “‘WHYFUNNY PROMPT?)
of the majority of models in Stages 3 and 4 com-
pared to Stage 2, as images in Stages 3 and 4
have different artistic styles in the same image, un-
like Stage 2 (2) Kosmos-2 almost always performs
better than other open-source models LLaVA and
MiniGPT4, as Kosmos-2 has multimodal ground-

ing and referring capabilities, which LLaVA and
MiniGPT4 do not have (3) 4 out of 5 models do not
understand the entire image better than sub-images
within the image across the entire YesBut Dataset.
Gemini, Kosmos-2 encounter a huge drop in over-
all reasoning compared to sub-image reasoning,
despite showing remarkable cross-modal reason-
ing and visual grounding capability respectively (4)
MiniGPT4 gives the worst performance among all
models due to restricted leverage of visual modality
compared to textual modality, as stated in Hwang
and Shwartz (2023). (5) All average metric val-
ues (normalized between 0 and 1) are below 0.4,
which shows that there is a lot of scope for improve-
ment in satire understanding capability of SOTA
VL Models.
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TEST

ACC.
LLaVA (0-shot) 51.33
LLaVA (0-shot, CoT) 56.55
Kosmos-2 (0-shot) 54.67
Kosmos-2 (0-shot, CoT) | 53.33

MiniGPT4 (0-shot) 40

MiniGPT4 (0-shot, CoT) | 60.67
GPT4 (0-shot) 58.67
GPT4 (0-shot, CoT) 57.33
Gemini (0-shot) 61.11
Gemini (0-shot, CoT) 61.81

Table 4: Evaluation of different VL. models on the Satir-
ical Image Completion task

Figure 14 in Section E.4 of Appendix com-
pares the overall image descriptions generated by
5 SOTA Models with ones written by human anno-
tators based on human evaluation (see Table 10 in
Section E.4 of Appendix for an example). We can
see that Gemini and GPT4 perform satisfactorily
among the 5 models. However, performance of
the (aspect-wise) best model is 40, 43.33, 33.33,
36.66 points less compared to human-level perfor-
mance on Correctness, Appropriate Length, Visual
Completeness, and Faithfulness respectively.
Satirical Image Completion: Table 4 shows results
of the satirical image completion task on YesBut.
We observe that - (1) CoT improves results in 3/5
models, as reasoning is needed to understand the re-
lation between sub-images better (2) Among open-
source models, improvement due to CoT is the
highest for MiniGPT4, which is the largest open-
source model in our study (see Table 2). This is
consistent with the observation of Zero-Shot CoT
working better for larger models (Kojima et al.,
2022) (3) Gemini performs best in both zero-shot
and zero-shot CoT settings among all the models.

6 Summary and Conclusion

We present YesBut, a high-quality annotated mul-
timodal dataset for Satire Comprehension Evalua-
tion. Our work is one of the first to systematically
benchmark multimodal Satire Comprehension abil-
ity of SOTA VL Models by proposing 3 non-trivial
tasks of Satire Detection, Understanding, and Com-
pletion. We observe that SOTA VL Models strug-
gle in those tasks, as YesBut, unlike other bench-
marks, contains images with sub-images having
different artistic styles and no text in most cases,
making YesBut a challenging multimodal dataset
for satire detection and comprehension.

7 Limitations

Subjectivity of annotations: The annotation task
involves utilizing background knowledge that may
differ among annotators. Consequently, we manu-
ally reviewed the annotations to minimize the num-
ber of incorrect annotations in the dataset. How-
ever, some subjectivity still remains.

Extension to languages other than English: This
work is in the English Language. However, we
plan to extend our work to languages other than
English.
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Appendix

The Appendix mirrors the sectional structure of
the main paper, placing supplementary material for
each section in its corresponding appendix section
for easy reference. If some sections or subsections
lack additional material, only their titles are listed.

A Introduction

e

Figure 6: Example of a real photograph following the
‘Yes, But’ Theme

Dataset of real, satirical images: We collected
a dataset of 119 images containing irony, satire
from instagram posts by different users, who re-
sort to using “Yes, But” theme over real photos
(e.g. see Figure 6). We perform following 2 tasks
on these images - (1) Satirical Image Detection,
where we report detection accuracy, as all images
have ground truth of “Satirical” (2) Satirical Image
Understanding, where we use the WHYFUNNY
text prompt and the image as input to the VL. Mod-
els. The output is evaluated using human evalua-
tion, where the annotator needs to answer whether
model-generated text correctly describes satire in
the image, and the corresponding accuracy for each
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VL Model is reported. The results are shown in Ta-
ble 5. We can infer that 3 out of 5 models give less
than satisfactory performance on Detection, and all
models give an accuracy of less than 50% on Image
Understanding. Hence, even on real photographs,
SOTA VL Models fail to perform well.

Model Detection Understanding
LLaVA 18.48 22.69
Kosmos-2 | 66.39 10.92
MiniGPT4 | 52.94 10.92
GPT4 93.27 46.22
Gemini 80.67 19.33

Table 5: Performance of different SOTA VL Models
on Satirical Detection and Understanding Tasks on real
photographs

B Background

B.1 Satirical and Humor Datasets
B.2 Other Image Datasets
C Our Annotation Pipeline

C.1 Stage 1: Collecting Satirical Images from
Social Media

C.2 Stage 2: Annotation of Satirical Images

C.3 Stage 3: Generating 2D stick images using
DALL-E 3 on the annotated descriptions

Details of the manual labelling: The manual la-
belling of whether an image with one or more gen-
erated sub-images is satirical or not is carried out
by a graduate student in our lab. The annotator was
given 10 satirical and 10 non-satirical images prior
to the manual labelling to provide assistance for
the labelling.

C.4 Stage 4: Generating 3D stick images using
DALL-E 3 on the annotated descriptions

D The YesBut Dataset

Topics obtained after topic-modelling on the left
and right sub-image descriptions of satirical im-
ages in YesBut, along with topic descriptions
from ChatGPT -

* gate_shorts_step_allowed_person: Likely re-
lated to airport security procedures or access
control systems, involving individuals wear-
ing shorts being allowed to proceed through a
gate or checkpoint.

* phone_screen_mobile_smartphone_person:
Refers to activities or interactions involving

individuals using their smartphones, possibly
related to mobile technology, communication,
or digital engagement.

woman_image_shows_saying_text: Implies
content featuring women in images, possi-
bly conveying messages or text, suggesting
contexts such as advertisements, social media
posts, or presentations.

plate_table_food_box_cup: Indicates ele-
ments commonly found in dining or food ser-
vice settings, encompassing plates, tables, var-
ious food items, boxes, and cups, suggesting
scenarios like restaurants or meal preparation.

person_wearing_hair_tattoos_pants:  De-
scribes characteristics of individuals includ-
ing their clothing choices (pants), hairstyles,
and tattoos, likely relevant in contexts such as
fashion, identity expression, or cultural repre-
sentations.

car_light_traffic_road_image: Depicts scenes
involving cars, traffic conditions, and roads,
possibly associated with transportation, urban
environments, or traffic management, often
visualized through images.

dog_hole_cat_two_throw: Suggests actions
or scenarios involving dogs, cats, and inter-
actions such as throwing, possibly indicating
playful or behavioral aspects of these animals,
possibly related to pet ownership or animal
behavior studies.

E Experimental Setup

E.1 Models

Compute Details: We use an NVIDIA A40 GPU
for experiments using the open-source models. The
inference time per sample on the GPU for the Satir-
ical Image Detection, Understanding and Com-
pletion Tasks for the open-source models go upto
around 10 seconds, 1 minute, and 10 seconds re-
spectively.

E.2 Tasks

Text Prompt for Satirical Image Detection:

You are an AI expert in detecting humour
or satire. User gives you an image, and
you have to make a choice "Y" or "N".
Instructions: Users image has 2 halves
called yes and but, and the combination
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of those might make no sense at all,
or be extremely funny. Your job is to
find out which one it is and output Y if
its EXTREMELY funny and N for otherwise.
Output format: one character, exactly
either "Y" or "N"

Example Image Inputs for Satirical Image De-
tection:

BUT

_yes_but

Figure 7: Example of a Satirical Image as input for
Satirical Image Detection

BUT

Figure 8: Example of a Non-Satirical Image as input for
Satirical Image Detection

Figures 7 and 8 are examples of satirical and
non-satirical image inputs (for Satirical Image De-
tection) respectively. For each such image as input
to the model, the aforementioned text prompt is
used for Satirical Image Detection, and the output
is either "Y" (predicting the image is satirical) or
"N" (predicting the image is non-satirical).

YES,

_yes_but

Figure 9: Example of an input image for Image Comple-
tion where the left sub-image is to be predicted [ground
truth answer - (B)]
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BUT

(B)

¢

(A)

i “i

fa Lyl
b 43

Figure 10: Example of an input image for Image Com-
pletion where the right sub-image is to be predicted
[ground truth answer - (B)]

Text Prompt for Satirical Image Completion:
You are an AI expert in creating humour

or satire. User gives you an image, and

you have to make a choice "A" or "B".
Instructions: The image is a 2x2 table

with the labels "yes” (top left), "but”
(top right), "A" (bottom left), and "B”
(bottom right). Either the "yes" cell

or the "but” cell will have a question
mark in it. Your job is to replace the
question mark with either cell "A" or cell
"B" so that the resulting [yes,but] pair
is funny or satirical. Make a choice "A"
or "B":

Output format:
either "A" or "B".
Example Image Inputs for Satirical Image Com-
pletion:

Figures 9 and 10 are examples of input images
for Image Completion where the left and right sub-
image is to be predicted respectively. For each such
image as input to the model, the aforementioned
text prompt is used for Satirical Image Comple-

one character, exactly

tion, and the output is either "A" or "B", denoting
the sub-image predicted to come in place of the
question mark in the input image.

E.3 Evaluation Setup
E.4 Results

Stage of Model  BLEU ROUGE-L METEOR BERTScore “ors°
Annotation Score
[LavA 00048 00471 02352 08588 03115

LEFT Kosmos2 00113 02444 0271 0881 03519

IMAGE | MiniGPT4 00071 0.1519 02075 08352 03004
DESCRIPTION | GPT4 00071  0.1207 02401 08506 03046

Gemini 00205 02513 02959 0862 03574

TLaVA 00054 01465 0225 08564 03083

RIGHT | Kosmos2 001 02358 02363 0.88 03405

Stage 2 IMAGE | MiniGPT4  0.0047  0.1427 0.183 08317 02905
DESCRIPTION | GPT4 00052 0.114 02155 08435 02945

Gemini 00087 02259 02658 08655 03415

LLavA 00098 00778 02329 08601 03201

Kosmos-2  0.0118 02103 0.1802 08708 03183

Ny | MiniGPT4 00013 01237 0.1671 08108 02757

GPT4 00033  0.1684 0.208 08607 03101

Gemini 00032 01973 02478 08425 03207

LLavA 00062 01617 02327 08617 03136

LEFT Kosmos2 00119 02284 02643 08760 03454

IMAGE | MiniGPT4 00061  0.1182  0.1806 08378 02857
DESCRIPTION | GPT4 00081 01427 02457 08554 0313

Gemini 00145 02714 02714 08885 03615

[LaVA 00032  0.1567 023 08603 03125

RIGHT | Kosmos2 00083 02092 02499 08738 03353

Stage 3 IMAGE | MiniGPT4 00031  0.1092  0.1858 08231 02803
DESCRIPTION | GPT4 00044 0.133 02312 085090 03049

Gemini 0009 02608 02593 08894 03546

LLaVA 00097 01795 02189 08588 03167

Kosmos2 00093 01955  0.1943 08657 03162

o or | MiniGPT4 00028 01499 0.1534 0835 02853

GPT4 00027  0.1466 0225 08498 0306

Gemini 00081 01874 02321 08565 0321

LLavA 00064  0.1598 02388 08621 03168

LEFT Kosmos2 00078 02269 02662 08756 03441

IMAGE | MiniGPT4 00063  0.1098  0.1836 08242 0281
DESCRIPTION | GPT4 00073 01357 02378 08544 03088

Gemini 00233 02743 029 08869 03686

CLaVA 00057 01700 02437 08646 03212

RIGHT | Kosmos2 00104 02093 02452 08738 03347

Stage 4 IMAGE | MiniGPT4 00043 0.1152  0.1866 08342 02851
DESCRIPTION | GPT4 0007  0.136 02309 08529 03067

Gemini 00311 02856 02928 08923 03755

TLaVA 0012 01809 02233 08596 0319

: Kosmos2 00114 02007 02092 0865 03216

oY | MiniGPT4 00014 01494 01519 08327 02838

GPT4 00024 01444 02211 08488 03042

Gemini 00101 01875 02355 08579 03207

Table 6: Evaluation of Satire Understanding on images
curated at different Stages of annotation of YesBut

BLEU ROUGE METEOR BERTScore
E 0.0094  0.1779 0.2337 0.8607
M | LLaVA | 0.0113 0.1741 0.2235 0.8558
D 0.0167  0.1875 0.2434 0.8577
E 0.0121 02126 0.1841 0.8714
M | Kosmos-2 | 0.0089  0.1969 0.1540 0.8683
D 0.0128  0.1894 0.1588 0.8604
E 0.0014  0.1316 0.1696 0.8157
M | MiniGPT4 | 0.0012  0.1198 0.1412 0.7670
D 0 0.1284 0.1887 0.8240
E 0.0028  0.1684 0.2091 0.8615
M GPT4 0.0080  0.1773 0.2124 0.8576
D 0 0.1355 0.1566 0.8498
E 0.0028  0.1986 0.2507 0.8423
M | Gemini | 0.0031 0.1927 0.2232 0.8659
D 0.0170  0.1775 0.2512 0.7604

Table 7: Effect of annotation difficulty on Satirical
Understanding Performance using the WHYFUNNY
prompt across several SOTA VL Models (E - EASY, M
- MEDIUM, D - DIFFICULT)

Table 7 shows the effect of annotation difficulty on
Satirical Understanding Performance. We infer that
except for MiniGPT4, no other model performs se-
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mantically well (BERTScore) for difficult images.
Also, in 12 out of 20 cases (5 VLMs x 4 metrics),
VL Models fail to perform well for difficult im-
ages. Hence, there is a positive correlation between
VLMs and Humans regarding what is difficult, es-
pecially from a semantic point of view.

BLEU ROUGE METEOR BERTScore
Y 00103 0.1843  0.2436 0.8612
N | HRAVA 00003 01720 02234 0.8591
Y | oimosn | 00129 02079 01801 0.8698
N 00109 02124  0.1803 0.8716
Y| .. 00014 01354 0.1677 0.8003
N | MiniGPT4 100012 01257 0.1665 0.8121
Y[ gprg | 00052 01786 02182 0.8653
N 0.0016 0.1594  0.1989 0.8567
Y1 Geming | 00040 02056 02533 0.8364
N 00017 0.1902  0.2429 0.8479

Table 8: Effect of the presence of text in images on
Satirical Understanding Performance using the WHY-
FUNNY prompt across several SOTA VL Models (Y -
Text is present in the image, N - Text is absent in the
image)

Table 8 shows the effect of the presence of text
in images on Satirical Understanding Performance.
We see that in 15 out of 20 (5 VLMs x 4 metrics)
cases, VL Models perform better on images with
text vs. no text, suggesting that the absence of text
in images makes it difficult to understand satire.
This is supported by Hayashi et al. (2024).

Polos Metric

Stage of
Annotation Model Polos
GPT4 0.4823
Gemini 0.5278
Stage-2 LLaVA 0.4623
MiniGPT4 0.3359
Kosmos-2  0.4462
GPT4 0.4122
Gemini 0.4849
Stage-3 LLaVA 0.3721
MiniGPT4 0.3161
Kosmos-2  0.4468
GPT4 0.4146
Gemini 0.488
Stage-4 LLaVA 0.3758
MiniGPT4 0.311
Kosmos-2  0.4476

Table 9: Evaluation of Satirical Understanding Perfor-
mance across several SOTA VL Models using the WHY-
FUNNY Prompt and the image-based metric Polos.

Table 9 evaluates the Satirical Understanding

Performance across several SOTA VL Models us-

ing the image-based Polos Metric. We can infer
that all SOTA VL Models fail to perform well on
the Polos Metric.

Overall image descriptions (human-written and
predicted by 5 SOTA Models)

YES,
. ‘g

Figure 11: Example of a satirical image from YesBut

BUT

Expertise
Astronomy [0
Math [
Physics [
TikTok | —
Philosophy [
Life Experience []

_yes_but

Figure 12: Example of a satirical image from YesBut
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Overall Image Description

Human-written

The image is ironical, as a woman is sitting by the sink taking a selfie using a
mirror, while not using a chair that is actually meant for sitting.

LLaVA

The image is funny because it depicts a woman in a dress standing over a toilet
in a bathroom, which is an unusual and unexpected setting for a woman dressed
in a dress. This is a play on the common expectation that women should be
dressed in more formal attire, such as a dress, when they are in a more polite or
sophisticated environment, like a restaurant or a formal event. In this case, the
woman’s attire contrasts with the setting, creating a humorous and unexpected
scene.

Kosmos-2

The image is funny/sarcastic because it depicts a woman sitting on a toilet,
holding a checkmark, and saying "Yes, but." The image is meant to poke fun
at the idea that women are often expected to perform tasks that are considered
menial or unnecessary. The woman’s actions are considered humorous because
they are not typical for a woman to be doing, and the image is intended to make
a point about the gender roles and expectations in the workplace.

GPT4

"The image you’ve provided plays on the typical format of public signs and
presents a humorous twist. On the left side, you see a plain chair with the word
""YES"" above it, and on the right side, there’s an icon-style figure of a person
placing a voting ballot into a box with the word ""BUT"" above it.

The satirical element comes from the juxtaposition of the unequivocal ""YES""
with the more ambiguous ""BUT,"" suggesting a contrast between the straight-
forwardness of sitting in a chair versus the complexity or potential reservations
one might have when casting a vote. It could be interpreted as a commentary

on

MiniGPT4

[TXT] "A cartoon depicting a person sitting at a desk with a toilet in the
background. The person is holding a magnifying glass up to their face and
looking at their reflection in the toilet bowl. The caption reads "yes, but. "

Gemini

The image is funny and satirical because it’s a commentary on the way social
media makes us feel. The woman in the image is sitting on a toilet but taking
a selfie with a weird angle to try and make her look good for social media. In
reality, we all know that no one looks good when taking a selfie on the toilet.
The image is a reminder that social media is not always a true reflection of
reality and that we should be careful not to compare ourselves to others.

Table 10: Overall Image Descriptions (human-written and predicted by 5 SOTA Models) corresponding to Figure 11

Tables 10, 11, and 12 contain the overall image

descriptions (human-written and predicted by 5

B UT SOTA Models) corresponding to Figures 11, 12,
and 13 respectively. We perform the following
qualitative analysis on these 3 images as follows -

* Table 10 shows that no model gives correct
reasoning behind why Figure 11 is ironical,
and each model makes different mistakes, For
instance, GPT4 makes a blatant mistake of

) describing the right hand sub-image as a per-

son placing a vote into a box. This shows

the inability of SOTA VL Models to recognize
objects properly when there is a mixture of
artistic styles.

_yes_but
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Figure 13: Example of a satirical image from YesBut



Overall Image Description

Human-written | The image is satirical beacause it shows that people with more tiktok expertise
are treated more importantly than the ones who are expert in all the other areas
but tiktok. Here, the number of microphones a man speaks into is indicative of
his importance.

LLaVA The image is funny and satirical because it features a cartoon drawing of a
man with a purple mohawk and glasses, surrounded by microphones, and the
phrase "Expert, Astronomy" is displayed above him. This juxtaposition creates
a humorous and ironic situation, as the man’s appearance and occupation seem
unrelated or even contradictory. The image likely intends to make a commentary
on the absurdity of certain labels or assumptions people might make based on
appearance or stereotypes.

Kosmos-2 The image is funny because it depicts an older man sitting in front of a row
of microphones, asking a question to a young man who is wearing a mask.
The older man is wearing glasses and has a beard, while the young man is not
wearing a beard. The scene is set in front a podium, and the older man and the
young boy are both wearing masks. This humorous scene is meant to poke fun
at the idea that people often assume that older people are wiser

GPT4 The image is humorous because it shows an exaggerated contrast between
two individuals’ expertise levels across various disciplines, with one having
significantly more experience and knowledge in each area. The satirical point
lies in suggesting that sometimes people with lesser expertise might present
themselves as equally or more knowledgeable, often leading to comical or
ironic situations.

MiniGPT4 ? [INST

Gemini The image is funny because it shows how people with a lot of expertise in a
particular subject will talk about it in a very technical and complicated way,
using a lot of jargon, while people with less expertise in the same subject will
talk about it in a more general and relatable way.

Table 11: Overall Image Descriptions (human-written and predicted by 5 SOTA Models) corresponding to Figure 12

* Figure 12 shows that society views people as  tions generated by 5 SOTA Models with ones writ-
worthy today based on social media presence, ten by human annotators based on human evalua-
rather than knowledge (worth is represented  tion.
by number of microphones). Only GPT4 gives
a close-to-correct reasoning. This shows the ¥ Summary and Conclusion
inability of SOTA VL Models to correlate ob-

Jects in the image (in this case, the number of
microphones) to societal constructs (in this
case, worth).

L]

No VLM is able to decipher Figure 13, where
the person looking for the assigned seat in
a nearly-filled audience takes path of max-
imum resistance instead of going from the
other side. This shows that SOTA VL Models
are unable to understand miniature sketches
of people/objects, as well as numbers (the row,
seat number here)

Figure 14 compares the overall image descrip-
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Overall Image Description

Human-written | The image is funny, as the person has a ticket of a seat that is on the leftmost
end of the gallery. However, the person has entered from the other end, and is
going through a sea of seated people to get to the vacant seat. This would cause
inconvenience to the people in the row, and would probably take a longer time
to reach the seat.

LLaVA The image is funny and satirical because it shows a person holding a ticket to a
stadium with a large number of empty seats. The caption "Yes, but" is displayed
above the image, suggesting that despite the empty seats, the event is still
happening. This contrasts with the actuality of the event being poorly attended,
which is further emphasized by the person being the only one in the image.
The humor comes from the irony of the situation and the contrast between the
expectation of a crowded event and the actuality of an empty stadium.
Kosmos-2 The image is funny because it depicts a theater full of people, but it’s also
satirical because it’ll make you think about the audience’s behavior during a
movie. In the image, a person is holding a sign that says "Movies: Sold Out"
and is pointing at the empty seats. This suggests that the theater is full, but the
audience is not showing up. The person is trying to make a point about the lack
of interest in the movie, and the empty chairs are a reflection of that.

GPT4 This image plays on the common frustration of attending an event with assigned
seating, only to find that your seat is directly behind a pole or obstruction,
blocking the view. It humorously exaggerates the issue by showing an entire
audience perfectly aligned except for one obstructed seat, suggesting a comically
unfortunate luck that the ticket holder has the only bad seat in the house.
MiniGPT4 Why is this image funny/satirical Title: Why is this image funny/satirical
Author: AnonyMousse Date: March 22, 2023 Tags: comedy, satire Comments:
The image shows a graph with two lines, one labeled "yes" and the other
labeled "but". The graph appears to show a comparison between two different
statements or ideas, but it is unclear what they are. The title and caption suggest
that the image is meant to be humorous or satirical, but it is not clear

Gemini The image is funny because the person holding the ticket looks very pleased
with their seat assignment, while the image shows that there are plenty of open
seats and the entire row is empty except for that one person.

Table 12: Overall Image Descriptions (human-written and predicted by 5 SOTA Models) corresponding to Figure 13

Peformance in terms of Human Evaluation
0

100 0 = MiniGPT4
80 mmm GPT4
- mm LlavA
S 60 60,00 mm Gemini
é s Kosmos-2
& 40 = Human
20

o

Correctness Appropr-iate Length Visual .Cémpleteness Faithfulness

Figure 14: Results of Human Evaluation on the Satirical Image Understanding Task
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