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Abstract

Large Language Models (LLMs) have suc-
ceeded considerably in In-Context-Learning
(ICL) based summarization. However, saliency
is subject to the users’ specific preference his-
tories. Hence, we need reliable In-Context
Personalization Learning (ICPL) capabilities
within such LLMs. For any arbitrary LLM
to exhibit ICPL, it needs to have the ability
to discern contrast in user profiles. A re-
cent study proposed a measure for degree-of-
personalization called EGISES for the first
time. EGISES measures a model’s responsive-
ness to user profile differences. However, it
cannot test if a model utilizes all three types of
cues provided in ICPL prompts: (i) example
summaries, (ii) user’s reading histories, and (iii)
contrast in user profiles. To address this, we
propose the 1COPERNICUS framework, a novel
In-Context Personalization Learning Scrutiny
of Summarization capability in LLMs that uses
EGISES as a comparative measure. As a case-
study, we evaluate 17 state-of-the-art LLMs
based on their reported ICL performances and
observe that 15 models’ ICPL degrades (min:
1.6%; max: 3.6%]) when probed with richer
prompts, thereby showing lack of true ICPL.

1 Introduction

With the constant influx of information, we need
efficient models capable of summarizing essential
content from lengthy documents for faster compre-
hension and prioritization (Ter Hoeve et al., 2022).
Yet, defining what constitutes “salient” information
remains subjective, particularly in documents cov-
ering multiple aspects. To tackle this, contempo-
rary summarizers should be personalized to users’
preference histories and interests.

Specialized PLLMs as summarizers. Ao et al.
(2021) proposed the most direct method to train
models to learn personalization using user read-
ing histories. These models (called PENS models)

*Equal contributions.

use variants of pointer-generator networks (See
et al., 2017) that are injected with representations
of user reading history for user preference align-
ment. Other indirect approaches include aspect-
based models (Frermann and Klementiev, 2019;
Hayashi et al., 2021) that produce summaries coher-
ent with the document themes but lack adaptability
to changes in the reader’s profile. In contrast, inter-
active human-feedback-based models allow for it-
erative refinement based on user feedback, thereby
better personalization (Ghodratnama et al., 2021).

LLMs as personalized summarizers. Recent
studies on the state-of-the-art (SOTA) LLMs show
unprecedented In-Context Learning (ICL) based
summarization performance (Wang et al., 2023;
Laskar et al., 2023; Tang et al., 2023). This opens
the possibility of In-Context Personalization Learn-
ing (ICPL) in these LLMs. At the same time, it
also underscores the necessity for robust and de-
pendable methods of evaluating the degree of ICPL
within such models. Although benchmarking of
LLMs for summarization has been done for accu-
racy, fluency, and consistency (Zhang et al., 2024),
so far, no study has been done yet on the probing
and evaluation of ICPL in LLMs for the summariza-
tion task. In this paper, we propose iCOPERNICUS,
an In-Context Personalization Learning Scrutiny
of Summarization capability in LLMs.

iCOPERNICUS framework. iCOPERNICUS is a
prompt-based probing framework that investigates
whether LLMs exhibit true ICPL using a 3-pronged
approach: (i) whether few-shot prompting of ex-
amples (i.e., reader-generated gold references)
enhances ICPL, (ii) whether adding reader’s read-
ing history improves ICPL, and (iii) whether con-
trastive profile information showing subjective
differences in reader-preferences for the same doc-
ument induce better ICPL. Since iCOPERNICUS
is a comparative framework, it needs a personal-
ization measure for analyzing the influence of the
injected profile information in the prompts. We use
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Model Variants Probed

Base- Llama 2 (7B, 13B) (Touvron et al., 2023)
models Mistral v0.1 (7B) (Jiang et al., 2023)

Mistral 7B Instruct v0.1 (Jiang et al., 2023)
Instruct- Mistral 7B Instruct v0.2 (Jiang et al., 2023)
tuned Tulu V2 (7B, 13B) (Ivison et al., 2023)

Orca 2 (7B, 13B) (Mitra et al., 2023)

Stable Beluga (7B, 13B) (Mahan et al., 2023)
RLHF-tuned Llama 2 Chat (7B, 13B) (Touvron et al., 2023)

Tulu V2 DPO (7B, 13B) (Ivison et al., 2023)
DPO-tuned  Zephyr 7B « (Tunstall et al., 2023)

Zephyr 7B (3 (Tunstall et al., 2023)

Table 1: LLMs probed for ICPL w.r.t summarization.

EGISES-JSD, the only known measure for person-
alized summarization (Vansh et al., 2023). EGISES
measures the ability of models to discern the differ-
ences in user profiles and generate summaries that
are proportionately different.

Observations As a case-study of the application
of iCOPERNICUS, we probe ten SOTA LLMs that
exhibit reasonably good ICL on standard bench-
mark tasks, six of which have 7B and 13B model
size variants (see Table 1). We use the PENS
dataset (Ao et al., 2021) as in (Vansh et al., 2023) to
compare the ICPL results with the baseline special-
ized personalized summarization models evaluated
therein. We observe that all the studied models,
except for Orca-2 7B and Zephyr 7B f3, exhibit
performance degradation in all the three probes of
1COPERNICUS - i.e., injection of examples, history,
and contrastive profile information.

Key Contributions. We present for the first
time: (i) a detailed introduction of ICPL for per-
sonalized summarization, (ii) iCOPERNICUS as a
formal framework of evaluation of ICPL in LLMs,
and (iii) a detailed case-study of the application
of iCOPERNICUS tests for determining ICPL in the
selected SOTA LLMs.

2 Preliminaries

2.1 Personalization w.r.t Summarization

As proposed in Vansh et al. (2023), the degree-of-
personalization is a quantitative measure of how
much a summarization model fine-tuned for per-
sonalization is adaptive to a user’s (i.e., reader’s)
subjective expectation. This also implies that it
measures how accurately a model can capture the
user’s "evolving" profile reflected through read-
ing history (i.e., a temporal span of the reading
and skipping actions of a user on a sequence of
documents that is interleaved by the actions of gen-
erating and reading summaries). This is because

the subjective expectation is a function of the read-
ing history. A low degree of personalization, by
definition, implies poor user experience (UX).
If a model does not efficiently capture the user’s
profile, it may lead to irrelevant summaries. In this
situation, poor UX would mean that the user would
have to spend more time getting to the information
he/she is interested in or suffer from information
overload and fatigue. However, this irrelevant in-
formation can be useful for a different user with
a different profile. To illustrate this, we borrow
the example given by Vansh et al. (2023) where
if reader Alice, who has been following "civilian
distress" in the Hamas-Israeli conflict, reads a news
summary whose content is primarily about "war-
front events", her UX will drop down due to infor-
mation overload and high time-to-consume, even
though her interest is also covered to a fair extent.
In contrary, a reader Bob, who has been mostly
following war news, would have quite high UX.

2.2 EGISES: Personalization Measure

Vansh et al. (2023) showed theoretically and em-
pirically that a model could have high accuracy
scores in both the examples in the previous section,
although the individual degree of personalization
differs. This can mislead selection of a model for
a fairly high accuracy score even though it suf-
fers from poor UX. To address this, they proposed
EGISES as, to the best of our knowledge, the only
known measure for personalized summarization
evaluation. Informally, EGISES measures the ex-
tent to which a model can discern the differences
between user profiles and generate summaries that
have proportionate differences. Difference is mod-
eled as a chosen divergence on a metric space. See
Appendix A.2 for formulation.

2.3 In-Context Personalization Learning

In-Context learning (ICL) is an emergent phe-
nomenon exhibited LLMs (first highlighted in
Brown et al. (2020) for GPT-3), where models ac-
quire proficiency in unknown tasks on which they
are not pre-trained from limited examples, called
prompts, with no update in their parameters (i.e.,
the models are frozen).! In-Context Personaliza-
tion Learning (ICPL) for summarization is a special
case of ICL where, for a document query d,, an
LLM is expected to generate the user-specific opti-
mal summary s’(" dosh;)? for the j-th user expecting

"For formalizations of ICL see Appendix A.3.

16821



the summary of d,. Here, h; is the user’s reading
history (temporal sequence of the user’s click and
skip history of documents). s( dghy) is the same as
the j-the user’s expected summary ugj (i.e., gold-
reference), and hence can be denoted squ

Definition 1. Prompt4ICPL: A prompt Prcpy, to
a language model M consists of an user’s read-
ing history (h), an optional sequence of n concate-
nated () demonstration examples (i.e., input-label
n
pairs) as: h; ® @ (d; ® u;;) where, d; is the ex-
i=1

ample document to be summarized for j-th user
(u;j being the gold-reference summary example),
and a query document dg, such that d; # d.

A zero-shot prompt (0-shot) is the special case
when demonstration examples are not provided
(i.e., uj; = () while d, and the user reading his-
tory h; are given in the prompt. The few-shot
version can be of two types: (i) with history (k-
shot w/hist.), and (ii) without history (k-shot w/o
hist.). In the second type, the user profile is not
represented by reading history but rather by the ex-
pected summaries (or gold-reference summaries).
This can seen as the user’s “writing history".

3 The iCOPERNICUS Framework

iCOPERNICUS is a novel prompt-based three-
pronged probing framework for evaluating ICPL
in LLMs. It tests whether the model can harness
three types of profile information included within
the test prompts: (i) examples, (ii) history, and (iii)
contrastive information (in terms of history and
examples). Before we provide a detailed outline
of the framework, we first discuss the contrastive
probing setup in the following section.

3.1 Contrastive Probing

One of the key probes of the iCOPERNICUS frame-
work is testing LLMs for ICPL with contrastive
examples, i.e., input-label pairs containing at least
two user (i.e., reader) profiles (can be reading or
writing history) with the query document d,;. An
LLM capable of ICPL should be able to discern the
difference between the reader profiles and generate
summaries accordingly (i.e., sy, ; and sy,;,) in line
with the notion of insensitivity-to-subjectivity as
defined by Vansh et al. (2023) (see Appendix A.1).
Contrastive Prompt4ICPL (P¢) is defined as:

Definition 2. Contrastive Prompt4ICPL (P¢): A
‘Pc given to a language model M is a sequence of n

Prompt: Contrastive 2-shot with history

( )
System Instructions

Your task is to generate personalized news article headline for news
articles. The headline should be concise, accurate, and engaging. Do not
provide any explanations or reasons for the headline.

User Click History

List of Headlines of Articles Clicked by User1:
Headline1, Headline2, Headline3, Headline4, ...
List of Headlines of Articles Clicked by User2:
Headline1, Headline2, Headline3, Headline4, ...

Input Examples

[News Article Content]
Personalized Headline for User1: [Headline given by User1]
Personalized Headline for User2: [Headline given by User2]
[News Article Content]
Personalized Headline for User1: [Headline given by User1]
Personalized Headline for User2: [Headline given by User2]

Task
[News Article Content]

Generate a personalized headline for the above news article for both User1
and User2, taking into account the user's click history as an indicator of their|
interests. The output should be in the following format: Personalized
headline for User1: “[Generated headline]” ...

- )

Figure 1: P¢ type: Contrastive (C)-2-shot w/ history.

concatenated (® ) contrastlve demonstmtlon exam-
ples Dp, as: @ hj) @ (@ ; D @ uij))), each
i=1

having m sub]ectlve expected summarles (ui;), and
a query document dg, s.t. d; # d,.

A contrastive zero-shot prompt (C-0-shot),
contains h; and hy, representing the contrastive
reading-histories of two users j and k£ with no
demonstration examples. The few-shot version,
similar to k-shot (plain) prompt, is of two types:
(i) C-k-shot w/hist. (Figure 1) and (ii) C-k-shot
w/o hist. In the second case, gold-reference sum-
maries (writing history) of both users are given
in the prompt as examples but not their reading
histories.” We now define ICPL (weak and strong
cases) as:

Definition 3. Weak ICPL. Given a contrastive
prompt Pe, an LLM Mg, exhibits weak
ICPL, if Y(ugj,uqr) w.rt query document dg,
(U(UQJ7 uqk) < Trlr]La:v) — (U(Squ ) Squ) <
75 ) 7Y TS are bounds within which users’
expected (gold-reference) summary pair (ug;, Ugr)
and LLM-generated summary pair (Sy,,;, Su,;) are
indistinguishable; o is an arbitrary distance metric
on the metric space M, where d, u, s are defined.

Definition 4. Strong ICPL. Given Pc, Mg ,, ex-
hibits strong ICPL, if ¥(ug;, ugr) w.rit dg, Mg,
satisfies: (i) weak ICPL, and (ii) (0 (ugj, ugr) >

INT: For sake of clarity, contrastive prompts are not chain-

of-thought (CoT) prompts as it does not contain thought break-
down or require thought generation.
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anax) — (U(Squvsqu) > Tgam)'

The following sections describe the three-
pronged iCOPERNICUS framework.

3.2 Probe 1: Do example summaries help?

The first probe within the i COPERNICUS framework
studies the impact of k-shot prompts (in contrast
to 0-shot prompts) on LLM models.> The (plain)
k-shot w/o hist. prompt-based probing investigates
whether the model improves ICPL performance
w.r.t EGISES-scores by mapping the key latent con-
cepts in each example summary with those in the
corresponding document for any given user. This
is a much richer cue than the 0-shot case, where the
model does not get much assistance but can only ob-
serve inter-document conceptual associations (i.e.,
user’s click and skip patterns) provided as a part
of the reading history h. A richer version of this
probe is that with k-shot w/ hist. prompts, where
additional history information is also provided to
investigate if the model can associate that with the
examples provided. These two probes should also
be performed in the contrastive prompt setting (C-
k-shot prompts (w/ and w/o hist.)) to investigate the
presence of the same kind of associations with the
additional capacity of associating user-specific pro-
file concepts. More specifically, ideally, a model
should be able to harness example summaries in
the following order of ICPL performance:

1. (plain) O-shot < (plain) k-shot w/o hist., vio-
lation leads to Paradox 1 (PX-1).

2. (plain) O-shot < (plain) k-shot w/ hist., vio-
lation leads to Paradox 1 w/ hist. (PX-1-h).

3. C-0-shot < C-k-shot w/o hist., violation
leads to PX-1 (contrastive).

4. C-0-shot < C-k-shot w/ hist., violation leads
to PX-1-h (contrastive).

3.3 Probe 2: Does reading-history help?

The second probe investigates whether a model can
utilize the temporal sequence of a specific user’s
reading (i.e., document clicking and skipping) his-
tory and associate the innate latent concepts with
that of the corresponding example summaries pro-
vided in the prompt (both plain and contrastive).
Hence, a model should be able to harness reading
history in the following ICPL performance order:

31t is to be noted that, as pointed out in Section 3.1, O-shot
prompts contain the reading histories (h).

1. (plain) k-shot w/o hist. < (plain) k-shot
w/ hist., violation leads to PX-2.

2. C-k-shot w/o hist. < C-k-shot w/ hist., viola-
tion leads to PX-2 (contrastive).

3.4 Probe 3: Do contrastive prompts help?

The third probe investigates whether models can
capitalize on additional contrasting (i.e., similar-
ity/differences) information about user profiles in
contrastive prompts. Hence, a model should be
able to harness contrastive information in the
following order of ICPL performance:

1. (plain) O-shot < C-0-shot, violation leads to
PX-3.

2. (plain) k-shot w/o hist. < C-k-shot w/o hist.,
violation leads to PX-4.

3. (plain) k-shot w/ hist. < C-k-shot w/ hist.,
violation leads to PX-5.

3.5 Limitations of EGISES w.r.t ICPL

As can be seen from the previous section,
iCOPERNICUS is a comparative framework that
needs a personalization measure for analysis of the
influence of profile information. Since it was re-
ported in Vansh et al. (2023) that the EGISES-JSD
variant performed well regarding human-judgment
correlation, we choose this specific variant as
the comparative measure within the iCOPERNICUS
framework to evaluate system-level strong degree-
of-ICPL (i.e., ¢ in definitions 3 and 4 is JSD
(Jensen-Shannon Divergence)).4 However, it is to
be noted that, although iCOPERNICUS uses EGISES
scores as a comparative measure within the context
of the tests in the three probes, it is not tightly cou-
pled with EGISES (or, for that matter, any personal-
ization measure). In other words, i COPERNICUS is
not a metric but a test-suite. Even a hypothetical
"perfect" personalization measure would still be a
system-level metric that would evaluate an LLM
in terms of its ability to be responsive to the differ-
ence in users’ subjective expected summaries in a
specific test setting only (out of the identified 9
probe settings) but would not be able to detect
whether the LLLM improves on this hypotheti-
cal perfect metric when aided with more user
information, which i COPERNICUS does. In section
5.5, we empirically show that absolute EGISES
score-based ICPL leaderboards can be misleading.

*NT: EGISES as a standalone measure has not been de-
signed to test ICPL (see Appendix A.2 for formulation).
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Prompt Style Reading Hist. Examples Article Body # Prompts
0-shot 1200 Tokens - 2500 Tokens 6856
C-0-shot 1000 x 2 Tokens - 1700 Tokens 5246
2-shot w/o hist. - 950 x 2 Tokens 1800 Tokens 6798
C-2-shot w/o hist. - 950 x 2 Tokens 1800 Tokens 5246
2-shot w/ hist. 1200 Tokens 600 x 2 Tokens 1300 Tokens 6798
C-2-shot w/ hist. 850 x 2 Tokens 450 x 2 Tokens 1100 Tokens 5246

Table 2: iCOPERNICUS prompt composition (w.r.t # of tokens) for all prompt styles; NT: overall prompt size is fixed.

4 Evaluation: Setup

4.1 Model Benchmarking Dataset

Evaluating the selected models w.r.t iCOPERNICUS
requires the test dataset to contain (i) example (and
expected) gold summaries, (ii) user’s reading his-
tory, and (iii) contrastive examples (i.e., subjective
gold summaries). We selected the test data sourced
from the PENS dataset (Ao et al., 2021)° for our
purpose since, to the best of our knowledge, it is
the only dataset containing all the above three. 103
college students, having English as their native lan-
guage, were invited as voluntary participants. A
two-phase process was adopted to construct the test
set. Initially, the participants selected at least 50
articles of personal interest from a pool of 1000
news articles, which were then sorted based on
exposure time. This formed their reading his-
tories. Subsequently, participants in the second
phase created preferred headlines (gold references)
for 200 news articles without prior knowledge of
the original headlines. This formed the set of ex-
amples and expected (personalized) summaries.
The two-stage process ensures an average of four
gold-reference summaries per article, thereby en-
abling contrastive prompts to be sampled out.
For details, see Appendix C.

4.2 Probing Dataset Creation

We engineer six distinct prompt templates in accor-
dance with the iCOPERNICUS framework (see Ta-
ble 2). The prompts were sampled from the PENS
dataset (section 4.1) with sample size of 3840 news
articles such that the total number of tokens for all
the settings were 3700 - i.e., the overall prompt
size remained constant. This was done so that the
probes were comparable in a controlled environ-
ment. Depending on the specific test, each prompt
has been broken up into history, examples, and ar-
ticle body.® The dataset is released for research

SWe comply with the Microsoft Research License Terms.
8See Figure 4 for the structure of the prompts and Figures
6-10 in the Appendix for examples.

purposes at KDM-Lab_iCOPERNICUS_prompt-
dataset_v1.0.

4.3 Probed SOTA LLMs

We probe ten SOTA LLMs with their 7B and 13B
variants (see Tables 1 and 3), totaling seventeen
variants. Models are chosen based on their recency,
training data diversity, and performance on key
benchmark tasks requiring comparative reasoning.’
We could not evaluate 13B+ models due to compute
resource constraints. However, the core contribu-
tion of the paper is the iCOPERNICUS framework
itself which is applicable for selection decision of
any sized model. We do not intend to make any
claim regarding the generalizability of the findings
but rather point out the fact that if LLMs are to be
used as personalized summarizers, one should let
them go through the iCOPERNICUS test-suite since
unless we do that, we will never know whether the
paradoxes exist. Hence, the evaluations is primar-
ily a case study of the application of 1COPERNICUS.
Appendix B.1 has model descriptions.

4.3.1 Baseline Summarization Models

To understand whether the probed LLMs are supe-
rior to specialized PLMs trained on personalized
summarization tasks, we examine the same ten
SOTA summarization models as in (Vansh et al.,
2023) for comparative benchmarking. Five of them
are specifically trained personalized models that
follow the PENS framework (Ao et al., 2021): (i)
PENS-NRMS Injection-Type 1 (PENS-NRMS T1),
(i) PENS-NRMS Injection-Type 2 (PENS-NRMS
T2), (iii) PENS-NAML T1, (iv) PENS-EBNR T1,
and (v) PENS-EBNR T2. These models encode the
document article using the Transformer encoder
(Vaswani et al., 2017), deep-neural-model-based
user history encoders (Okura et al., 2017; Wu et al.,
2019a,b), and a Pointer-generator-network-based

"Tasks: commonsense reasoning (e.g., Winogrande (Sak-
aguchi et al., 2019), Hellaswag (Zellers et al., 2019)), math
(e.g., GSM8k (Cobbe et al., 2021)), code (e.g., MBPP (Austin
et al., 2021)), and multi-task benchmarks (e.g., MMLU
(Hendrycks et al., 2020), AGI Eval (Zhong et al., 2023))
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https://drive.google.com/file/d/1pgyZJywA51cs641DPMoZB6ab7obyOLtT/view?usp=drive_link
https://drive.google.com/file/d/1pgyZJywA51cs641DPMoZB6ab7obyOLtT/view?usp=drive_link

LLM Model Variants  0-shot 2-shot w/o hist. 2-shot w/ hist. C-0-shot C-2-shot w/o hist. C-2-shot w hist.
Llama 2 7B 0.408 0.367 0.367 0.408 0.46 0.458
Base models Llama 2 13B 0.412 0.371 0.357 0.418 0.5 0.474
Mistral 7B v0.1 0.398 0.353 0.354 0.464 0.406 0.469
Mistral 7B Instruct v0.1 0.4 0.366 0.378 0.395 0.405 0.399
Mistral 7B Instruct v0.2  0.391 0.348 0.354 0.359 0.339 0.369
Tulu V2 7B 0.364 0.376 0.356 0.36 0.38 0.37
Instruction-tuned Tulu V2 13B 0.376 0.389 0.385 0.387 0.405 0.392
Orca 2 7B 0.44 0.436 0.433 0.359 0.351 0.347
Orca?2 13B 0.445 0.442 0.447 0.347 0.366 0.356
Stable Beluga 7B 0.371 0.395 0.407 0.377 0.398 0.396
Stable Beluga 13B 0.388 0.394 0.404 0.4 0.405 0.412
Llama 2 7B Chat 0.383 0.391 0.362 0.333 0.349 0.338
RLHEF-tuned Llama 2 13B Chat 036 0.393 0.383 0341 0.365 0357
Tulu V2 DPO 7B 0.325 0.345 0.356 0.338 0.355 0.348
DPO-tuned Tulu V2 DPO 13B 0.359 0.345 0.385 0.37 0.383 0.368
Zephyr 7B « 0.360 0.351 0.357 0.343 0.352 0.353
Zephyr 7B 3 0.384 0.359 0.369 0.35 0.356 0.345

Table 3: iCOPERNICUS Probe Results: Master table for all comparative analysis including the detection of the
nine potential paradoxes that can arise due to the three probes outlined in Section 3; EGISES-JSD is used for the
comparative evaluation (lower is better); Table 4, a summary of the observed paradoxes, is derived from this table.
Evaluation Script: https://github.com/KDM-LAB/iCOPERNICUS-EMNLP24

(See et al., 2017) decoder for generating the person-
alized summaries. The other five non-personalized
models are generic SOTA summarizers — BRIO
(Liu et al., 2022), SimCLS (Liu and Liu, 2021),
BigBird-Pegasus (Zaheer et al., 2020), Prophet-
Net (Qi et al., 2020), and T5-base (Orzhenovskii,
2021). These models were evaluated by provid-
ing documents enriched with headlines (reference
summaries), serving as cues (Vansh et al., 2023).
Since the baseline models are incapable of ICPL,
iCOPERNICUS fests are inapplicable for them, and
EGISES-based evaluation is sufficient. The model
descriptions are in Appendix B.2.

4.3.2 Hyperparameter Selection

We conduct temperature ablation within the inter-
val [0.5, 0.75] to balance accuracy and diversity for
personalized summarization and observe almost
similar results to the selected 0.6.% Better ICPL
performance might be seen for specific models un-
der more comprehensive ablation, but finding an
optimal configuration that generalizes for all LLMs
is hard. Nevertheless, the current evaluation is a
useful indication of potential paradoxes and the
possibility of misguided model selection if one re-
lies solely on an EGISES-based leaderboard (see
section 5.5 for empirical results).’

8See Appendix F for inference environment (LLM settings
and compute resources).

°In a way, iCOPERNICUS tests show the need for detailed
hyperparameter optimization before model selection.

S Observations and Insights

5.1 Effect of Examples (User-Summaries)

In the probe 1, we find that 10 model variants (out
of 17) exhibit an increase in ICPL (i.e., EGISES-
JSD scores) by an average of 2.6%71 for 2-shot
prompts (w/o reading history (hist.)) w.r.t zero-
shot (see PX-1 col. of Table 4 for the performing
models (denoted as: X)). However, seven models
degrade with (plain) 2-shot (w/o history) prompts
(average drop of 1.7%J), leading to the first of the
five observed paradoxes of less is more as outlined
in section 3 (see Table 4 for result summary).

(PX-1) Implicit is more than explicit: We be-
lieve that these seven models learn more from the
latent concept association in the (temporal) reader’s
history at a broader level than the specific concepts
within the example summaries (i.e., explicit reader-
profile as "writing-history"), the replacement of
which makes them deviate from their earlier ICPL
performance. However, all these models show sig-
nificant ICPL boost w.r.t their respective base mod-
els for the 2-shot w/o hist. case (denoted by 7). A
real example of PX-1 can be seen in Figure 6.

5.2 Effect of User’s Reading History

As a part of the second probe w.r.t iCOPERNICUS,
we observe that 10 model variants exhibit an in-
crease in ICPL (avg. boost: 2.5%1) for 2-shot w/
hist. w.r.t zero-shot. It is also observed that the set
of LLMs that show ICPL in the previous case does
not take advantage of the additional history data,
leading to the second of the paradoxes (i.e., PX-2).
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Model Variants PX-1 PX-2 PX-3 PX-4 PX-5

Base- Llama 2 7B X X v v v
Model Llama 2 13B X X v v v
Mistral 7B vO0.1 X X v v v
Mistral 7B Instr. v0.1 X X X v v
Mistral 7B Instr. v0.2 X X X X v
Tulu V2 7B vt X X v v
Instruct- Tulu V2 13B 4 4 v v v
tuned Orca2 7B X X X X X
Orca 2 13B X v X X v
Stable Beluga 7B 4 4 v v v
Stable Beluga 13B 4 4 v v v
RLHF-  Llama 2 7B Chat v X X X v
tuned Llama 2 13B Chat v v X X v
Tulu V2 DPO 7B 4l v v v v
DPO- Tulu V2 DPO 13B X v v v X
tuned Zephyr 7B « X X X 4 v
Zephyr 7B X X X X X

Table 4: Paradox (PX) of less is more (v: PX exists):
PX-1/2: 2-shot w/o & w/ hist.; PX-3/4/5: C-0-shot/C-2-
shot w/o & w/ hist.; T denotes improvement over base
models; for examples see Figures 6-10 in Appendix.

(PX-2) Reading history distracts: Seven model
variants show worse ICPL with the additional his-
tory data (avg. drop: 2%J; see Table 4). We be-
lieve that these models tend to learn more from the
format of the prompt and latent-concept associa-
tion but at a rather broader thematic level and get
"distracted" (Shi et al., 2023) by the concept dis-
tribution within histories. A real example of PX-2
can be seen in Figure 7.

5.3 Effect of Contrastive Prompts

The third probe tests if contrastive user profiles (C-
0-shot, C-2-shot w/o hist., C-2-shot w/ hist.) induce
better ICPL in the models. This probe is central for
any model to pass the iCOPERNICUS test.

Case of C-0-shot: We observe that 9 model vari-
ants seem to harness the additional contrastive
information about the readers’ reading history
in comparison with the 0-shot case (avg. boost:
3.8%7, see PX-3 col. of Table 4 for performing
models), which is better than the overall boost ob-
served with (plain) 2-shot (w/ and w/o history).
This indicates that these models might actually be
utilizing the contrastive information in the reading
histories rather than the examples without the con-
trast. However, this ICPL behavior is not observed
in the remaining eight model variants, leading to
a special case of the paradox of contrastive user
profiles - PX-3. We will discuss this subsequently.

Case of C-2-shot w/o history: We observe
that only six model variants pass this probe test
and seem to harness the contrastive examples
quite notably (p-value < 0.01) when compared to
the case of 2-shot w/o history (avg. boost: 4.1%7)

(see PX-4 col. in Table 4 for these 6 models). In
fact, Llama 2 13B Chat, one of the 6 variants, de-
grades in the cases of (plain) 2-shot (w & w/o hist.).
Again, most variants (11) are non-compliant, lead-
ing to the other special case — PX-4.

Case of C-2-shot w/ history: We find that only
three model variants are compliant with this
probe and seem to marginally (i.e., not notable)
utilize the additional contrastive history along
with the contrastive examples when compared to
the case of C-0-shot (avg. boost: 0.6%7; Orca 2 7B
has max. boost of 1.2%1), while 14 model variants
clearly seem to get distracted with an average drop
of 1.6%, leading to the paradox — PX-5.

(PX-3/4/5) Contrast can be confusing: Surpris-
ingly, additional contrastive reader profile informa-
tion doesn’t enhance ICPL in many model variants.
Eight out of 17 models show distraction and a 1.6%
average drop when contrast is injected into the his-
tory component, struggling to map intra-concept
associations within the history (PX-3). A real ex-
ample of PX-3 can be seen in Figure 8. Moreover,
11 models exhibit a 3.6% average drop when pro-
vided with contrastive examples in a 2-shot setup
without history (PX-4). This decline may be due to
overfitting the format of the 2-shot setup, causing
distraction. A real example of PX-4 can be seen
in Figure 9. Additionally, 14 model variants fail to
effectively utilize the richest prompt, C-2-shot with
history, with seven unable to harness any form of
contrastive profile information (PX-3/4/5). Three
variants use contrastive history in C-0-shot but not
contrastive examples in C-2-shot w/o hist., thus
learning from broader historical topics rather than
label instances (PX-4/5). Surprisingly, four vari-
ants can utilize contrastive histories in C-0-shot
and contrastive examples in C-2-shot w/o hist., but
not both, potentially due to spurious (and cross)
linking between history and example concepts. A
real example of PX-5 can be seen in Figure 10.

5.4 Effect of Article Length

In probe 1, we substitute longer articles with shorter
ones, keeping the prompt length the same (see Ta-
ble 2). Arguably, personalized summarization of
shorter articles should be an easier task. However,
several models exhibit the PX-1 and PX-1 (con-
trast) paradoxes (i.e., adding examples led to poor
ICPL) under probe-1. Hence, we cannot gener-
alize that the length of the articles has influence.
Also, several models pass tests involving longer
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Baseline Models EGISES-JSD LLM Models EGISES-JSD Paradoxes (PX) Observed

BigBird-Pegasus 0.429 Tulu V2 DPO 7B (0-shot / C-0-shot / 2-shot) 0.325/0.338/0.345 PX-1/2/3/4/5

SimCLS 0.557 Llama 2 7B Chat (C-0-shot / C-2-shot / 2-shot) 0.333/0.338/0.345 PX-1/5

BRIO 0.661 Llama 2 13B Chat (C-0-shot) 0.341 PX-1/2/5
"PENS-NAMLT1 ~ 0.899  Tulu V2 DPO 13B (2-shot) 0.345 PX-2/3/4

PENS-NRMS T1 0.916 Orca 2 13B (C-0-shot) 0.347 PX-2/5

Table 5: EGISES Leaderboard Misleads: Top-5 LLMs as per EGISES-JSD, apparently beating top-5 baselines
(top-2 personalized and top-3 non-personalized w/ summary cue), do not pass critical iCOPERNICUS tests exhibiting

several paradoxes.

Models PX-3  PX4  PX5
Llama?2 13B Chat  1.97% 1 028% 1 1.54% 1
Mistral 7B Inst. v0.2  1.96% 1 0.46% 1 1.78% 1
Tulu V2 DPO 7B 1.94% 1 0.56% 1 2.2% 1

Table 6: Adversarial Validation: PX-3/4/5 exists. %1
value indicates how much the paradox worsens.

articles or history sequences, thereby reinforcing
this finding.

5.5 EGISES Leaderboard Misleads

We observe from Table 4 that the top-5 best-
performing LLMs in terms of EGISES-JSD as per
Table 5'° - i.e., Tulu v2 DPO 7B, Llama 2 7B Chat,
Llama 2 13 B Chat, Tulu v2 DPO 7B, and Orca
2 13 B show several paradoxes with Tulu v2 DPO
7B being the worst. In fact, the best performing
models (Orca 2 7B and Zephyr 7B (3), passing all
the iCOPERNICUS tests (see Table 4) do not rank
high in Table 5. This empirically establishes that
EGISES as a standalone measure is inadequate for
ICPL evaluation in LLMs.

6 Validation of Paradoxes

The paradoxes raise a serious question: do these
models exhibit true ICPL? (including the top-5
LLMs in Table 5) Hence, we need to first confirm
that the paradoxes exist, which is done via adversar-
ial probes. We select three model variants for three
scenarios: (i) worst case: Tulu V2 DPO 7B show-
ing all the paradoxes, (ii) average case: Llama 2
13B Chat showing non-contrastive (PX-1/2) and
contrastive (PX-5) paradoxes, and (iii) best case:
Mistral 7B Instruct v0.2 having PX-5 only.
Adversarial Probe-based Validation: In the
adversarial probe setup, one of the user profiles
(i.e., ground-truth history or examples) in the con-
trastive prompts (C-0-shot/C-2-shot w/o hist./C-
2-shot w/ hist.) was replaced with a random his-

19Al1 the models are seemingly better than the strongest
baseline model (BigBird-Pegasus), with 57%7 for Tulu V2
DPO 7B when compared to PENS-NAML-T1.

tory/examples. Since it is randomly sampled, the
noise would be completely irrelevant to the doc-
ument article to be summarized. Upon injection
of such a noise, a model’s personalization perfor-
mance, and thereby the exhibited paradoxes, should
degrade further. However, if a model shows a bet-
ter or similar EGISES score, then it would mean
that the contrastive tests of IiCOPERNICUS are no
better than tests based on random choices. In other
words, 1COPERNICUS probes may not necessarily
provide conclusive insights. However, we observe
in Table 6 that the paradoxes do worsen (PX-3 avg.
spike: 1.9%7; PX-4 avg. spike: 0.43%7T; PX-5 avg.
spike: 1.8%7). This validates the robustness of
the iCOPERNICUS tests. Details in Appendix E.1.
Human-Judgment Validation: We further val-
idated PX-5 (the most serious paradox) using
survey-based unbiased judgments (i.e., similarity
ratings (1 (low) - 6 (very high)) on summary-pairs,
both reference and model-generated from 339 re-
spondents.!! The core objective is to validate the
extent to which human evaluators would agree with
the design principles of EGISES-JSD at a cognitive
level and thereby agree with the iCOPERNICUS test
results that are based on EGISES-JSD. We, there-
fore, model a "human version" of EGISES-JSD
(i.e., EGISES-HJ) and used the survey responses to
estimate EGISES-HJ). We find that PX-5 persists
except for Mistral 7B Instruct v0.2 (best case; ICPL
boost: 1.42%7; Table 9). We also find that PX-1
(contrastive) persists in the other models.!?

7 Related Work

ICL for summarization: ICL capabilities in
LLMs w.r.t summarization were first observed
within reinforcement learning frameworks, utiliz-
ing human-feedback-trained reward models to pre-
dict human ratings for specific summary actions

""Grad student volunteers in 20-30 age group from Com-
puter Sc., Maths, and Humanities; ~70% male, ~30% female.
For details of survey methodology see Appendix E.2.

"Statistical Significance: p-value < 0.01.
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(Stiennon et al., 2020; Nguyen et al., 2022). Since
then, LLMs have shown unprecedented ICL-based
summarization performance (Wang et al., 2023;
Laskar et al., 2023; Tang et al., 2023). This opens
the possibility of ICPL in these LLMs. At the same
time, it also underscores the necessity for robust
and dependable methods of evaluating the degree
of ICPL within such models. Benchmarking LLMs
for summarization was done for accuracy, fluency,
and consistency (Zhang et al., 2023), but not ICPL.

Personalization evaluation: Personalization
evaluation is studied in recommendation systems
(Zangerle and Bauer, 2022), with metrics based
on the Jaccard Index, MAE/RMSE/Hit-Ratio (Li
et al., 2024), and nDCG (normalized Discounted
Cumulative Gain) (Matthijs and Radlinski, 2011).
However, these metrics are not useful for summa-
rization. The only personalization evaluation met-
ric for summarizers is EGISES (Vansh et al., 2023).
However, as established, relying solely on EGISES
to evaluate ICPL can be misleading.

8 Conclusion

We propose iCOPERNICUS, a novel evaluation
framework for analyzing the capability of true In-
Context Personalization Learning (ICPL) in LLMs
for the personalized summarization task. The cen-
tral goal is to detect whether models can pass all the
probes (or exhibit the "paradox of less is more").
We showed that relying solely on EGISES-scores
can be misleading (as in top-4 LLMs beating base-
lines). Only 2 out of the 17 SOTA LLM variants
probed passed the iCOPERNICUS test, hence the
need for further research on ICPL-driven LLMs.

Limitations

In this work, we restrict probing of In-Context Per-
sonalization Learning (ICPL) w.r.t summarization
to 7B and 13B model variants. It would be interest-
ing to observe how smaller SLMs (< 7B), such as
the Phi model suite (Gunasekar et al., 2024), fare
the iCOPERNICUS test. Also, studies around the
effect of more recent fine-tuning techniques such
as PEFT (LoRA and QLoRA) need to be analyzed.
On similar lines, it would be interesting to observe
whether ICPL, which otherwise is not emerging by
doubling the models’ size, finally starts emerging at
an even larger scale (which often is the case for sev-
eral emerging properties). At the same time, robust
and reliable ICPL measures should be designed for
aggregated leaderboard generation of models w.r.t

ICPL within the iCOPERNICUS framework. Finally,
more robust and systematic adversarial probing of
ICPL is required to analyze true ICPL in models.
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A Preliminaries

A.1 Degree-of-personalization

In this section, we recall the notion of insensitivity-
to-subjectivity of a personalized summarization
model (Mg, : (d,u) — s,;where s, is the per-
sonalized summary for reader v on document d) as
defined in Vansh et al. (2023).

Definition 5. Weak Insensitivity-to-Subjectivity. A
summarization model Mg ., is (weakly) Insensitive-

to-Subjectivity w.rt reader u, if Y(u;,uj),
(J(ui7uj) S Tnl{ax) — (U(Sui,su].> > T?%aa:)’

where o'3 is an arbitrary distance metric defined
on the metric space M where d, u, s are defined,
7Y . is the maximum limit for u;, u; to be mutually
indistinguishable, and 75 . is the maximum limit

Jor sy, , su; to be mutually indistinguishable.

Definition 6. Strong Insensitivity-to-
Subjectivity. A summarization model Mg,
is (strongly) Insensitive-to-Subjectivity w.rt
reader v if Y(u;,uj), Me, satisfies: (i)
the condition of weak insensitivity, and (ii)
(U(Ui>uj) > 7Y ) — (U(Sumsu]’) < ™

maxr ma:c)'

A.2 EGISES and Degree-of-Personalization

We generalize the definition of summary-level devi-
ation (or, Degree-of-Responsiveness (DEGRESS))'
proposed by Vansh et al. (2023) as follows:

Definition 7. Summary-level DEGRESS. Given a
document d; and a user-profile w;; (user j’s
expected summary), the summary-level respon-
siveness of a personalized model Mg ,, (ie.,
DEGRESS(su,; |(di, uij))), is defined as the propor-
tional divergence between model-generated sum-
mary sy, of d; for j-th user from other user-
specific summary versions w.r.t a corresponding
divergence of u;j from the other user-profiles.

Bo(uiyui) = 0 o(ui,uy) € [0,1]; o satisfies positivity,

reflexive, maximality, symmetry, and the triangle inequality.

“This is based on the notion of weak and strong
insensitivity-to-subjectivity, as defined by (Vansh et al., 2023)
(see Appendix A.1).
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DEGRESS(su,; |(ds, uij)) is formulated as:

[Uqg, |

1 min(Xijr, Yijr) + €
DEGRESS(Su,, |(di, uij)) = jks Xij
(e ”|( iy Uij)) |Uq, | ; max(Xijr, Yije) + €

exp(w(uij|uir))

Xijn = -0 (Ui, Wik)
[Uq, |
> exp(w(ui|ui))
=1
exp(w(Su;,; [Su;y))
Yije = Ug, | e “0(Suigs Suir,)
l; eXp(w(SUij|S“il))
w(uszlui) = o (uiy ds) W(Suy;|Sus) = o (Sus;» di)

(¢))

Here, |D| is the total number of documents in
the evaluation dataset, |U| is the total number
of users who created gold-reference summaries
that reflect their expected summaries (and thereby
their subjective preferences or profiles), and |Uyg, |
(= |Sq,|) is the number of users who created gold-
references for document d;. A lower value of
DEGRESS (54, |(d;, uij)) indicates that while reader-
profiles are different, the generated summary s,,;
is very similar to other reader-specific summaries
(or vice versa), and hence, is not responsive at
the summary-level. The system-level DEGRESS and
EGISES have been formulated as follows:

Ug, |

|D| '21 DEGRESS (s ; | (disuij))
i= :

= [Ug, |

DEGRESS(Me,,,) = D] )

EGISES(Me,,) = 1 — DEGRESS(Me,.,) A3)

EGISES measures the degree of insensitivity-to-
subjectivity for relative benchmarking of how much
models lack personalization (i.e., a lower score is
better within the range: [0, 1]) instead of assign-
ing an absolute goodness score. In this paper, we
choose Jensen-Shannon Divergence (JSD) (Menén-
dez et al., 1997), where d, u, and s,, are defined
as word distributions on a probability space. JSD
has a strong human-judgment correlation and has
been used in evaluating the ten specialized baseline
models (Vansh et al., 2023).

A.3 In-Context Learning

ICL is a method employed by LL.Ms, notably em-
phasized in Brown et al. (2020) (GPT-3’s ICL be-
havior was first highlighted), where models acquire
proficiency in apparently unknown tasks (i.e., tasks
on which the models are not pre-trained) from lim-
ited examples, called prompts, with no update in

their parameters (i.e., the models are frozen). For-
mally, it is defined below.

Definition 8. Prompt: A prompt P given to a lan-
guage model M is a sequence of n concatenated
() demonstration examples (i.e., input-label pairs:
(e ys,))as (2 ©uh,) @ (ehDY),) ©... 0
(x;l S YL, )) and an input query x4 appended, such
that x; # 4.

The input often includes a description of the task
or a system command 7 before the demonstration
sequence Dp. We now provide a formal definition
of ICL as follows:

Definition 9. In-Context Learning (ICL): A model
M is said to exhibit ICL if given a prompt P ~
D (where D is an unseen demonstration dataset)
and an unseen task T, M : (T @ Dp @ z4) —
Yrys Yz, € Y5, s where Y! is the expected set of
output labels for the given query x,.

M predicts (i.e., maps) using the prompt’s condi-
tioning only, requiring it to discern essential aspects
such as input-label mapping, input text distribution,
label space, and formatting (lexico-syntactic struc-
tural relationship between the prompt components).

A4 ICL is latent concept mapping

Xie et al. (2021) suggested that LLMs acquire la-
tent document-level concepts during pretraining to
generate coherent subsequent tokens. ICL occurs
when LLMs identify shared latent concepts among
prompt examples. Min et al. (2022) revealed that
input-label mapping, input-text distribution, label
space, and format in prompts matter more. Wei
et al. (2023) provided supportive evidence that la-
bel association learning becomes more pronounced
with larger model sizes. Although further analysis
needs to be done, we consider the latent-concept
association hypothesis the most compelling expla-
nation of ICL so far and use this as a primary tool
for understanding our own findings on ICPL in
this paper. In the following section, we first define
ICPL (w.r.t personalized summarization) as a spe-
cial case of ICL and then propose 1COPERNICUS as
a framework for evaluating ICPL.

B Model Descriptions
B.1 LLM Model Descriptions

We provide concise descriptions of the LLMs ana-
lyzed in this study for understanding ICPL.

1. Llama 2 - Llama 2 (Touvron et al., 2023) is
a family of transformer-based autoregressive
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causal language models, ranging in scale from
7 billion to 70 billion parameters. Llama 2
models are trained on 2 trillion tokens and
have double the context length of Llama 1.

. Llama 2 Chat - Llama 2 Chat (Touvron et al.,
2023) is a fine-tuned version of Llama 2, op-
timized for dialogue applications using re-
inforcement learning from human feedback
(RLHF). Llama 2 Chat models demonstrate
improved helpfulness and safety compared to
other open models and achieve comparable
performance to ChatGPT according to human
evaluations.

. Mistral 7B - Mistral 7B (Jiang et al., 2023) is
a language model that outperforms Llama 2
13B and Llama 1 34B in various tasks, such
as natural language inference, mathematics,
and code generation. It leverages grouped-
query attention (GQA), and sliding window
attention (SWA). GQA significantly acceler-
ates the inference speed and also reduces the
memory requirement during decoding.

. Mistral 7B Instruct - Mistral 7B Instruct
(Jiang et al., 2023) is a fine-tuned version of
Mistral 7B that leverages instruction datasets
to enhance its generalization and adaptation
capabilities. The model has two versions: v0.1
and v0.2. It exhibits superior performance
compared to all 7B models on MT-Bench and
is comparable to 13B — Chat models. Mis-
tral 7B Instruct v0.2 is an updated version
with improvements in instruction following
and generalization capabilities.

. Talu V2 Suite - The Tulu V2 Suite (Ivison
et al., 2023) is a collection of fine-tuned large
language models (LLMs) based on Llama 2.
The models in this suite are fine-tuned on a
mix of publicly available, synthetic, and hu-
man datasets. The suite includes Tulu V2
models as well as the DPO fine-tuned Tulu
V2 DPO models.

. Orca 2 - Orca 2 (Mitra et al., 2023) is a suite
of models that are fine-tuned on Llama 2 using
synthetic dataset. Orca models are designed
to enhance the reasoning abilities of smaller
language models by imitating the step-by-step
reasoning traces of more capable LLMs. Orca
2 models surpass models of similar size and

attain performance levels similar to or better
than models five times larger on complex rea-
soning tasks.

7. Stable Beluga - Stable Beluga (Mahan et al.,
2023) is a collection of models that have been
fine-tuned on the Llama 2 using an internal
Orca style dataset. The primary objective
of these models is to generate responses that
are not only responsive to user prompts and
queries, but also emphasize reasoning and
helpfulness.

8. Zephyr 7B - Zephyr 7B (Tunstall et al., 2023)
is a series of language models trained to act as
helpful assistants developed by the Hugging-
Face H4 team. This includes Zephyr 7B a and
Zephyr 7B . It is a fine-tuned on Mistral 7B
v0.1 and it was trained on on a mix of publicly
available, synthetic datasets using DPO.

B.2 Baseline Model Descriptions

We briefly introduce the SOTA baseline summa-
rization models that were analyzed to understand
their degree-of-personalization below:

1. PENS-NRMS Injection-Type 1: The PENS
framework (Ao et al., 2021) utilizes NRMS
(Neural News Recommendation with Multi-
Head Self-Attention) (Wu et al., 2019b) for
personalized summary generation. NRMS em-
ploys a news encoder using multi-head self-
attention to understand news titles and learn
user representations based on browsing his-
tory. Additive attention enhances learning
by selecting important words and articles. In
Injection-Type 1, NRMS user embedding is in-
jected into PENS by initializing the decoder’s
hidden state of the headline generator.

2. PENS-NRMS Injection-Type 2: To gen-
erate a personalized summary, NRMS user
embedding is injected into attention values
(Injection-Type 2) of PENS that helps to per-
sonalize attentive values of words in the news
body.

3. PENS-NAML Injection-Type 1: NAML
(Neural News Recommendation with Atten-
tive Multi-View Learning) (Wu et al., 2019a)
incorporates a news encoder employing a
multi-view attention model for comprehen-
sive news representations. The user encoder
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10.

learns user representations based on interac-
tions with browsed news, allowing the selec-
tion of informative news. In Injection-Type 1,
this user embedding is injected into the PENS
model for personalization.

PENS-EBNR Injection-Type 1: EBNR
(Embedding-based News Recommendation
for Millions of Users) (Okura et al., 2017)
proposes a method for user representations
by using an RNN model that takes browsing
histories as input sequences. This user embed-
ding is injected using Type 1 into the PENS
model for personalization.

. PENS-EBNR Injection-Type 2: This person-

alized model injects EBNR user embedding
into PENS using type-2.

BRIO: BRIO (Liu et al., 2022) assumes a
non-deterministic training paradigm that as-
signs probability mass to different candidate
summaries according to their quality, thereby
helping it to better distinguish between high-
quality and low-quality summaries.

SimCLS: SimCLS (A Simple Framework for
Contrastive Learning of Abstractive Summa-
rization) (Liu and Liu, 2021) uses a two-
stage training procedure. In the first stage,
a Seq2Seq model (BART (Lewis et al., 2020))
is trained to generate candidate summaries
with MLE loss. Then, a RoBERTa-initiated
evaluation model is trained to rank these using
contrastive learning.

. BigBird-Pegasus: BigBird (Zaheer et al.,

2020) is an extension of Transformer based
models designed specifically for processing
longer sequences. It utilizes sparse, global,
and random attention mechanisms to approxi-
mate full attention which enables it to handle
longer contexts more efficiently.

ProphetNet: ProphetNet (Qi et al., 2020)
is a seq2seq pre-trained model that employs
n-gram prediction using the n-stream self-
attention mechanism. It enhances n-step
ahead prediction by predicting the next n to-
kens at once, based on previous tokens, thus
avoiding overfitting on local correlations.

T5: T5 (Text-To-Text Transfer Transformer)
is based on the Transformer Encoder-Decoder
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Figure 2: The statistics of news corpus and training set
of the PENS dataset.

architecture that operates on the principle of
the unified text-to-text task for any NLP prob-
lem, including summarization. See (Tawmo
etal., 2022; Ramesh et al., 2022; Etemad et al.,
2021) for recent T5 summarization analyses.

C PENS Dataset

The PENS dataset is a comprehensive collection of
113,762 news articles, each of which is categorized
into one of 15 distinct topics. Each article in the
dataset includes a unique news ID, a title, a body,
and a category that has been manually tagged by
editors. The average length of a news title is 10.5
words, while the average length of a news body is
549.0 words (Refer to Figure 2 for statistics of news
articles). Entities from each news title are extracted
and subsequently linked to corresponding entities
in WikiData.

For the purpose of training, 500,000 user-news
impressions were sampled from June 13, 2019,
to July 3, 2019. An impression log records the
news articles displayed to a user and the user’s
click behaviors on these articles during a specific
visit to the news website. Each labeled sample
in the training set follows the format [ulD, tmp,
clkNews, uclkNews, clkedHis], where *ulD’ repre-
sents the anonymous ID of a user, "tmp’ denotes the
timestamp of the impression record, *clkNews’ and
“uclkNews’ are the clicked and un-clicked news in
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Figure 3: Stages of creation of testing dataset consisting of personalized headlines
Column Example Context Description
userid NT1 The unique ID of 103 users
clicknewsID  N108480, N38238, N35068, ... The user’s historical clicked news collected at the
first stage
posnewlD N24110, N62769, N36186, ... The exhibited news for each user at the second stage

rewrite_titles ’Legal battle looms over Trump
EPA’s rule change of Obama’s

Clean Power Plan rule ...

The manually-written news headlines for the exhib-
ited news articles and can be split by "#TAB#

Table 7: Dataset Format of data collected from different users consisting of the articles clicked by the user and
details of articles for which personalized headlines created by the user

the impression, respectively, and ’clkedHis’ repre-
sents the news articles previously clicked by the
user. All samples in ’clkNews’, 'uclkNews’, and
"clkedHis’ are sorted by the user’s click time.

C.1 Test Set Construction Process

In order to establish an offline testbed, 103 English
native speakers, all of whom are college students,
were invited to manually create a test set in two
stages as represented in Figure 3.

In the first stage, each participant browses
1,000 news headlines and marks at least 50 pieces
that they find interesting. These selected news arti-
cles were randomly chosen from the news corpus
and were arranged according to their first exposure
time.

In the second stage, participants are asked to
write down their preferred headlines for another
200 unseen news articles from the dataset with-
out being shown the original news titles. They are
also asked to highlight important segments in the
original news articles. These unseen news articles
are evenly sampled, and they are redundantly as-
signed to ensure that each news article is reviewed
by an average of four people. The quality of these
manually-written headlines is checked by profes-
sional editors from the perspective of the factual
aspect of the media frame. Headlines that are of
low quality, such as those containing incorrect fac-
tual information, those inconsistent with the news

body, or those that are too short or too long, are ex-
cluded. The remaining headlines are considered to
be the personalized reading focuses of the annota-
tors on the articles, and are taken as gold-standard
headlines in the PENS dataset.

D Prompt Design Principles

We use six different types of prompting styles, each
tailored to provide varying levels of context and
personalization to the LLMs. We present the struc-
ture of each prompt style in Figure 4, along with the
composition of tokens in the prompts as described
in Table 2, to provide a comprehensive understand-
ing of the composition of prompting techniques
employed in our study. If the length of any portion
of the prompt is greater than the limit, it’s truncated
to fit it in the context length. For prompt examples
refer to Figures 6-10 in Appendix 1

1. Zero-shot: In this approach, we provide the
user’s click history followed by the target arti-
cle for which we aim to generate a personal-
ized headline.

2. Contrastive zero-shot: This approach pro-
vides the click history of two users (User1 and

SNews article statistics from the sample of 3840 news
articles used in this study — The mean length was 659.91
tokens, the median was 493 tokens, the 90th percentile was
1180 tokens, and the 95th percentile was 1659 tokens.
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User2), followed by the target article clicked
by both users.

3. 2-shot w/o history: In this approach, we
provide two example articles and their cor-
responding headlines given by the user, fol-
lowed by the target article for which we aim
to generate a personalized headline.

4. Contrastive 2-shot w/o history: This method
is similar to the 2-shot approach but involves
providing two example articles and their corre-
sponding headlines given by two users (Userl
and User2).

5. 2-shot w/ history: In this approach, we pro-
vide the user’s click history, two examples of
articles clicked by the user and their corre-
sponding summaries, along with the article
body that needs to be summarized.

6. Contrastive 2-shot w/ history: This method
involves providing the click history for both
users, two examples of common articles
clicked by both users and their correspond-
ing summaries, along with the article body
that needs to be summarized.

In the study, a substantial number of prompts
were employed for probing, as indicated in Table
2. The generated headlines were extracted from
the produced text using simple regular expression
matching. The output format was explicitly demon-
strated in the examples for 2-shot prompts, and an
example format was provided for 0-shot prompts.

E Analysis of Models w.r.t iCOPERNICUS

E.1 Adversarial Testing: Results

Adversarial testing was conducted for contrastive
prompts across three distinct types of Large Lan-
guage Models (LLMs): Mistral 7B Inst. v0.2 which
exhibits a single paradox; Llama 2 13B Chat that
displays a moderate number of paradoxes; and Tulu
V2 DPO 7B which presents all paradoxes as shown
in Table 4. The details of User-2, such as their
click history and the headlines they wrote in the
contrastive prompt, are not accurate. Instead, the
reading history of another user and the headline of a
random article written by a random user were used.
Table 6 verifies the existence of the paradoxes, as
these models show higher perplexity for three dif-
ferent types of contrastive prompts: PX-3, which
is tested by the contrastive zero-shot prompt; PX-4,

which is tested by the contrastive two-shot prompt
without history; and PX-5, which is tested by the
contrastive two-shot prompt with history. These
results indicate that these models are sensitive to
the quality and relevance of the information pro-
vided in the prompts, and that they perform worse
when the prompts contain incorrect details about
the user’s reading history or the headlines written
by them in the examples. Intriguingly, these three
models exhibit a significant performance decline
when the prompts include user’s reading history.
However, they only show a minor performance
drop for contrastive two-shot prompts without his-
tory. This suggests that these models are capable
of discerning that an incorrect/irrelevant headline
is given by User-2 in the examples.

Models C-0-shot C-2-shot w/o hist C-2-shot w/ hist
Llama 2 13B Chat qQ q2 q3
Mistral 7B Inst. v0.2 q qs q6
Tulu V2 DPO 7B qr qs q9

Table 8: (Survey) Questionnaire Structure: A respon-
dent fills up the survey for document d; in the sequence:
(Wij, wi) — Qi1 — Q2 — ... — Qio, Where gio :
I sum>(M9>“*PC)'; Sy 18 the summary generated by
each of the 3 models for a specific prompt type (i.e., the
model-contrastive prompt-type pair (Mg ., Pc)e)-

E.2 Human Judgment Validation: Results

Survey Structure: Human judgment-based val-
idation was conducted on a set of contrastive
prompts, systematically evaluating three distinct
LLMs: (i) Mistral 7B Instruct v0.2 (exhibit-
ing only PX-5), (ii) Llama 2 13B Chat (ex-
hibiting a moderate number of paradoxes - PX-
1/2/5), and (iii) Tulu V2 DPO 7B (exhibiting
all the paradoxes), as outlined in Table 4. We
have randomly sampled multiple documents and
three corresponding users (i.e., readers) who
have generated summaries for those documents
eg.(d;, (ui1, us2,u;3)) from the PENS dataset.
For each (d;, (u;1,u;2,u;3)) there are 3 combi-
nations possible ((dl, (uﬂ, uiz)), (di, (uig, uig)),
(di, (ui3,u;1))). Each survey respondant is shown
a set of 10 questions ({u;j;, uik), gi1, ¢i2---Qio) for a
given combination corresponding to a document d;
eg.(d;, (uij, uix)) as shown in the Table 8; where
gie € {qi1, Qi2.--qig} contains a pair of the corre-
sponding prompts and model generated summaries
((Sus;> Suyy, ) Mo-wPe)ey of user-pairs and (g, wig)
contains a pair of user-generated reference sum-
maries of user-pairs.
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Models PX-5 PX-6
Llama 2 13B Chat v v
Mistral 7B Inst. v0.2 X v
Tulu V2 DPO 7B v v

Table 9: Human-Judgment Validation: PX-5 exists
for worst and medium case; Contrastive PX-1 (PX-6) is
also confirmed (Human-agreement denoted as v/).

Survey details: We designed and conducted an
online survey to gather insights from participants
on a voluntary basis (see Figure 5 in Appendix). A
total of 339 responses were obtained, encompass-
ing evaluations of 113 documents from the PENS
evaluation dataset. The respondent pool comprised
262 males and 77 females. Participants repre-
sented diverse educational backgrounds, including
undergraduate and graduate students specializing
in computer science, mathematical science, elec-
tronic engineering, and humanities. To maintain
objectivity, participants were not informed that the
questions presented were summary-pairs. Instead,
each summary pair was displayed as regular text,
prompting participants to rate their similarity on a
scale ranging from 1 (low) to 6 (very high). This
methodology ensured unbiased judgments regard-
ing the proximity of subjective user reference sum-
maries and their corresponding model-generated
summaries.

Computing EGISES-HJ-JSD: The similarity
scores provided by users were utilized as the ba-
sis for computing similarity scores for summary-
summary pairs. For summary-document distance,
we used JSD (since it is not viable for a user to
read the whole document and assign scores to
a summary). Using these distances (summary-
summary distances based on user ratings, summary-
document distances using JSD), we then calculated
EGISES-HJ-JSD for all three models and prompt
types. We observed that EGISES-HJ-JSD scores
based on human judgment showed agreement with
2/3 models for PX-5 and 3/3 models for PX-6 (the
contrastive version of PX-1) as shown in Table 9.

F Inference Setup and Configuration

For the inference process in our study, we utilized
the JAX library. Our implementation heavily re-
lied on the repository "llama-2-jax" (Ayaka, 2023).
In order to generate outputs from our models, we
configured the inference process to ensure optimal
performance and output quality.

F.1 LLM Settings

We used the following settings to control the be-
havior of the LLLMs during inference:

* Temperature: We set the temperature to a
value of 0.6, striking a balance between pre-
dictability and diversity.

* Sampling Method: We adopted the top-k
sampling method with k = 16 for generating
outputs.

* Maximum Length: Maximum length for in-
ference was set to the 4096 tokens.

* Inference Precision: We used bfloat16 preci-
sion for inference, consistent with the preci-
sion in which the model weights were origi-
nally published.

F.2 Compute Platform

For high-performance inference, we utilized TPU
v3-8/v4-8 VMs through Google Cloud Platform.

16837



Prompt: Zero-shot

System Instructions

Your task is to generate personalized news article headline for news
articles. The headline should be concise, accurate, and engaging. Do not
provide any explanations or reasons for the headline.

User Click History

List of Headlines of Articles Clicked by User:
Headline1, Headline2, Headline3, Headline4, ...

[News Article Content]

Generate a personalized headline for the above news article for the user,
taking into account the user's click history as an indicator of their
interests. The output should be in the following format: Personalized
headline for user: ‘{Generated headline]”

~— / __J __J

Prompt: 2-shot without history

(

System Instructions

Your task is to generate personalized news article headline for news
articles. The headline should be concise, accurate, and engaging. Do not
provide any explanations or reasons for the headline.

Input Examples

[News Article Content]
Personalized Headline: [Headline given by User]
[News Article Content]
Personalized Headline: [Headline given by User]

Task
[News Article Content]

Generate Personalized Headline for above news article for the user.
The output should be in the following format: Personalized headline for user:
L ‘[Generated headline]”

-

Prompt: 2-shot with history

-
System Instructions

Your task is to generate personalized news article headline for news
articles. The headline should be concise, accurate, and engaging. Do not
provide any explanations or reasons for the headline.

\ J

List of Headlines of Articles Clicked by User:
Headline1, Headline2, Headline3, Headline4, ...

Input Examples

[News Article Content]
Personalized Headline for User: [Headline given by User]

[News Article Content]
Personalized Headline for User: [Headline given by User]

Task
[News Article Content]

Generate a personalized headline for the above news article for the user,
taking into account the user's click history as an indicator of their
interests. The output should be in the following format: Personalized

User Click History
,J N

- J

headline for user: “{Generated headline]”

.

-

J

J

Prompt: Contrastive Zero-shot

r

System Instructions

Your task is to generate personalized news article headline for news
articles. The headline should be concise, accurate, and engaging. Do not
provide any explanations or reasons for the headline.

User Click History

List of Headlines of Articles Clicked by User1:
Headline1, Headline2, Headline3, Headline4,

List of Headlines of Articles Clicked by User2:
L Headline1, Headline2, Headline3, Headline4, ...

[News Article Content] 7

Generate a personalized headline for the above news article for both User1
and User2, taking into account the user's click history as an indicator of their|
interests. The output should be in the following format: Personalized

headline for User1: “[Generated headline]” ... )
.

Prompt: Contrastive 2-shot without history

e

System Instructions

Your task is to generate personalized news article headline for news
articles. The headline should be concise, accurate, and engaging. Do not
provide any explanations or reasons for the headline.

Input Examples
[News Article Content] h

Personalized Headline for User1: [Headline given by User1]
Personalized Headline for User2: [Headline given by User2]
[News Article Content]

Personalized Headline for User1: [Headline given by User1]
L Personalized Headline for User2: [Headline given by User2]

Task
[News Article Content]

Generate Personalized Headline for above news article for both User1 and
User2. The output should be in the following format: Personalized headline

L for User1: “{Generated headline]” ... )
\

Prompt: Contrastive 2-shot with history

System Instructions

Your task is to generate personalized news article headline for news
articles. The headline should be concise, accurate, and engaging. Do not
provide any explanations or reasons for the headline.

User Click History

List of Headlines of Articles Clicked by User1:
Headline1, Headline2, Headline3, Headline4, ...

List of Headlines of Articles Clicked by User2:
L Headline1, Headline2, Headline3, Headline4, ...

Input Examples

[News Article Content]
Personalized Headline for User1: [Headline given by User1]
Personalized Headline for User2: [Headline given by User2]

[News Article Content]
Personalized Headline for User1: [Headline given by User1]
Personalized Headline for User2: [Headline given by User2]

Task ~
[News Article Content]

Generate a personalized headline for the above news article for both User1

and User2, taking into account the user's click history as an indicator of their|

interests. The output should be in the following format: Personalized
headline for User1: “[Generated headline]” ...

- J

g J

-

( )

J

Figure 4: Prompt Templates within the iCOPERNICUS framework: Prompts on the left probe whether models
utilize richer reader profiles; prompts on the right probe whether models utilize contrastive information for real

personalization.
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Evaluation Metric Correlation Survey

You are supposed to rate the sentence pair based on similarity.
The meaning of each score is given below.

Your Name (optional)

Your gender:

QO Male Q Female Q Transgender O Prefer not to say

Your occupation:

O Undergrad student O Grad student QO Teacher O Corporate Professional O Other

Sentence 1. mt washington sidewalk raise safety concern approach fourth july

Sentence 2: sidewalk uncertainty pittsburgh people taking street

O 10 20 30 40 50 6

Sentence 1: fourth july celebration mt washington pittsburgh marred closed sidewalk safety concern

Sentence 2: fourth july celebration pittsburgh concern sidewalk closure safety

O 1020 30 40 50 6

Sentence 1. city pittsburgh close section mount washington sidewalk ahead fourth july

Sentence 2. pittsburgh mt washington sidewalk closed july th holiday

O 102030 40 50 56

Sentence 1: concern raised mt washington sidewalk closed firework

Sentence 2: fourth july firework crowd concerned safety mt washington sidewalk

O10203040150 5

Sentence 1. pittsburgh resident warned dangerous sidewalk mt washington fourth july celebration

Sentence 2: concern mt washington fourth july sidewalk closed crumbling

O10 2030 40 50 6

Figure 5: Website portal designed for conducting survey for collecting human judgements on the similarity between
user references and model generated summaries for C%%QVG prompts.



PX-1 ‘

Your task is to generate personalized news article headline for news articles. The headline should be concise, accurate, ...
Examples of Headlines written by the user:

### News Article:
Keeping your home clean as a pin is easier than you think if you know how often you should replace your cleaning supplies ...

Personalized Headline for User: "Yes you need to replace your cleaning supplies, here's when"

### News Article:
WASHINGTON, D.C. With torrential rains in the forecast, the National Weather Service has issued a flash flood watch on ...

Personalized Headline for User: "DMV July 4 Flash Flood Watch "

### News Article:

NASA has cleared the final hurdle in testing its Orion spacecraft with the completion of the Ascent Abort-2 (AA-2) flight test.
The success marks an important milestone for the crew capsule that will put humans back on the moon, demonstrating its ...

Generate a personalized headline for the above news article for the user, taking into account the user's click history as an
indicator of their interests. ...

Llama 2 13B Chat [ Mistral 7B Instruct v0.2 ]

Personalized Headline for User: "NASA’s Orion Faces Flash
Flood"

Personalized Headline for User: "NASA's Orion Spacecraft
Completes Successful Emergency Abort Test"

S

J

Figure 6: Illustration of PX-1 (effect of personalized examples): The left column shows the output of Llama 2
13B Chat, which hallucinates generating irrelevant information (marked in red) due to the distraction caused by the
examples; the right column shows the output of Mistral 7B Instruct v0.2, which generates the expected response
(marked in green).

PX-2 |
- N

Your task is to generate personalized news article headline for news articles. The headline should be concise, accurate, ...

List of Headlines of Articles Clicked by User1:
"Bulls' reported interest in Darius Garland could be a smoke screen", "Tracy Morgan Crashes While Driving Bugatti In Hell's
Kitchen" ...

Examples of Headlines written by the user:

### News Article:
Nike on Thursday reaffirmed its commitment to build its third U.S. manufacturing plant on the west side of metro Phoenix ...

Personalized Headline for User: "After Nike's controversial shoe design, Doug Ducey bid welcome to Nike's plans for
goodyear plant in Arizona"

### News Article:
Golden State Warriors head coach Steve Kerr took some time out from preparing his team for Game 2 of the NBA Finals ...

Personalized Headline for User: "Warriors coach Steve Kerr conveys his political messages by wearing a T-shirt featured the
message "Vote for our Lives™

### News Article:
The Right Stuff, a new television series adapted from Tom Wolfe's iconic account of the early days of the U.S. space
program, will start filming this fall on the Space Coast. Leonardo DiCaprio will be one of the executive producers ...

Generate a personalized headline for the above news article for the user, taking into account the user's click history as an
indicator of their interests. ...

Stable Beluga 7B ( Mistral 7B Instruct v0.2 ]

Personalized Headline for User: "Steve Kerr Wears "Vote for Our
Lives" Shirt before Game 2 of NBA Finals"

Personalized Headline for User: ""The Right Stuff': David Nutter to
direct, executive produce National Geographic's new series"

- J

Figure 7: Illustration of PX-2 (effect of personalized headline click history): The left column shows the output
of Stable Beluga 7B, which hallucinates incorrect information (marked in red) due to the inability to reinforce
historical interest on TV-series with the current interest (i.e., query concepts); the right column shows the output of
Mistral 7B Instruct v0.2, which generates the expected response (marked in green).
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PX-3

e 1 J
s
Your task is to generate personalized news article headline for news articles. The headline should be concise, accurate, ...
List of Headlines of Articles Clicked by User1:
'Report: TE Michael Roberts fails 2nd physical, waived by Packers', 'Yonkers Fire Displaces Residents From 10 ...
List of Headlines of Articles Clicked by User2:
'Hip-hop is hot in Chicago this week', 'Heat complete Jimmy Butler acquisition, retaining Dragic, Olynyk, Jones, ...
### News Article:
'Arnold Schwarzenegger is probably the one actor least likely to be mistaken for someone else. If you don't recognize the
bodybuilder and California governor with his thick, Austrian accent at this point, then you haven't paid attention to pop ....
Generate a personalized headline for the above news article for the user, taking into account the user's click history as an
indicator of their interests. ...
-
Stable Beluga 13B [ Orca213B ]
Personalized Headline for User1: "Arnold Schwarzenegger fools fans Personalized Headline for User1: "Schwarzenegger Pranks Car
with gas car video" Buyers in New Ad for Electric Cars"
Personalized Headline for User2: "Hip-hop is not hot in Chicago, but Personalized Headline for User2: "Arnold Schwarzenegger Goes
Jimmy Butler is" Undercover as Car Salesman to Promote Electric Vehicles"

-

J

Figure 8: Illustration of PX-3 (effect of contrastive personalized click history): The left column shows the output
of Stable Beluga 13B, which hallucinates inaccurate information (marked in red) due to the distraction caused by
the list of articles clicked by two users. The right column shows the output of Orca 2 13B, which generates the
expected response (marked in green).

N

PX-4
4 L
4
Your task is to generate personalized news article headline for news articles. The headline should be concise, accurate, ...
Examples of Headlines written by the users (User1 & User2):
### News Article:
'The Valley is seeing a shocking spike in mosquitoes testing positive for West Nile. "l don't recall, in recent years, us having
such a large number of infected mosquitoes," said Johnny Dilone, with Maricopa County Environmental Services. ...
Personalized Headline for User1: "West Nile infected mosquitos in the Valley"
Personalized Headline for User2: "New West Nile Virus found in Mosquitoes"
### News Article:
'Adobe shares rose more than 4% on Wednesday morning during pre-market trading after reporting better-than-expected
revenue and earnings per share....
Personalized Headline for User1: "Adobe shares growing rapidly"
Personalized Headline for User2: " Adore shares exceeded expectations"
### News Article:
"The Powerball jackpot continues to inch upward, sitting at $108 million for the winning ticket on Saturday, June 22. The
one-time cash payout for tonight's Powerball drawing will be $70.4 million...."
Generate a personalized headline for the above news article for the user, taking into account the user's click history as an
indicator of their interests. The headline should be presented in a single line ...
-
Mistral 7B Instruct v0.1 [ Orca27B J

Personalized Headline for User1: " Adobe shares grow up" Personalized Headline for User1: " Powerball jackpot reaches

Personalized Headline for User2: "The Powerball jackpot is $108 million "

increasing" Personalized Headline for User2: " Winning Powerball numbers

for June 22"

J

Figure 9: Illustration of PX-4 (effect of contrastive personalized examples): The left column shows the output of
Mistral 7B Instruct v0.1, which hallucinates inconsistent information (marked in red) due to the distraction resulting
from the unintended reinforcement of common concepts (adobe, share, grow) in both the contrastive personalized
headline examples provided by different users that overflows to the response of the query document; the right
column shows the output of Orca 2 7B, which generates the expected response (marked in green) and does not
suffer from any such overflow.
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PX-5

Your task is to generate personalized news article headline for news articles. The headline should be concise, accurate, ...

List of Headlines of Articles Clicked by User1:
"Nike faces backlash after pulling '‘Betsy Ross Flag' sneakers", "Costco is selling a giant donut covered in pink icing..."

List of Headlines of Articles Clicked by User2:
"These are the 5 most popular dog breeds in the U.S.', 'Florida Gov. Ron DeSantis signs sanctuary city ban into law"..."

Examples of Headlines written by the users (User1 & User2):

### News Article:
'Channel checks conducted during the second quarter uncovered a partnership between Aaron's, Inc.....

Personalized Headline for User1: "What Aaron has to say"
Personalized Headline for User2: "Partnership between Aaron's Inc. and Wayfair Inc. could increase EPS by 4-27%"

### News Article:
'WOODLAND HILLS (CBSLA) The two dogs that broke and stole hearts during a harrowing pursuit of a stolen....

Personalized Headline for User1: "Two dogs caught in wild motor home chase have a happy ending"
Personalized Headline for User2: " Two dogs escape bloody turmoil and get a happy ending with new owners"

### News Article:
"See which actresses have also worked behind the camera. For decades, the most well-known and lauded directors in
Hollywood have tended to be men. For reference, only one woman has ever won the Academy Award for best director....

Generate a personalized headline for the above news article for the user, taking into account the user's click history as an
indicator of their interests. ...

( Stable Beluga 7B ] ( Orca 2 7B ]

Personalized Headline for User1: "Angelina Jolie and Greta
Gerwig join the ranks of actresses-turned-directors in film
industry"

Personalized Headline for User2: "Elizabeth Banks and Olivia
Wilde transition from acting to directing in the movie business"

. J

Personalized Headline for User1: "Woman with 2 dogs in stolen
motor home leads police on wild pursuit"

Personalized Headline for User2: "Olivia Wilde makes directing
dream come true"

Figure 10: Iustration of PX-5 (effect of contrastive personalized examples with click history): The left column
shows the output of Stable Beluga 7B, which hallucinates irrelevant information (marked in red) due to the distraction
caused by the cross-association of concepts in the click history of user-1 with that of user-2; the right column shows
the output of Orca 2 7B, which generates the expected response (marked in green).
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