
Proceedings of the 2024 Conference on Empirical Methods in Natural Language Processing, pages 15020–15037
November 12-16, 2024 ©2024 Association for Computational Linguistics

HalluMeasure: Fine-grained Hallucination Measurement Using
Chain-of-Thought Reasoning

Shayan A. Akbar*, Md Mosharaf Hossain∗, Tess Wood∗, Si-Chi Chin, Erica Salinas,
Victor Alvarez, Erwin Cornejo

Customer Experience and Business Trends, Amazon.com
{shayaakb, hosmdmos, tesswoo, sichi, erislin,

miranvi, eccornej}@amazon.com

Abstract

Automating the measurement of hallucinations
in LLM-generated responses is a challenging
task as it requires careful investigation of each
factual claim in a response. In this paper, we in-
troduce HalluMeasure, a new LLM-based hallu-
cination detection mechanism that decomposes
an LLM response into atomic claims, and evalu-
ates each atomic claim against the provided ref-
erence context. The model uses a step-by-step
Chain-of-Thought reasoning process and can
identify 3 major categories of hallucinations
(e.g., contradiction) as well as 10 more specific
subtypes (e.g., overgeneralization) which help
to identify reasons behind the hallucination er-
rors. Specifically, we explore four different con-
figurations for HalluMeasure’s classifier: with
and without CoT prompting, and using a single
classifier call to classify all claims versus sepa-
rate calls for each claim. The best-performing
configuration (with CoT and separate calls for
each claim) demonstrates significant improve-
ments in detecting hallucinations, achieving
a 10-point increase in F1 score on our Tech-
NewsSumm dataset, and a 3-point increase in
AUC ROC on the SummEval dataset, compared
to three baseline models (RefChecker, Align-
Score, and Vectara HHEM). We further show
reasonable accuracy on detecting 10 novel error
subtypes of hallucinations (where even humans
struggle in classification) derived from linguis-
tic analysis of the errors made by the LLMs.

1 Introduction

Hallucinations in Large Language Models (LLMs)
are inevitable (Xu et al., 2024) and can cause signif-
icant harm. For instance, non-existent legal cases
generated by an LLM in court papers submitted by
a law firm resulted in sanctions by a judge (CNBC,
2023). Wrongly claiming the Webb Space Tele-
scope was the first to photograph an exoplanet dur-
ing an LLM-based product demo led to a 7.7% drop

*These authors contributed equally to this work.

in a company’s stock value, wiping out $100 billion
in market capitalization (Reuters, 2023). Moreover,
misleading information about bereavement travel
policy generated by an airline chatbot led to a court
order for partial refund to a passenger (Technica,
2024). Consequently, detecting and measuring hal-
lucinations in LLMs has become a crucial research
area in recent years to prevent their potential harm-
ful effects.

We measure hallucinations in LLM responses by
comparing the claims made in a response against a
reference context document. Since manually anno-
tating LLM responses against such context docu-
ments is time-consuming and expensive, there is a
need to develop automatic approaches to measure
hallucination at scale. In recent years, several stud-
ies (Zha et al., 2023; Hu et al., 2023; Vectara, 2023;
Min et al., 2023; Huang et al., 2023) have proposed
solutions to automate measurement of hallucina-
tions in LLM responses. These solutions involve
classifying pairs of context and LLM response texts
into hallucination vs. non-hallucination classes us-
ing machine learning models.

We highlight key differences between prior solu-
tions and our HalluMeasure method below:

• LLM-based classification approach: Un-
like some of the prior works that use tradi-
tional machine learning models and BERT-
based classifiers (Zha et al., 2023; Vectara,
2023), we use LLMs with prompt engineering
for hallucination detection and measurement,
achieving better performance.

• Claim-level classification: Many studies
(Zha et al., 2023; Vectara, 2023) propose solu-
tions measuring hallucinations at the response
level, some (Kryscinski et al., 2020; Laban
et al., 2021) segment responses into sentences,
and a few (Min et al., 2023; Chern et al., 2023)
operate at the claim level. We employ claim-
level classification, enabling fine-grained mea-
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Figure 1: HalluMeasure Overview. The LLM response goes through claim extraction model to produce a list of
claims which are classified using a claim classification model. Finally scores are aggregated and returned to the user.

Figure 2: HalluMeasure assigns each claim a thought for hallucination labeling, then a label from 5 labels (supported,
partially supported, absent, contradicted, unsupported, unevaluatable). Each claim also gets a thought for error type
classification, then an error type label from 10 labels (see Table 2).

surement. When hallucinated information ex-
ists within lengthy LLM responses, evaluating
individual extracted claims improves halluci-
nation detection accuracy.

• Chain-of-Thought Prompting: We leverage
few-shot Chain-of-Thought (CoT) prompting
(Wei et al., 2022) to teach reasoning abilities
to our claim classifier model, enabling it to
accurately classify claims through exemplar
demonstrations. This enhances claim classi-
fication accuracy over prior works that use
simple few-shot prompting (Hu et al., 2023).

• Single classification call for list of claims:
Previous studies processed claims individu-
ally (Hu et al., 2023). However, we lever-

age batch prompting (Cheng et al., 2023) and
demonstrate an LLM-based classifier that clas-
sifies multiple claims extracted from the same
response simultaneously with reasonable ac-
curacy. This approach reduces LLM calls,
associated latency, and costs, enabling more
scalable hallucination detection while main-
taining reasonable performance.

• Fine-grained error types: Previous works of-
ten classify results into binary or NLI (ternary)
classes. Our study demonstrates the value
of granular hallucination error types (Section
3.2). By providing deeper insights into the
type of hallucinations produced, HalluMea-
sure enables more targeted solutions to en-
hance LLM reliability.
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LLM-in-test response Atomic claims

Samsung’s Gear Blink could have a projected
keyboard that allows you to type in the air.
Ralph Lauren’s Polo Tech Shirt uses bio-
sensing fabrics to monitor physical activity.
Hush earplugs filter out unwelcome sounds
while allowing phone calls and alarms to in-
trude.

1. Samsung has a product called Gear Blink.
2. Gear Blink could have a projected keyboard.
3. Gear Blink’s projected keyboard would allow typing in air.
4. Ralph Lauren has a product called Polo Tech Shirt.
5. Polo Tech Shirt uses bio-sensing fabrics.
6. Polo Tech Shirt bio-sensing fabrics monitor physical activity.
7. There is a product called Hush earplugs.
8. Hush earplugs filter out unwelcome sounds.
9. Hush earplugs allow phone calls to be heard.
10. Hush earplugs allow alarms to be heard.

Table 1: An example summary text of a news article & extracted atomic claims by our claim extractor.

Our HalluMeasure method works by first decom-
posing the LLM response into a set of claims using
a claim extraction model. Then, we classify the
claims into 5 key classes (e.g., supported, absent,
contradiction, partially supported, and unevaluat-
able) by comparing them against the contexts us-
ing our claim classification model. Additionally,
we classify the claims into 10 novel distinct error
types (e.g., entity, temporal, over-generalization,
etc.) that provide a fine-grained analysis of hallu-
cination errors. Finally, we produce an aggregated
hallucination score by measuring the rate of un-
supported claims (i.e., those assigned classes other
than supported), and calculate the distribution of
fine-grained error types. This distribution provides
LLM builders with valuable insights into the nature
of errors their LLM is making, facilitating targeted
improvements. Figure 1 illustrates the main com-
ponents and process behind HalluMeasure.

Our results demonstrate that HalluMeasure out-
performs existing solutions in terms of F1 score
and AUC ROC metric on two datasets: TechNews-
Summ (our own curated dataset) and a popular
public benchmark dataset SummEval (Fabbri et al.,
2021). We attribute HalluMeasure’s superior per-
formance to (1) our improved prompting strategy
that utilizes Chain-of-Thought (CoT) reasoning,
and (2) our claim-level classification approach that
measures hallucination based on fine-grained infor-
mation present in the response text.

We attempt to answer the following 6 key re-
search questions as part of this study:

• RQ1: How effectively can HalluMeasure ex-
tract claims from LLM responses?

• RQ2: How does HalluMeasure method com-
pare against state-of-the-art methods?

• RQ3: Is a single call to classify all claims
effective for hallucination classification?

• RQ4: Can HalluMeasure effectively detect
fine-grained hallucination error types?

• RQ5: Does the use of CoT prompting
improve hallucination measurement perfor-
mance?

• RQ6: How effectively can HalluMeasure’s
method generalize to different underlying
LLMs for hallucination classification?

Our key contributions are (1) a novel HalluMea-
sure method that automatically measures hallucina-
tions using fine-grained analysis of LLM responses
using Chain-of-Thought reasoning, (2) experimen-
tal results of our HalluMeasure method that outper-
forms existing solutions (RefChecker, AlignScore,
and Vectara HHEM), and (3) a novel TechNews-
Summ dataset containing fine-grained claim level
labels for news summarization task with tech news
articles taken from CNN/DailyMail dataset.

2 Related Work

Hallucination is a topic of growing research inter-
est, and a range of prior studies have addressed
its identification and measurement. Several sur-
vey papers provide a useful overview and analysis
(Huang et al., 2023; Wang et al., 2024; Rawte et al.,
2023). A number of works provide either a hallu-
cination measurement dataset (Li et al., 2023; Lin
et al., 2022; Tam et al., 2023), an automatic evalu-
ation metric (Zha et al., 2023; Chern et al., 2023;
Min et al., 2023; Manakul et al., 2023; Mündler
et al., 2024; Gekhman et al., 2023; Kryściński et al.,
2019) or a meta-evaluation (i.e., evaluation of dif-
ferent hallucination metric performances) (Hon-
ovich et al., 2022; Gabriel et al., 2021). Many
of the use cases addressed focus on summariza-
tion (e.g., news summarization or headline gen-
eration) and use popular news datasets for test-
ing (CNN/DailyMail news articles corpus (See
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et al., 2017), or XSUM news headline dataset
(Narayan et al., 2018)). Another popular use case
is Wikipedia-style biography generation (e.g., as in
WikiBio dataset (Lebret et al., 2016)). Previous ap-
proaches to measurement include using pretrained
or finetuned models or NLI- and Question-Answer-
Generation (QAG)-based metrics. More recent
studies employ LLMs to classify responses. Most
of these (Zha et al., 2023; Vectara, 2023) classify at
the response level while a smaller number classify
at the sentence (Kryscinski et al., 2020; Laban et al.,
2021) or fine-grained claim level (Min et al., 2023;
Chern et al., 2023). Further, they differ in whether
they use a binary hallucination/non-hallucination
classification, ternary NLI classes (Chern et al.,
2023; Min et al., 2023), or perform fine-grained
multi-class classification to divide hallucination
into different error types (e.g., negation error, num-
ber swap, or entity swap, etc.) (Rawte et al., 2023).
A number of different taxonomies of hallucina-
tion error types have been proposed (Tang et al.,
2023; Zhu et al., 2023; Tang et al., 2024). We
build on these earlier approaches by combining
claim-level analysis with fine-grained error types
(distinguished based on their impact and potential
causes or mitigations), and by using current LLMs
with few-shot learning and CoT prompting to pro-
duce strong results in measuring hallucinations at
both the claim and response levels.

3 Method

In this section we present methodology for Hal-
luMeasure. We use a claim-level hallucination mea-
surement approach inspired by Chern et al. (2023),
Hu et al. (2023), and Min et al. (2023). We decom-
pose LLM responses into smaller units (‘claims’)
for more precise measurement using our claim ex-
traction model based on Claude 2.1. Then, we
classify claims and assign high-level labels, further
identifying 10 more specific types of hallucination
errors for unsupported claims using CoT reasoning
with Claude 3 Sonnet (See Table 9).

HalluMeasure calculates the percentage of hal-
lucinations at both the claim and response level,
and provides the distribution of hallucination types
identified. Below, we discuss specific compo-
nents of our hallucination measurement method
that takes in context and response pairs as input
and produces hallucination scores as output. Fig-
ure 1 shows the HalluMeasure process.

3.1 Extracting Claims from LLM Responses

As noted above, our approach decomposes an LLM
response into a set of claims. An intuitive definition
of claim is ‘the smallest unit of information that
can be evaluated against a context’; in the prototyp-
ical case, this consists of a single predicate with a
subject and (optionally) an object. Several recent
works on hallucination and factuality decompose
sentences into claims for evaluation; however, as
noted by Wanner et al. (2024), the method of de-
composition affects the number of claims extracted
from a given model response, and therefore impacts
hallucination metrics. In general, higher atomic-
ity of claims allows for more precise measurement
and localization of hallucinations. Table 1 shows
an example response with the claims extracted by
our claim extractor.

We develop a claim extraction model which,
given an LLM response, decomposes that response
into claims to be evaluated. We prompt the claim
extraction model using a small set of demo example
responses with manually extracted claims, which
have been judged to be both atomic and compre-
hensive (i.e., the claims list covers all significant
information from the response text). Note that un-
like some existing approaches (Min et al., 2023),
we don’t use sentences in responses to decompose
into claims. Rather, we directly extract the list of
claims from the full response text since a single
claim may incorporate information from more than
one sentence (e.g. entity resolution, reasoning).

We utilize the Amazon Bedrock hosted Claude
2.1 model (with temperature=0.8 and top_p=0.9)
(Amazon Web Services) to develop our claim ex-
tractor. The process involves developing a prompt
that enables the model to learn how to extract
claims from an LLM response. The prompt struc-
ture begins with an initial instruction, followed by
a set of rules outlining the task requirements. It
also includes a selection of example texts accom-
panied by their manually extracted claims. Finally,
the prompt ends with the target response (i.e., LLM
response under evaluation) from which the model
needs to extract the relevant claims. By provid-
ing this comprehensive prompt, we aim to effec-
tively teach (without updating weights) Claude to
accurately extract claims from any given response.
Once Claude returns the claims as a text string,
we convert it into a Python list to store as a list of
claims associated with the response. Figure 3 in the
appendix provides the prompt for claim extraction.
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Number A claim has a different number than the original context (e.g. 20% vs. 0.7%). Any
number, including year, dimensions, ages, etc.

Entity A claim includes swapped, incorrectly specified, or inserted noun phrases (e.g. one
named entity used in a context where another word is expected).

False Concatenation A claim incorrectly combines information about multiple entities or events.

Attribution Failure A claim lacks proper attribution, either crediting the wrong source or presenting informa-
tion as fact without citation.

Overgeneralization A claim is based on accurate contextual information but is too broad or too general to be
supported by the context.

Reasoning Error A claim is based on accurate contextual information but contains a reasoning error or
makes an unsupported conclusion.

Hyperbole A claim is based on accurate information but exaggerated or overstated.

Temporal A claim does not accurately incorporate tense, modality (e.g. might vs. will), or time
reference in relation to the context.

Context-based meaning error A claim includes incorrect interpretation of idiomatic language, homonyms, or words
with multiple meanings, therefore failing to capture the intended meaning.

Other All other types of errors are captured in this category. This includes too-far inferences,
circumstantial errors, or incoherent sentences or paragraphs.

Table 2: Specific subtypes of hallucinations.

3.2 Classifying Claims into Hallucination
Labels

When comparing claims against a reference con-
text, our primary distinction is between claims that
are supported vs. unsupported by the context. A
claim is supported if, under normal circumstances,
a reader would believe the claim to be true given
the context. We divide unsupported claims into
three main types: 1. Contradicted claims: the
context contains information which is explicitly
inconsistent with the claim (‘intrinsic hallucina-
tion’). 2. Absent claims: there is no evidence in
the context to support or refute the claim (‘extrin-
sic hallucination’), and 3. Partially Supported
claims: the claim is almost fully supported by the
context but has a minor error. We note that the cat-
egories Supported, Contradicted, and Absent are
similar to Entailed, Contradicted, and Neutral in
NLI terminology. However, the NLI labels may im-
ply a continuum from entailment to contradiction,
in which neutral appears to be a lesser error - yet
many of the most stereotypical and most problem-
atic examples of hallucination are those in which a
model adds completely new, unsupported content
in its output. At the same time, we recognize that
there are in fact degrees of severity of errors, and
we therefore distinguish a class of Partially Sup-
ported claims. Distinguishing these claims which
are unsupported in subtle ways allows us to both
quantify the presence of hallucination errors, and,
at least at a basic level, distinguish their severity.

Identifying Partially Supported claims is unique to
our approach. Examples include: missing/incorrect
attribution, number/conjunction misinterpretation,
and mild hyperbole. For example, if the context
states, "According to the company, their revenue
increased" then the claim "The company’s revenue
increased" would be Partially Supported. In addi-
tion to the above claim types, we have an Uneval-
uatable class label for claims that do not fall into
any of the high-level types (e.g., questions).

Within unsupported claims, we identify specific
subtypes of hallucinations in order to understand
and compare hallucinations from specific models
in more detail, and to potentially apply such in-
formation to strategies for reducing or mitigating
LLM hallucinations. We currently distinguish 10
subtypes (see Table 2), though we will continue to
refine our categorization based on emerging data as
part of our future work. Subtypes of hallucination
are exemplified in Table 9 in the appendix.

Unlike the traditional BERT-based approaches
in some recent studies (Zha et al., 2023; Vec-
tara, 2023), we leverage in-context prompting
and develop the claim classifier with the Amazon
Bedrock-hosted Claude 3 Sonnet model (with tem-
perature ≈ 0.1 for reproducibility). Notably, our
classifier not only detects the main hallucination
labels but also identifies specific subtypes (as elab-
orated in Table 9), and provides an explanation for
the claim label. To analyze the effectiveness of
our approach, we have developed four prompting
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Prompting LLM with CoT Prompting LLM without CoT

Step 1: Read and fully understand the claim. It is a short,
standalone sentence containing a single piece of information
related to the source text.

Step 1: Read and fully understand the claim.
It is a short, standalone sentence containing
a single piece of information related to the
source text.

Step 2: Thoroughly analyze how the claim relates to the infor-
mation in the source text. Then, write your reasoning in 1-3
sentences to determine the most appropriate label to describe the
claim’s truthfulness based on the source text.

Step 2: Write the most appropriate label for
the claim based on the source text.

Step 3: Write the label for the claim based on your reasoning in
Step 2.

Step 3: If the label in Step 2 is ’contra-
dicted’, ’absent’, or ’partially supported’,
then write the specific error type (i.e., subla-
bel) for the claim.

Step 4: If the label in Step 3 is ’contradicted’, ’absent’, or
’partially supported’, then thoroughly analyze the specific errors
(i.e., sublabels) present in the claim based on provided source
text. Then, provide your reasoning in 1-3 sentences to determine
the error. However, if the label in Step 3 is ’supported’, simply
write ’None - claim is supported’, and set the sublabel to ’None’.

Step 5: Write sublabel based on your reasoning in Step 4.

Table 3: Instruction steps for prompting LLM with and without CoT.

strategies to investigate two key aspects: 1) the po-
tential benefits of incorporating Chain-of-Thought
(CoT) reasoning (Wei et al., 2022), and 2) whether
evaluating claims individually (requiring multiple
Claude API calls) offers advantages over evaluat-
ing all claims together (requiring a single API call).
We provide the four prompt setups below.

(1) With and (2) Without CoT Reasoning. We
check if asking the model to think and analyze be-
fore deciding the labels and specific error subtypes
(i.e., sublabels) is beneficial. By following Wei
et al. (2022), we develop a 5 step CoT prompt, in-
cluding steps to thoroughly examine each claim’s
faithfulness to the reference context, and writing
down the reasoning behind the thoughts. Simi-
lar to other reasoning tasks where CoT is useful
(Wei et al., 2022) like mathematical and common-
sense reasoning, we hypothesize that these written
thoughts provide insights into the model’s reason-
ing process prior to selecting the final hallucination
label for each claim. Table 3 shows the steps for
with and without CoT prompting strategies. See
Figures 5 and 4 for prompt templates. Figure 2
shows CoT model output with Thoughts generated
for hallucination label and error type sublabels.

(3) One-claim-eval and (4) All-claims-eval. We
check if evaluating each claim separately is better
than evaluating all claims together. The first ap-
proach evaluates each claim independently against
the context by making multiple API calls to Claude

(depending on the number of claims in a response).
The second approach includes all the claims in the
same prompt and makes a single API call to Claude.
We refer to the former as one-claim-eval and the lat-
ter as all-claims-eval. While all-claims-eval is bet-
ter for reducing latency, one-claim-eval performs
better as it allows the model to focus on only one
claim at the time of evaluation. See Figures 6 and
7 for prompt templates.

3.3 Aggregating Scores for Hallucination
Measurement

After classifying claims, each claim has a label
(out of 5 labels) and an error type (out of 10 types)
assigned to it. Now, we assign a score for hallucina-
tion and for each error type by aggregating across
all claims in the responses in the dataset. We pro-
duce two scores: 1) Response hallucination rate,
calculated by dividing the number of unsupported
claims (combining different error types) by the to-
tal number of claims for the response. 2) Error type
distribution, calculated by scoring subtype or class
errors separately.

4 Experiments and Results

4.1 Dataset

We present the datasets used to evaluate our Hal-
luMeasure approach and compare with existing
models. We create the first dataset, TechNews-
Summ, by sampling 30 tech news articles from the
CNN/Dailymail dataset, collecting summaries (20
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Response-level Claim-level

Precision Recall F1 Precision Recall F1

Vectara HHEM 0.75 0.15 0.25 - - -
AlignScore 0.57 0.20 0.30 - - -
RefChecker (AlignScore Checker) 0.68 0.75 0.71 - - -
RefChecker (NLI Checker) 0.75 0.75 0.75 - - -
RefChecker (Claude Checker) 0.79 0.75 0.77 - - -

W/o CoT + all-claims-eval (ours) 0.73 0.80 0.76 0.72 0.59 0.65
W/ CoT + all-claims-eval (ours) 0.85 0.85 0.85 0.73 0.67 0.70

W/o CoT + one-claim-eval (ours) 0.83 0.75 0.79 0.86 0.56 0.68
W/ CoT + one-claim-eval (ours) 0.89 0.85 0.87 0.87 0.66 0.75

Table 4: Results on TechNewsSumm Dataset: Response- and claim-level evaluation metrics for the unsupported
label obtained with the existing methods and the four settings of our approach. For a fair comparison, we convert
our four main labels into binary labels (i.e., supported and unsupported).

API Call Time #Prompt Tokens (K) #Output Tokens (K)
W/o CoT + all-claims-eval 9.45 6.27 0.51
W/o CoT + one-claim-eval 42.24 81.51 0.52

W/ CoT + all-claims-eval 40.21 10.14 1.27
W/ CoT + one-claim-eval 77.17 133.10 1.58

Table 5: Latency and Token Stats on TechNewsSumm Experiments: Claude API call duration and Input/Output
tokens for HalluMeasure’s Claim Classifier. Duration in seconds, token counts in thousands (K). For one-claim-eval
setups, prompt and output tokens from all API calls for a single response are summed.

from the Cohere Command model and 10 human-
written), extracting atomic claims (400 claims)
from the summaries using our claim extractor (Sec-
tion 2), and manually evaluating the claims against
the reference context to identify three main types
and 10 specific types (i.e., subtypes) of hallucina-
tions (Table 9). We observe moderate agreement be-
tween the annotators in main labels (Kappa: 0.44)
and subtypes annotations (Kappa: 0.45). Our sec-
ond dataset is the SummEval dataset (Fabbri et al.,
2021) with 1600 annotated samples (hallucination
vs. non-hallucination) at the response level from
the TRUE benchmark (Honovich et al., 2022).

4.2 Baselines

We compare HalluMeasure with three state-of-the-
art hallucination measurement approaches: Vec-
tara HHEM (Vectara, 2023) outputs a factual con-
sistency score (0-1) using a finetuned cross-encoder
model. We use 1 - factual consistency score as
hallucination score and threshold at 0.5 for label as-
signment. AlignScore (Zha et al., 2023) classifies
claims against contexts into aligned/not-aligned
classes using a RoBERTa model trained on 7 NLP
tasks. We use 1 - aligned class score as halluci-
nation score and threshold at 0.5. RefChecker
(Hu et al., 2023) splits responses into claim-triplets
and checks them against references using a claim

checker (GPT4, Claude2, NLI, or AlignScore). It
produces hallucination scores based on strict (any
contradicted claim means the response is labeled
as hallucination), soft (ratio of contradicted and
neutral claims), or majority voting criteria. We use
the soft criteria for hallucination score and strict
for label assignment.

4.3 Hallucination Measurement Experiments
We provide experimental results for these four hal-
lucination measurement approaches (HalluMea-
sure, RefChecker, AlignScore, and Vectara
HHEM). Tables 4 and 6 present evaluation results
on binary classification and error subtype classifi-
cation on our own curated TechNewsSumm dataset.
Table 7 shows results on the SummEval dataset.

Through our experiments, we attempt to answer
our research questions (RQs) below:

RQ1: How effectively can HalluMeasure ex-
tract claims from LLM responses?

We validate our claim extractor’s accuracy by
evaluating its performance on 25 tech news arti-
cles from the CNN/DailyMail dataset. We gener-
ate summaries using Cohere’s Command model
and extract claims from these summaries. Four
researchers manually annotated the claims; each
claim was annotated by two annotators, with dis-
agreements adjudicated. The rate of claims with
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#Adj. #Pred. Precision Recall F1

Number 1 0 0.00 0.00 0.00
Entity 3 9 0.11 0.50 0.18
False Concatenation 6 1 0.00 0.00 0.00
Attribution Failure 1 0 0.00 0.00 0.00
Overgeneralization 6 13 0.15 0.50 0.24
Reasoning Error 10 7 0.14 0.17 0.15
Hyperbole 3 2 1.00 1.00 1.00
Temporal 3 4 0.50 1.00 0.67
Context-based meaning 6 0 0.00 0.00 0.00
Other 48 28 0.93 0.58 0.71

Macro-average 0.32 0.47 0.33
Weighted-average 0.71 0.52 0.58

Table 6: Error Subtypes Classification Performance on TechNewsSumm Dataset: Evaluation results on the specific
subtypes of hallucinations obtained with our best setup of HalluMeasure model (i.e., W/ CoT + one-claim-eval).
#Adj. denotes the count of adjudicated subtypes, and #Pred. denotes the count of predicted subtypes.

disagreements is 6.5% (12/185). The adjusted
Cohen’s kappa (PABAK) score of 0.87 indicates
strong annotator agreement. Using the adjudicated
claims as ground truth, the claim extractor’s pre-
cision is 0.96. Since there is no definitive gold
set of claims, we compute a revised recall metric
as correctly extracted claims / (correctly extracted
claims + missing correct claims). The revised recall
and F1-score of 0.97 indicate the claim extractor
accurately extracts claims from responses.

RQ2: How does HalluMeasure method com-
pare against state-of-the-art methods?

We answer this question by comparing our
method with RefChecker, AlignScore, and Vectara
HHEM. Out of these three methods, RefChecker’s
approach is similar to HalluMeasure with a key
distinction that we use CoT few-shot prompting
instead of simple few-shot prompting employed by
RefChecker. The remaining two methods (Align-
Score and Vectara HHEM) are specifically trained
to measure hallucinations using BERT-based mod-
els. While RefChecker performs similarly to
some of our prompting setups (e.g. without CoT),
HHEM and AlignScore achieve lower performance
on our TechNewsSumm dataset. Our best setup
(HalluMeasure W/ CoT + one-claim-eval) outper-
forms existing models by at least 13% F1 score on
TechNewsSumm dataset (See Table 4).

To demonstrate performance on a public bench-
mark dataset, we show experimental results on
the popular SummEval dataset in Table 7. Note
that we report AUC ROC scores on the SummEval
dataset as computed using the TRUE benchmark
software package (Honovich et al., 2022). Our Hal-
luMeasure model achieves an AUC ROC value of
0.80, outperforming the baseline models by 3 to 9

points on 1600 samples of SummEval. The base-
line models’ AUC ROC values are: Vectara HHEM:
0.77, AlignScore: 0.71, RefChecker (Alignscore
checker): 0.75, RefChecker (NLI checker): 0.75,
and RefChecker (Claude 2): 0.74. Our results on
SummEval show that HalluMeasure significantly
outperforms several existing baseline models. So,
results on two datasets show that HalluMeasure
outperforms existing state-of-the-art models.

RQ3: Is a single call to classify all claims effec-
tive for hallucination classification?

We answer this question by comparing the re-
sults for one-claim-eval vs. all-claims-eval from
Table 4. Evaluating one claim at a time is beneficial
over evaluating all claims together based on results
on both response and claim level evaluations (e.g.,
F1: 0.75 vs. 0.70). However, all-claims-eval comes
with benefit of improved latency and cost compared
to one-claim-eval (9.45 secs vs. 42.24 secs for W/o
CoT prompt; 40.21 secs vs. 77.71 secs for W/ CoT
prompt). See Table 5 for details.

RQ4: Can HalluMeasure effectively detect fine-
grained hallucination error types?

While HalluMeasure’s best setup shows excel-
lent overall results, it struggles to accurately clas-
sify the specific error types, with macro-F1 and
weighted-F1 scores of only 0.33 and 0.58, respec-
tively (Table 6). This is likely due to having 10 dif-
ferent error types, with similar classification issues
demonstrated by low human agreement (Kappa:
0.45) as mentioned in Section 4.1. Moreover, some
error types are hard to distinguish and may not in
fact be mutually exclusive, such as reasoning error
vs. context-based meaning, and false concatena-
tion vs. overgeneralization. Improving the accurate
identification of these specific error types remains
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AUC ROC

Vectara HHEM 0.77
AlignScore 0.71
RefChecker (AlignScore Checker) 0.75
RefChecker (NLI Checker) 0.75
RefChecker (Claude Checker) 0.74

HalluMeasure (ours; W/o CoT) 0.78
HalluMeasure (ours; W/ CoT) 0.80

Table 7: Performance Comparison on SummEval Bench-
mark: AUC ROC scores obtained with existing models
and HalluMeasure (W/ CoT and W/o CoT + one-claim-
eval) on the SummEval dataset (Fabbri et al., 2021).

a priority for future work.

RQ5: Does few-shot CoT prompting improve
the hallucination measurement performance?

We answer this question by comparing the per-
formance of our claim classifier model with and
without CoT prompting. Table 4 shows that in
both one-claim-eval and all-claims-eval settings,
CoT prompting improves model performance on
our TechNewsSumm dataset at both response-level
(F1: 0.85 vs. 0.76) and claim-level (0.7 vs. 0.65).
Table 7 also shows that CoT prompting improves
model performance on SummEval public bench-
mark dataset (AUC ROC: 0.78 vs. 0.80).

RQ6: How effectively can HalluMeasure’s
method generalize to different LLMs for hallu-
cination classification?

We present additional results with Cohere’s
Command R+ and Mistral Large models on the
TechNewsSumm dataset in Table 8. We only ex-
periment with the one-claim-eval setup due to read
timeout issues with the all-claims-eval setup; and
we obtain only response-level results due to the ad-
ditional annotation effort required for claim-level
analysis. The results show that, unlike Claude Son-
net 3.0, Command R+ and Mistral Large exhibit
similar results for both with and without CoT ap-
proaches, with F1 scores ranging from 0.77 to 0.79.
However, these scores are significantly lower than
the best results we achieved with Claude Sonnet
(0.87). We also check HalluMeasure’s performance
with these LLMs on the SummEval dataset. Sur-
prisingly, Mistral Large performs slightly better
than Claude, achieving an AUC ROC score of 0.81,
while Command R+ scores 0.73. These results
show that performance may be sensitive to charac-
teristics of the dataset, and proprietary LLMs do
not always out-perform open source models.

Precision Recall F1

Cohere’s Command R+
W/o CoT + one-claim-eval 0.79 0.75 0.77
W/ CoT + one-claim-eval 0.76 0.80 0.78

Mistral large
W/o CoT + one-claim-eval 0.68 0.95 0.79
W/ CoT + one-claim-eval 0.69 0.90 0.78

Table 8: Response-level results from Cohere’s Com-
mand R+ and Mistral Large LLMs on TechNewsSumm.

5 Conclusion

We introduce HalluMeasure, a novel approach to
automatically measure hallucinations in LLM re-
sponses. HalluMeasure decomposes an LLM re-
sponse into set of claims using a claim extraction
model based on Claude with few-shot prompting.
It compares the extracted claims against a con-
text document using a claim classification model
leveraging few-shot Chain-of-Thought prompting
with Claude to enhance classification performance.
An aggregated response-level score is produced
by measuring the rate of unsupported claims and
distribution of specific error types. We demon-
strate the effectiveness of HalluMeasure on: Tech-
NewsSumm (our own curated dataset with detailed
claim-level error labels) and SummEval (a popular
benchmark dataset). Our results demonstrate Hal-
luMeasure’s superior performance over baseline
models, with at least a 10-point F1 score improve-
ment on TechNewsSumm and a 3-point AUC ROC
increase on SummEval. For future work, we plan
to employ dynamic few-shot prompting and use
optimized prompts with fast-inference LLMs.

Limitations

Our study detects 10 hallucination error types, in-
cluding an Other class. We plan to further explore
and refine error categorization for better detection
and to support mitigation. Additionally, we have
focused mainly on hallucination detection in plain
text responses, and have yet to explore detecting
and measuring hallucinations in other formats like
tables and code. While our focus to date has been
on news article benchmarks, we aim to include spe-
cialized domains like medicine, law, and finance.
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A Prompts

We show the following prompts: claim extraction
in Figure 3; claim classification without CoT + all-
claims-eval in Figure 4; with CoT + all-claims-eval
prompt in Figure 5; without CoT + one-claim-eval
prompt in Figure 6; with CoT + one-claim-eval

prompt in Figure 7. Note that we have truncated
the examples from the prompts to save space.

B Error Type Classification Examples

See Table 9 for error type examples.

C Qualitative Example

We show example #1 in Table 10. Note that news
article is the context input document, and Cohere
Command output summary is the response under
evaluation. We show one claim extracted from
the response for analysis. Note that the human
annotated label for the claim is "Absent" since
the news article does not mention the status of
"Chris Hadfield". However, HalluMeasure W/o
CoT model labels the claim as "Supported". This
could be because the model does not reason prop-
erly when generating the class label for a claim.
When HalluMeasure is executed W/ CoT prompt-
ing, the claim is correctly labeled as "Absent". In
addition, we show the explanation automatically
generated by our model about why the claim is
labeled "Absent".
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Error type Example context Example claim with error

Number The company’s drones will begin delivering prod-
ucts in Sydney in early 2014.

The company’s drone deliveries will begin in
2013.

Entity New Zealand company Martin Jetpack... Martin Jetpack is based in Sydney.

False Concatenation The company will be listed on the stock exchange
within the next few months.... Their product will
be released early next year.

The product will be released within the next few
months.

Attribution Failure According to Cooper, drone technology is cur-
rently under-regulated...

Drone technology is under-regulated.

Overgeneralization This product is designed with teachers and stu-
dents of STEM in mind...

This product develops math skills.

Reasoning Error We depend on the Atlas V rocket, which carries
many of our most important satellites and is pow-
ered by the Russian-made RD-180 rocket engine.

We rely on Russia’s Atlas V rocket

Hyperbole The technology will significantly improve driver
safety.

The technology will revolutionize driver safety.

Temporal The company will use drones to deliver packages. The company uses drones.

Context-based mean-
ing error

The package includes a Bluetooth system that lets
users turn their Roomba into a DJ.

DJs can instruct the robot.

Other [Context contains no information about the army
unveiling a robot called Atlas.]

The army previously unveiled the Atlas robot.

Table 9: Examples of specific subtypes of hallucinations.
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Figure 3: Claim extractor prompt.
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Figure 4: Claim classifier prompt for without CoT + all-claim-eval setup.
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Figure 5: Claim classifier prompt for with CoT + all-claims-eval setup.
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Figure 6: Claim classifier prompt for without CoT + one-claim-eval setup.
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Figure 7: Claim classifier prompt for with CoT + one-claim-eval setup.
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Context (News Article): (CNN)Elon Musk has built a $12 billion company in an endeavor to pave the way to Mars for humanity. He insists that Mars is a l̈ong-term
insurance policyf̈or ẗhe light of consciousnessïn the face of climate change, extinction events, and our recklessness with technology. On the other hand, astronaut Chris
Hadfield is skeptical: Ḧumanity is not going extinct,ḧe told me. He added: T̈here’s no great compelling reason to go, apart from curiosity, and that’s not going to be enough to
sustain the immense cost necessary with the technology that exists right now.B̈ut I question our future, stuck here on Earth. Our environment is a highly balanced system and
we are the destabilizing element. Pursuing g̈reenïnitiatives is no long-term solution to the wall we’re hurtling towards, they’re speed bumps. If this is where humankind is
destined to remain, then we shall find ourselves fighting over whatever is left of it. Politically speaking, sending humans into space brings nations together – the International
Space Station stood as the physical manifestation of the reunification of the USA and Russia and is now a platform for broader international cooperation. Space exploration
is also inspiring: during NASA’s Apollo program to the Moon, the number of graduates in mathematics, engineering and the sciences in the US doubled. Igniting the
imagination of that generation helped propel the US into the dominant position it’s held since the 1960s. What could a Mars program do? Wouldn’t the Moon, so much
nearer than Mars, be a better first step? Actually, no – it’s just too different. It’s better to test hardware and train people in analogs on Earth, such as the geologically similar
high-altitude desert in Utah or the cold and dry Canadian Arctic desert. Why the European Space Agency has declared the Moon a stepping-stone to Mars is beyond me, as
doing so increases the cost of a Mars program hugely. It takes about 50% more energy to put something on the surface of the Moon than it does on Mars. The Martian
atmosphere can be used to slow down approaching spacecraft, instead of the need for extra fuel to slow the descent. It would also mean developing two different sets of
landing techniques and hardware. There are reasons to go to the Moon, just not if your ultimate destination is Mars. Even colonizing the Moon is questionable: it simply
hasn’t the resources to sustain an advanced colony. Mars has fertile soil, an abundance of water (as ice), a carbon-dioxide rich atmosphere and a 24-and-a-half hour day. The
Moon’s soil is not fertile, water is as rare, it has no effective atmosphere, and a 708-hour day. It’s feasible to introduce biological life to Mars, but not the Moon. With only a
relatively small push, Mars could be returned to its former warm, wet, hospitable state. Raising the temperature at the south pole by a few degrees would see frozen CO2 in
the soil begin to gasify. As a greenhouse gas, it would further raise the temperature, gasifying more CO2 in a self-sustained global-warming process. Eventually, water frozen
into the soil would liquefy, covering half of the planet. After about a century, Mars would settle down with an atmosphere about as dense as the lowland Himalayas and a
climate suitable for T-shirts. Hadfield warns that ẅe need to invent a lot of thingsb̈efore going to Mars, and that ẗhere’s no great advantage to being the early explorers who
die.̈ Few would disagree with that, but what are the challenges a crewed mission to Mars faces? Radiation: An astronaut would receive a lifetime allowable dose of radiation
in a single 30-month round-trip, including 18 months on the surface. But this is only equivalent to increasing the lifetime cancer risk from about 20% to 23%. As the majority
of this is received in transit between planets, with proper radiological protection on the ship, it would actually be (radiologically speaking) healthier for an astronaut to live on
Mars with a radiation dose of 0.10 sieverts per year than to smoke on Earth at 0.16 sieverts per year. There is no single practical solution to the radiation problem. One
strategy I helped develop was to optimise the internal layout of the equipment and structures in the Mars habitat module to minimise exposure – placing existing bulk in all
the right places. This reduced exposure by about 20%, without adding any mass. Even taking empty sandbags, packing them with Martian soil and putting them on the roof
would be a simple and effective measure on Mars. Radiation is an issue to tackle, but it’s not a deal-breaker. Power: Ẅe need a compact energy source,s̈ays Hadfield. Ẅe
cannot be relying on the tiny bit of solar power that happens to arrive at that location.Ẅhile the solar energy reaching the surface of Mars is about half that on Earth, this
isn’t a show-stopper. A quick back-of-the-envelope calculation shows that to power the equivalent of an average U.S. household on Mars, even through dust storms, one
would need an array of solar panels totalling six metres square – very achievable. Reduced gravity: The effects of microgravity on astronauts’ health have been studied for
decades, and a range of techniques have been developed to mitigate the wasting effects on muscle and bone. With Martian gravity around a third of that on Earth, it would
take astronauts a couple of days to acclimatize, and perhaps a few months to fully adapt. NASA and ESA have been developing an under-suit that compresses the body
to overcome the negative effects of a reduction in pressure and gravity. However, biological adaption could be made easier if microgravity were avoided altogether. The
spacecraft could be spun in-transit to generate an artificial gravity that slowly decayed, simulating a transition from Earth to Mars gravity (and vice versa) over the six-month
journey. Ultimately, until humans are actually living on other planets it’s unlikely we’ll solve or even recognise all the subtle long-term health problems associated with
reduced gravity. And who’s to say what the advances in bio-engineering and technology will make the human body capable of when that time comes? Life on Mars: If there’s
life on Mars, even if it’s microbial, should we be allowed to spread to the planet, potentially risking its extinction? I find this question strange – as Chris McKay put it: Ẅe
commit microbial genocide every time we wash our hands.̈ We engineer and farm the complex life around us as systematically and as cheaply as possible. Billions of people
eat the carcasses of organisms that were thinking and breathing only days before. Why, all of a sudden, should Martian microbes be given such sanctity? It should certainly be
studied, but it shouldn’t prevent our spreading. Back contamination: Conversely, the question of whether some Martian plague might accidentally be introduced to Earth
should be taken seriously – but not blown out of proportion. There’s only a remote chance that Martian life might be hazardous. The things that kill us do so because they’ve
evolved in lock-step with us in a continual evolutionary arms race. Any Martian life will have evolved independently and is unlikely to be capable even of interacting with
Earth life on a molecular level. As Robert Zubrin put it: T̈rees don’t get colds and humans don’t get Dutch Elm Disease.P̈sychology: Depending on relative orbits, sending a
message between Earth and Mars can take between three and 22 minutes. This loss of real-time communication will leave astronauts feeling cut-off and alone. Hadfield says
that it’s vital to keep up crew morale and motivation: Önce you get any distance away on any sort of voyage, the epic-ness disappears, the reality becomes the foreground, and
the applause is long gone.C̈ost: A crewed Mars program would cost the equivalent of a few weeks of the U.S. defense budget. The US plans on spending about 10 times more
on nuclear weapons than on space exploration over the coming decade. The UK government spends about as much on gastric band surgery through the NHS as it does on its
space activities. So while a Mars program certainly has challenges to overcome, the technological gap between us and Mars is far smaller than it was for the Moon program in
the 1960s. And the prospects the Red Planet holds for humanity are far greater. Copyright 2015 The Conversation. Some rights reserved."

Response (Cohere Summary): The Conversation article presents an argument in favor of pursuing space exploration, specifically a manned mission to Mars. It explains that
while Chris Hadfield, a retired astronaut, is skeptical about the necessity of such an endeavor, the author believes that it is imperative for humanity to explore space. The
author points out that Earth’s environment is delicately balanced and that human activity has the potential to disrupt it significantly. Therefore, humans should look to expand
their presence beyond Earth in order to ensure their long-term survival. In addition, the article addresses common concerns and challenges of a Mars mission, such as the high
cost, potential dangers, and lack of practical benefits. However, it argues that these challenges are not insurmountable, and that the benefits of exploring Mars are immense.
Ultimately, the author concludes that while Mars may seem like a distant and impractical goal, it is a worthwhile endeavor that has the potential to propel humanity into a new
era of innovation and progress.

HalluMeasure Extracted Claim: Chris Hadfield is a retired astronaut.

Human Annotated Label: Absent

HalluMeasure W/o CoT Label: Supported

HalluMeasure W/ CoT Label: Absent

HalluMeasure W/ CoT Label Explanation: The source text refers to Chris Hadfield as an astronaut and quotes him directly, but does not explicitly state whether he is
currently active or retired.

Table 10: Sample Result: HalluMeasure W/ and W/o CoT comparison on a claim from news article context
document in TechNewsSumm dataset.
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