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Abstract

Sparse Mixture of Experts (MoE) models are
popular for training large language models due
to their computational efficiency. However, the
commonly used top-k routing mechanism suf-
fers from redundancy computation and memory
costs due to the unbalanced routing. Some ex-
perts are overflow, where the exceeding tokens
are dropped. While some experts are empty,
which are padded with zeros, negatively im-
pacting model performance. To address the
dropped tokens and padding, we propose the
Rectify-Router, comprising the Intra-GPU Rec-
tification and the Fill-in Rectification. The
Intra-GPU Rectification handles dropped to-
kens, efficiently routing them to experts within
the GPU where they are located to avoid inter-
GPU communication. The Fill-in Rectifica-
tion addresses padding by replacing padding
tokens with the tokens that have high routing
scores. Our experimental results demonstrate
that the Intra-GPU Rectification and the Fill-in
Rectification effectively handle dropped tokens
and padding, respectively. Furthermore, the
combination of them achieves superior perfor-
mance, surpassing the accuracy of the vanilla
top-1 router by 4.7%.

1 Introduction

Sparse Mixture of Experts (MoE) is gaining pop-
ularity as a model architecture for training large
language models (Fedus et al., 2022; Du et al.,
2022; Zoph et al., 2022; Jiang et al., 2024; Dai
et al., 2024) owing to its computational efficiency.
In a sparse MoE model, each token is assigned to
one or more experts based on a routing mechanism.
The top-k router is currently the most widely used
routing mechanism, where tokens are directed to
the experts with the top-k scores.

However, top-k router is unbalanced, where the
number of tokens routed to different GPUs is not
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Figure 1: The illustration of dropped token and padding
in top-k router of MoE. Queue ¢ represents the queue
of tokens to be sent to expert ¢. The capacity of each
expert is fixed to 3.

the same. In order to achieve a balanced workload
across GPUs, the top-k routing imposes a maxi-
mum limit on the number of tokens that each expert
can process, resulting in any tokens that exceed this
limit being dropped and empty experts being filled
with zeros, which negatively affects overall model
performance (Gale et al., 2022).

Previous studies have attempted to address the
balance issue in routing by introducing auxiliary
loss mechanisms (Shazeer et al., 2017; Lepikhin
et al., 2021; Zoph et al., 2022). But there are
drawbacks to the way, the performance degrada-
tion due to dropped tokens is still significant (Zhou
et al., 2022; Gale et al., 2022). Even some meth-
ods have made improvements to propose absolutely
balanced routers, but they have been found to un-
derperform the original top-%k routing methodol-
ogy (Yu et al., 2022).

Rather than focusing on improving the balance
of the top-k router, We propose an alternative ap-
proach called the Rectify-Router, which rectifies
top-k router by post-processing the dropped tokens
and padding from the top-k router. We propose two
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Rectify-Routers: the Intra-GPU Rectification and
the Fill-in Rectification. The Intra-GPU Rectifica-
tion is designed to handle the dropped tokens, while
the Fill-in Rectification specifically addresses the
padding issue.

Post-processing the dropped tokens with another
router may bring expensive communication cost.
Therefore, we propose the Intra-GPU Rectifica-
tion which routes the dropped tokens to the ex-
perts within the GPU where they are located, elim-
inating the need for inter-GPU communication.
Our empirical experiments have demonstrated that
the Intra-GPU Rectification effectively handles the
post-processing of dropped tokens and is more effi-
cient than the commonly used routers, in terms of
communication.

To address the padding issue, we present the
Fill-in Rectification, which replace padding tokens
with the tokens that have high routing scores. Fill-
in Rectification first identifies the optimal expert
for each token based on the routing scores and
subsequently selects the tokens with the highest
routing score to replace the padding for each expert.
By employing Fill-in Rectification, tokens with the
higher routing scores receive more computational
allocation.

The Intra-GPU Rectification and Fill-in Rectifi-
cation are orthogonal approaches that can be seam-
lessly combined. Our experiments have demon-
strated their effectiveness in handling dropped to-
kens and padding. Furthermore, combing the Intra-
GPU Rectification and Fill-in Rectification yield
improved performance compared to using them
individually.

Contributions The contributions of our work can
be summarized as follows:

1. We introduce the concept of Rectify-Router
to handle the dropped tokens and padding in
MoE models. Specifically, the dropped tokens
are efficiently processed using the Intra-GPU
Rectification, while the padding tokens are
optimally managed using the Fill-in Rectifica-
tion.

2. Our experiments validate that both the Intra-
GPU Rectification and the Fill-in Rectification
significantly improve the performance of the
top-k routing, even without additional train-
ing.

3. Experiments present that our methods are ro-
bust to various settings of expert capacity and

that Intra-GPU Rectification can be used for
accelerating MoE by reducing expert capaci-
ties.

2 Related Works

The routing of MoE can be classified into two cat-
egories: balanced and unbalanced. The balanced
routing assigns the same number of tokens to each
expert, while the unbalanced routing does not make
sure that the number of tokens received by each ex-
pert is the same.

Unbalanced Routing Top-k routing was the
most commonly used unbalanced routing proposed
by Shazeer et al. (2017), which greedily assigns
tokens to experts, according to the token-expert
assignment scores. Numerous MoE models have
adopted top-k routing, including Switch Trans-
former (Fedus et al., 2022), Glam (Du et al., 2022),
ST-MoE (Zoph et al., 2022), Flan-MoE (Shen et al.,
2023), and NLLB (Koishekenov et al., 2022), to
name just a few.

It is worth noting that many unbalanced rout-
ing methods are variations or derivatives of top-k
routing. For example, Switch Transformer (Fedus
et al., 2022) argues in favor of using top-1 routing
instead of top-2 routing for improved efficiency.
ST-MoE (Zoph et al., 2022) and LIMoE (Mustafa
et al., 2022) propose auxiliary loss functions to
enhance the stability of MoE during training. Ad-
ditionally, SCoMoE (Zeng and Xiong, 2023) and
Gating-Dropout (Liu et al., 2022) improve the effi-
ciency of top-k routing by designing hierarchical
routing systems based on the hierarchical structure
of the communication topology.

The routing method proposed in this paper is
also a variation of top-k routing. However, unlike
the aforementioned approaches, our objective is to
address the issues of dropped tokens and padding
that arise from unbalanced routing. Switch Trans-
former (Fedus et al., 2022) tackles the problem
of dropped tokens by increasing the capacity of
experts, allowing each expert to handle more to-
kens. While this approach reduces the number of
dropped tokens, it introduces additional overhead
in terms of both speed and memory. On the other
hand, Megablocks (Gale et al., 2022) addresses
the challenges of padding and dropped tokens by
gathering all experts onto the same GPU and em-
ploying model parallelism rather than expert paral-
lelism. However, the model parallelism is shown
to be more expensive than the expert parallelism
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Figure 2: Left: Post-processing of dropped tokens at GPU 0 with Intra-GPU Rectification. Right: Post-processing

of padding at GPU 0 with Fill-in Rectification.

by Tutel (Hwang et al., 2022).

Balanced Routing In response to the imbalance
issue inherent in top-k routing, several balanced
routing methods have been proposed. For in-
stance, the Base Layer approach (Lewis et al.,
2021) employs a balanced assignment algorithm
to evenly distribute tokens among experts. How-
ever, their assumption that tokens within the same
batch can be evenly clustered may not hold true
in all cases, which can potentially result in poorer
performance (Yu et al., 2022). Another alterna-
tive to balanced routing is random routing (Zuo
et al., 2022), which assigns tokens to experts in a
random manner. While random routing achieves
balance and efficiency, it lacks any specialization
or optimization in the routing process. Another
approach called expert choices (Zhou et al., 2022)
allows each expert to select a fixed number of to-
kens, rather than relying on tokens to determine
their target experts. This approach helps to avoid
padding issues but still results in dropped tokens.
Soft routing (Puigcerver et al., 2023) is a method
that compresses tokens by applying a linear trans-
formation to generate fixed-size hidden states for
each expert. However, this method is only suitable
for encoder models with fixed input lengths and
may not be applicable to autoregressive decoder
models.

3 Preliminary

In this section, we will introduce expert parallelism,
top-k routing, and two prevalent challenges that
emerge while employing top-k routing: padding
and dropped tokens.

Expert Parallelism and Top-£ Routing In ex-
pert parallelism, experts are distributed across
GPUs uniformly. If there are n experts and k GPUs,
each GPU contains k/n experts. The process of
transmitting tokens to the respective experts entails
inter-GPU communication.

Top-k routing greedily assigns tokens to experts
according to the routing score:

R; = argtopkje[m]{aij\aij = wJTSCz} (H

where a;; is the score of assigning the ¢th token to
the jth expert, w; denotes the embedding vector
of the jth expert, x; corresponds to the hidden
states of the ¢ token. The index set R; signifies the
target experts of the ith token. Given the scores
of assigning token x; to m experts, denoted as
a0, G;1, ---, Aim, IR; contains the indices of experts
with top-k scores.

Since each token undergoes processing by mul-
tiple experts, the outputs of these experts for the
same token are consolidated through linear combi-
nation. The combining weights are determined by
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the normalized routing scores, as defined in Eq. (1):
e%ii
E JER; efis

Here, o; represents the combined result of token ;.
The term denotes the normalized routing

Ej(;). 2

0; =
JER;

e%ij
Sre
scores, while F;(z;) refers to the outputs of the jth
expert with token x; as its input.

The top-k routing approach exhibits an inher-
ent imbalance, wherein the distribution of tokens
among different experts is not uniform. However,
the current distributed framework exclusively sup-
ports balanced computation across GPUs. Con-
sequently, there exists a limitation on the maxi-
mum number of tokens that each expert can receive,
which is referred to as the capacity. The capacity
is determined by the capacity factor, which is typ-
ically set to k for top-k routing (Lepikhin et al.,
2021; Rajbhandari et al., 2022). Mathematically,
the capacity can be expressed as:

number of tokens

capacity = capacity factor x number of experts’
Dropped Tokens and Padding The issue of
dropped tokens and padding arises naturally when
dealing with the expert capacity setting, as depicted
in Figure 1. With a fixed expert capacity, overflow
experts are compelled to drop tokens with the low-
est routing scores and directly pass them to the
next layer through residual connections, as high-
lighted in red in Figure 1. Consequently, due to the
dropped tokens, the set R; defined in Eq. (1) only
includes the successfully routed experts, i.e., |R;|
<=k.

Conversely, certain experts may receive fewer
tokens than the capacity limitation, leading to re-
dundant computation in the form of padding. These
padding instances are illustrated in yellow in Fig-
ure 1.

If the capacity factor for top-k routing is set to &,
the number of dropped tokens and padding tokens
will be equal. However, this equality does not hold
if we modify the capacity factor. Increasing the
capacity factor results in fewer dropped tokens but
more padding. Conversely, reducing the capacity
factor reduces padding tokens but increases the
number of dropped tokens.

4 Method

In this paper, we introduce a novel approach to
address both the dropped tokens and padding as-

sociated with top-k routing by utilizing Rectify-
Routers. Specifically, we propose two Rectify-
Routers: the Intra-GPU Rectification and the Fill-in
Rectification, which are visualized in Figure 2. The
Intra-GPU Rectification is designed to efficiently
post-process the dropped tokens, while the Fill-in
Rectification is dedicated to addressing the padding
problem.

4.1 Rectify-Router for Dropped Tokens:
Intra-GPU Rectification

We expect to post-process the dropped tokens by
evenly routing them across GPUs. But sending to-
kens among GPUs requires expensive communica-
tion cost. Furthermore, the dropped tokens have the
lower routing scores than the other tokens routed
to the same expert, which may be less important.
Therefore, we propose an efficient Rectify-Router
for the dropped tokens: Intra-GPU Rectification,
which dispatch the dropped tokens to the experts
inside GPU, which does not require any communi-
cation among GPUs. This process is visualized in
the left part of Figure 2, where the dropped tokens
from GPU 0 are routed to the expert O or expert 1
at GPU 0.

Given the input token x;, the Intra-GPU Rectifi-
cation greedily assigns token x; to the optimal ex-
pert within the same GPU according to the routing
scores. The Intra-GPU Rectification can be seen
as a variant of the top-k routing. If all experts are
distributed in the same GPU, then the Intra-GPU
Rectification is exactly the top-1 routing.

In top-k routing, the same token may be dropped
by multiple times. Take the top-2 routing as an
example, if a token z; is dropped at both the first
and second routing, it should be sent to two experts
at Intra-GPU Rectification. To simplify the prob-
lem, we only send x; to one expert, although it is
dropped twice. In another example, the token x;
is dropped only at the second routing, while the
first routing is successful. In this case, we have to
combine the results of top-k routing and Intra-GPU
Rectification. We combine them linearly according
to the routing scores:

_ Djer, € Ej(xi) + (k — [Ry|)e" " Ep ()
T e ) + (k- R
3)
where Ej(x;) represents the expert outputs ob-
tained through top-k routing, while Fj, (x;) denotes
the expert outputs from Intra-GPU Rectification.
We normalize the routing scores a;; and a;j, as
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the combining weights of Ej(z;) and Ej,(x;) re-
spectively. Specifically, we scale the combining
weights of Fj,(x;) with a constant factor (k — |R;|)
, because a token is dropped (k — |R;|) times but
only processed by one expert in the Intra-GPU Rec-
tification.

Similar to the top-k router, the Intra-GPU Rec-
tification also exhibits imbalance. However, this
imbalance does not affect the computational fair-
ness among GPUs. Although the balance of routing
determines the number of dropped tokens within
a batch, it does not influence the variation in the
number of dropped tokens across different batches.
The number of dropped tokens in different batches
is similar due to their identical data distribution.
Since batches on different GPUs are sampled inde-
pendently and identically distributed, the number
of dropped tokens across GPUs is comparable.

4.2 Rectify-Router for Padding: Fill-in
Rectification

Fill-in Rectification aims to replace the unneces-
sary padding with the tokens that have high routing
scores, which is visualized in the right part of Fig-
ure 2. This process is divided into two separate
stages. Firstly, we identify the most suitable ex-
pert for each token, and subsequently, we select the
optimal tokens for each expert.

During the initial stage, each token will choose
the expert ranked as the k + 1th highest score as the
optimal expert. This decision is based on the fact
that the top-k experts have already been assigned,
and the k 4 1th expert is considered the most suit-
able among the remaining experts. Furthermore,
each token is only allowed to select one expert,
which avoids the same token being processed by
multiple experts during the second stage.

Upon completion of the first stage, we transition
to the second stage. It is worth noting that multiple
tokens may select the same expert. Consequently,
it is possible that the number of tokens choosing a
particular expert surpasses the number of padding
tokens of that expert. In such scenarios, we pri-
oritize the tokens with higher routing scores for
replacing the padding tokens.

Indeed, implementing this algorithm can be
achieved by extending the top-k router to a top-
k + 1 router while ensuring the expert capacity
remains unchanged. As the expert capacity is fixed,
introducing the Fill-in Rectification incurs minimal
additional overhead. Alternatively, we can view

this approach as reducing the capacity factor of
the top-k + 1 routing from k + 1 to k to avoid the
padding.

The Fill-in Rectification has a potential issue re-
lated to the normalization of routing scores, where
the gradient of routing scores may vanish due to
the invalid normalization. We address this issue
in Appendix A with straight-through trick (Bengio
et al., 2013).

S Experiments

5.1 Experiment Settings

Model We follow previous work (Komatsuzaki
et al., 2023) to train MoE models from a pretrained
dense model. We initialize all experts in the same
layer of MoE as the FFN parameters of the cor-
responding layer in the Dense model. We use the
LLama2-7b (Touvron et al., 2023) to initialize MoE
models. In most of our experiments, we employ
eight experts per layer in the MoE models. But
in Appendix B, we explore the extension of the
number of experts to 32. Our experiments are con-
ducted using the MoE implementation of Deep-
Speed (Rajbhandari et al., 2022) and the training
framework of gpt-neox (Andonian et al., 2021).

For simplicity, we denote our Intra-GPU Recti-
fication as IR, and the Fill-in Rectification as FR.
The top-k router, depending on whether it uses the
Intra-GPU Rectification or the Fill-in Rectification,
will be denoted as Top-k +IR or Top-k+FR, re-
spectively.

Training During the training phase, we utilize
the OpenOrca dataset (Lian et al., 2023) with 1.78B
tokens, which is an open-source reimplementation
of Orca dataset (Mukherjee et al., 2023). It aug-
ments the instructions from flan data (Longpre
et al., 2023) by adding complex system prompts
and generate the step-by-step reasoning or explana-
tion using chatgpt (OpenAl et al., 2023).

We conduct our model training on a cluster of
32 GPUs (80GB). The training process consists of
10k steps with a global batch size of 256 and a mi-
cro batch size of 8. Following Mukherjee et al.
(2023), we construct training examples by con-
catenating instructions with their corresponding
responses: “[instruct][response]”’. However, only
the tokens in the response are utilized for the next-
token-prediction loss. For optimization, we use the
Adam optimizer (Kingma and Ba, 2015) with an
initial learning rate of 1e-5, which is decayed to le-
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Model Router CF Train Speed MMLU SuperGLUE TruthfulQA LogiQA  Avg
LLama2-raw - - 32 25.85 59.06 25.21 25.03 33.78
LLama2 - - 32 35.01 63.74 30.23 27.64 39.15
Top-1 1.0 24k 33.05 64.34 29.49 28.11 38.74

LLama-MoE Top-1+IR 1.0 23k 36.27  64.52 30.35 30.56 40.42
(Top-1) Top-1+FR 1.0 23k 3466  63.97 28.51 29.18 39.08
Top-1+FR+IR 1.0 2.2k 35.81 65.08 30.84 30.56 40.57

Top-2 20 1.7k 3539  64.58 29.98 29.33 39.82

LLama-MoE Top-2+IR 2.0 1.6k 3592 65.11 29.98 29.03 40.01
(Top-2) Top-2 + FR 2.0 1.6k 3590  64.35 31.08 29.80 40.28
Top-2 +FR+IR 2.0 1.5k 36.01  65.60 30.72 29.95 40.57

Table 1: The performance of LLama2-7b and MoE models on MMLU, SuperGLUE, Truthful QA and LogiQA. CF
denotes the capacity factor defined in Eq. (3). Avg represents the average accuracy. The training speed is measured
as the number of tokens that each GPU can process per second. All models were trained on OpenOrca except
for LLama2-raw. Top-k+FR and Top-k+IR represents the top-k router using Fill-in Rectification and Intra-GPU
Rectification respectively. Top-k+FR+IR combines both the Fill-in Rectification and the Intra-GPU Rectification.
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Figure 3: The proportion of dropped/padding tokens
varied by training steps. Both the MoE models of 8
experts and 32 experts are trained on OpenOrca based
on LLama2-7b. The proportion of the dropped tokens is
the same as that of the padding tokens.

6 using a cosine learning rate scheduler. Regarding
the load-balance loss for the top-k router, we set
the weights to 1e-2, following Fedus et al. (2022).

Evaluation We evaluated our models on mul-
tiple benchmarks, including MMLU (Li et al.,
2023), SuperGLUE (Wang et al., 2019), Truth-
fulQA (Lin et al., 2022) and LogiQA (Liu et al.,
2020), which covers the evaluation in knowledge,
natural language understanding, safety, and logical
reasoning respectively. All evaluations were con-
ducted in a zero-shot setting. Our evaluation metric
was accuracy, and we utilized the lm-evaluation-
harness (Gao et al., 2023) framework for conduct-
ing the evaluations.

5.2 Proportion of Dropped/Padding Tokens

In Figure 3, we show the proportion of
dropped/padding tokens. Initially, the proportion of
dropped tokens decreases and stabilizes after 2000
steps. This reduction is due to the load-balance loss
proposed by Lepikhin et al. (2021). However, even
with this loss, the proportion of dropped tokens
remains high—15% for 32 experts. Additionally,
the number of dropped tokens is significantly larger
for 32 experts compared to 8 experts. This is ex-
pected, as balancing the routing for more experts
is more challenging. With only one expert, there
is no imbalance, but as the number of experts in-
creases, the issue of dropped tokens becomes more
pronounced.

5.3 Main Results

We trained both LLama2-7b and LLama-based
MoE on OpenOrca and evaluated them on MMLU
(knowledge), SuperGLUE (NLU), TruthfulQA
(Safety) and LogiQA (Reasoning), the results of
which are shown in Table 1. Comparing the perfor-
mance of LLama2-raw (pretrained) and LLama2
(trained on OpenOrca), we observed that the
LLama?2 outperforms LLama2-raw substantially,
which demonstrates the effectiveness of finetuning
on openorca. To evaluate the effectiveness of our
methods, we applied our Intra-GPU Rectification
(IR) and Fill-in Rectification (FR) to both the top-1
router and top-2 router. These configurations are
grouped as LLama-MoE (Top-1) and LLama-MoE
(Top-2) in Table 1.
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Train Router Test Router Test CF  Test Speed MMLU SuperGLUE TruthfulQA LogiQA  Avg
Top-1 9.4k 33.05 64.34 29.49 28.11 38.74
Top-1 Expert Choices 9.4k 30.27 64.50 27.66 28.87 37.82
Megablocks 10 - 36.39 64.09 29.98 30.41 40.21
Top-1+IR ' 9.2k 36.21 64.64 29.86 29.18 39.97
Top-1+FR 8.9k 33.28 62.76 28.51 29.49 38.51
Top-1+FR+IR 8.6k 36.40 63.94 29.98 29.80 40.03
Top-2 6.2k 35.39 64.58 29.98 29.33 39.82
Top-2 Expert Choices 6.2k 32.80 61.76 26.80 28.57 37.48
Megablocks 0 - 35.95 64.59 30.47 30.26 40.31
Top-2+IR ’ 6.0k 35.70 64.40 30.47 29.95 40.13
Top-2+FR 5.8k 35.96 65.37 30.35 30.26 40.48
Top-2+FR+IR 5.5k 36.14 65.16 30.35 31.49 40.78

Table 2: The performance of applying Intra-GPU Rectification and Fill-in Rectification only at inference. All
models are trained with the vanilla top-1 router and top-2 router (referred to as the train router), but they were
evaluated with Intra-GPU Rectification or Fill-in Rectification at inference (referred to as the test router). Test CF
denotes the capacity factor set during inference. Test speed represents the number of tokens processed per second

on each GPU during inference.

LLama-MoE (Top-1) We conducted 4 top-1
based MoE models (Top-1, Top-1+FR, Top-1+IR,
Top-1+FR+IR). The performance of the vanilla
top-1 router is subpar, and it is even inferior to
the dense model (LLama2-FT) on both MMLU
and TruthfulQA. But after incorporating our pro-
posed Intra-GPU Rectification (Top-1+IR), the per-
formance of the top-1 router are significantly im-
proved on all benchmarks, especially on MMLU
and LogiQA. This indicates that the dropped to-
kens have a substantial impact on model perfor-
mance, and the Intra-GPU Rectification effectively
handles these dropped tokens. Our Fill-in Rectifi-
cation (Top-1+FR) also significantly improves the
performance of the model on MMLU and LogiQA
tasks. But it is worth noting that the performance
of the model declined on the other two benchmarks.
Therefore, it can be concluded that the primary is-
sue with top-1 routing lies in dropped tokens rather
than padding. Combing the Intra-GPU Rectifica-
tion and Fill-in Rectification resulted in the best
top-1-based router (Top-1+FR+IR), which outper-
forms the vanilla top-1 router by 1.83 (4.7%) in
terms of the average accuracy across benchmarks.

LLama-MoE (Top-2) Top-2 based routers also
encompass 4 routers (Top-2, Top-2-FR, Top-2-IR,
Top-2-FR+IR). Both the Intra-GPU Rectification
and Fill-in Rectification significantly enhance the
performance of Top-2 router on at least 2 bench-
marks, which demonstrate that our methods are
effective for the top-2 router as well. Just as we
observed with the top-1 routing results, combining

the Intra-GPU Rectification and the Fill-in Recti-
fication in the top-2 router yielded the best perfor-
mance on all benchmarks. Specifically, the Top-
2+FR+IR outperformed the vanilla top-2 router by
a margin of 0.75 (1.8%) in terms of the average
accuracy across benchmarks.

Interestingly, we observed that the top-1 router
outperformed the top-2 router in some bench-
marks. For example, Top-1+FR+IR outperforms
Top-1+FR+IR on both Truthful QA and LogiQA,
which raises concerns about potential overfitting in
the top-2 router. Finally, it is important to note that
that both the Intra-GPU Rectification and Fill-in
Rectification do not alter the capacity of experts,
hence they do not significantly influence the train-
ing speed.

5.4 Improve Top-% Routing at Inference

In this experiment, we conducted a study to evalu-
ate the effectiveness of applying Rectify-Routers at
the inference stage of MoE models. The results are
presented in Table 2. We found that both the Intra-
GPU Rectification and Fill-in Rectification can im-
prove the performance of top-1 and top-2 routers
at inference, even they are not applied at training.
Similar to the results in Table 1, combining Intra-
GPU Rectification and Fill-in Rectification yielded
better results than using either method alone. More-
over, both the Intra-GPU Rectification and Fill-in
Rectification only slightly slows down (<10%) the
inference speed of top-k routers. For top-2 based
models, the application of Rectify-Routers solely
during the inference stage proves to be sufficient, as
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it demonstrates comparable performance to using
them during both training and inference.

We also compared our methods with Expert
Choices and Megablocks. Expert Choices ad-
dressed the issue of padding but still suffers from
the problem of dropped tokens. According to the
results presented in Table 2, incorporating expert
choices during the model inference phase reduces
the model’s performance. This suggests that ex-
pert choices need to be trained to perform well,
whereas our method can be applied directly dur-
ing the inference phase of MoE trained with a
Top-k router. Megablocks overcomes both the is-
sues of dropped tokens and padding by switching
from expert parallelism to model parallelism. Al-
though the performance of Megablocks is compara-
ble to our method, the communication complexity
of Megablocks (O(Cy - W)) is much higher than
that of expert parallelism (O(Cy)) (Hwang et al.,
2022), where C,; denotes the token capacity per
GPU and W denotes the world size of communi-
cation. As Tutel (Hwang et al., 2022) suggests, it
is better to combine model parallelism with expert
parallelism for greater efficiency. Therefore, our
method and Megablocks are complementary.

5.5 Capacity Factor Variation

In the previous experiments, we maintained a fixed
capacity factor of k for top-k routing. However,
there are instances where it may be beneficial to ad-
just the capacity factor for improved efficiency or
performance. Therefore, in this section, we exam-
ine the performance of our Rectify-Routers under
different capacity factors.

To minimize training costs, we train MoE mod-
els using the vanilla top-k router with a capacity
factor of k, and evaluate models with different ca-
pacity factors. We only present the average ac-
curacy of models in Table 3 and Table 4. The
complete results are shown in Appendix D

Post Routing with Low Capacity From Table 3,
we can see that decreasing the capacity factor im-
proves the efficiency of both top-1 and top-2 based
models. However, It also leads to noticeable de-
crease in the model performance on benchmarks. It
is interesting that the top-2 router is more robust to
the decrease in capacity factor. Specifically, reduc-
ing the capacity factor of the vanilla top-2 router

"We did not report the speed of the Megablocks as it de-
pends on the CUDA operator proposed by Gale et al. (2022),

which has not been integrated into the commonly used code-
base like transformers and deepspeed.

Train Router Test Router Test CF Test Speed Avg

Top-1 10 9.4k 38.74
Top-1+IR ’ 9.2k 39.97
Top-1 Top-1 075 12.1k 37.83
Top-1+IR ’ 9.9k 40.06
Top-1 05 16k 34.84
Top-1+IR ’ 10.6k 40.40
Top-2 0 6.2k 39.82
Top-2+IR ’ 6.0k 40.13
Top-2 Top-2 L5 7.4k 39.50
Top-2+IR ’ 6.6k 39.60
Top-2 10 8.9k 38.51
Top-2+IR ’ 7.3k 40.01

Table 3: Performance of top-k routers and their variants
with low capacity factors (<= k).

from 2 to 1.5 only results in a slight performance
decline (0.32).

In contrast to the vanilla top-1 or top-2 routers,
the MoE models incorporating our Intra-GPU Rec-
tification (Top-1+IR and Top-2+IR) are robust to
the decrease of capacity factor. We even observed
that the lower capacity factor leads to a better per-
formance for both Top-1+IR and Top-2+IR, which
suggests that the Intra-GPU Rectification acts as
a form of regularization for the MoE models by
constraining the choices made by the experts. The
similar results are also observed in Zeng and Xiong
(2023); Liu et al. (2022). By setting the capacity
factor of Top-1+IR to 0.5 and that of Top-2-IR to
1.0, we observed that they are faster than the vanilla
top-1 (1.13x) and top-2 routers (1.18x) respectively,
while maintaining comparable or superior perfor-
mance.

Fill-in Rectification with High Capacity In-
creasing the capacity factor of MoE models has
been widely suggested in previous research stud-
ies (Fedus et al., 2022; Zoph et al., 2022). In align-
ment with these findings, we have also observed
the benefits of increasing the capacity factor in
terms of improving model performance, as demon-
strated in Table 4. Notably, we have found that
increasing the capacity factor of the top-1 router
leads to a more substantial improvement in model
performance than that of the top-2 router.

Our Fill-in Rectification introduces a more sig-
nificant and consistent improvement with the in-
crease in capacity factor. Top-1+FR and Top-2+FR
consistently outperform Top-1 and Top-2, respec-
tively, across various capacity factor settings.
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Train Router Test Router Test CF Test Speed Avg

Top-1 o 9.4k 38.74
Top-14FR 8.9k 38.51
Top-1 Top-1 L5 8.6k 39.59
Top-1+FR 8.1k 40.10
Top-1 s 7.9k 39.86
Top-1+FR 7.3k 40.33
Top-2 20 6.2k 39.82
Top-2+4FR 5.8k 40.48
Top-2 Top-2 )5 5.4k 39.89
Top-2+4FR 5.1k 40.51
Top-2 30 4.9k 40.03
Top-2+4FR ~ ° 4.5k 40.44

Table 4: Performance of top-k routers and their variants
with high capacity factors (>= k).

Router Experts/GPU Avg

39.97
39.95
39.83

40.13
40.01
40.17

Top-1+IR

Top-2+IR

J S O T I N O I

Table 5: The performance of Intra-GPU Rectification
evaluated under various settings of the number of ex-
perts per GPU.

5.6 Impact of Expert Distribution

Our Intra-GPU Rectification is a variant of the top-
1 router, where tokens are assigned to the top-1
expert within GPU. When all experts are situated
in the same GPU, the Intra-GPU Rectification es-
sentially functions as the top-1 router. Therefore,
the distribution of experts across GPUs can poten-
tially influence the performance of the Intra-GPU
Rectification. We conducted an investigation to
explore this aspect and present the results in Table
5.

Interestingly, we found that increasing the num-
ber of experts per GPU did not yield significant
improvements for either the top-1 router or the
top-2 router. This suggests that the Intra-GPU Rec-
tification demonstrates robustness to variations in
the number of experts per GPU.

5.7 Impact of Load-Balance Loss

The Rectify-Routers proposed in this paper were
designed to address the issues of dropped tokens
and padding resulting from unbalanced routing.

Model Aux-loss Avg

Top-1 yes 38.74
Top-1 no 38.21
Top-1+FR+IR  yes 40.03
Top-1+FR+IR  no 39.98

Table 6: The performance comparison of using vs. not
using load-balance loss. Aux-loss represents whether
load-balance loss is used.

In our previous experiments, we utilized the load-
balanced loss introduced by Lepikhin et al. (2021)
to enhance the balance of routing for all models,
including those utilizing the Rectify-Routers. How-
ever, it is intriguing to investigate whether the
Rectify-Routers remain effective in the absence
of the load-balance loss. The results of this explo-
ration are presented in Table 6.

Upon analyzing the results in Table 6, we ob-
served a notable disparity in the performance of
the vanilla top-1 router with and without the load-
balance loss, particularly in the case of SuperGLUE
and TruthfulQA. This discrepancy suggests that
the load-balance loss plays a crucial role in im-
proving the performance of the vanilla top-1 router.
However, when considering our Rectify-Routers
(Top-1+FR+IR), removing the load-balance loss
does not result in a significant loss of performance.
This finding indicates that our Rectify-Routers en-
hance the resilience of the top-1 router against the
load-balance loss.

Other Experiments 1) We scale the number of
experts from 8 to 32 in Appendix B; 2) We val-
idate the importance of straight-through trick in
Appendix C.1;

6 Conclusion

In this paper, we present the Rectify-Router, a
method to tackle dropped tokens and padding in
MoE models. By introducing the Intra-GPU Recti-
fication and the Fill-in Rectification, we effectively
handle the issues of dropped tokens and padding,
respectively. Experimental results demonstrate the
individual effectiveness of both techniques and the
synergistic performance improvement when they
are combined. Furthermore, our methods prove to
be effective in diverse settings, including varying
numbers of experts, different expert capacities, and
even without the load-balance loss.
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7 Limitation

1. The MoE models were initialized from a

models with simple and efficient sparsity. J. Mach.
Learn. Res., 23:120:1-120:39.

dense model (LLama2-7b). Due to the high  Trevor Gale, Deepak Narayanan, Cliff Young, and Matei

costs, we have not validated our methods by
training from scratch. But our experimen-

Zaharia. 2022. Megablocks: Efficient sparse training
with mixture-of-experts. CoRR, abs/2211.15841.

tal results in Table 1 demonstrate that fine-  Leo Gao, Jonathan Tow, Baber Abbasi, Stella Biderman,

tuning the pre-trained LLama2-7b into an
MoE model can bring significant performance
improvements.

2. Our experiments were conducted using
LLama2-7b, while other configurations, such
as LLama2-70B, were not explored due to
high costs. But we have validated the scalabil-
ity of our method by increasing the number of
experts, which is presented in Appendix B.

These limitations highlight potential areas for
future research and expansion of our work.
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A Gradient Issues in Fill-in Rectification

There is a potential issue in the Fill-in Rectification,
which stems from the implementation of the top-k
routing. According to Eq. (1), the routing scores
of top-k routing are normalized on the selected ex-
perts R;, rather than considering all expert choices.
Several implementations like deepspeed-moe (Ra-
jbhandari et al., 2022) and fairseq-moe (Ott et al.,
2019) first normalize the routing scores on all ex-
perts and then re-normalize the scores specifically
for the selected experts:

e%ii
9ij = Z;ﬂ e%ij

Gij
0i =2 5~ —Ei®),
JER; Z] gzj

where g;; represents the routing scores that are
initially normalized across all experts and then fur-
ther normalized specifically on the selected experts
(R;). However, their implementation is equivalent
to directly normalizing the routing scores on R;.

There are two potential issue of normalizing rout-
ing scores on R;: 1) the routing scores of activated
experts can not influence those of inactivated ex-
perts. For example, the increase of a;;(j € R;)
does not lead to the decrease of a;;(I ¢ R;) . 2) In
the case of top-2 routing, if the first routing of z; is
successful while the second routing fails due to the
expert overflow, the gradients of all routing scores
of x; will be zero (aanj = 0). This is because
that there is only one available expert choice for
z; (|R;| = 1). Normalizing on |R;| would always
yield a value of 1, regardless of the actual value of
ajj;, leading to invalid gradients.

This problem is more prominent for the Fill-in
Rectification, since it brings more dropped tokens,
i.e., more unsuccessful routing. To address this
problem, we utilize the straight-through trick to
stop the gradient of normalization item in Eq. (4),
which ensures that the gradient of routing scores
remain valid:

“)

oL _ oL 09gij
8aij Zj gmﬁﬁ 8aij
No modifications have been made to the forward
stage. But at the backward stage, the gradient of

the routing score -2 is calculated as oL 5

891' j Zj guam
rather than 0, where the normalization item ) ; 9ij
is taken as a constant number without gradient.

)
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Figure 4: The performance of 8-experts and 32-experts MoEs on MMLU, SuperGLUE, Truthful QA and LogiQA.

B Scaling to 32 Experts

In this experiment, we aimed to investigate the ef-
fectiveness of our methods when applied to a larger
number of experts. We expanded the number of
experts from 8 to 32. To reduce training costs,
we only applied the Rectify-Routers (Intra-GPU
Rectification and Fill-in Rectification) during eval-
uation. The results of this experiment are presented
in Figure 4.

Interestingly, our findings indicate that increas-
ing the number of experts from 8 to 32 does not
necessarily result in improved model performance.
In fact, in certain benchmarks, such as SuperGLUE,
the performance of the model even declined. This
observation aligns with previous research (Komat-
suzaki et al., 2023), suggesting that increasing the
number of experts can potentially be detrimental.
One plausible explanation for this phenomenon is

that a larger number of experts may lead to overfit-
ting of the model. We believe that increasing the
number of experts is helpful with enough training
data. Notably, scaling from 8 to 32 experts only
yielded notable benefits in the case of TruthfulQA.

Despite the lack of consistent improvement
when increasing the number of experts, our meth-
ods (Intra-GPU Rectification and Fill-in Rectifica-
tion) still demonstrated significant enhancements
compared to the vanilla top-k routing approach
in the context of 32 experts. For instance, while
the vanilla top-1 and top-2 routers with 32 experts
underperformed those with 8 experts on MMLU,
our methods (Top-2+FR+IR) enabled the 32-expert
models to outperform their 8-expert counterparts.
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Model ST MMLU SuperGLUETruthfulQA LogiQA Avg

Top-1+FR  Yes 34.66 63.97 28.51 29.18 39.08
Top-14FR  No 33.96 62.75 29.25 28.57 38.63
Top-2 Yes 35.39 64.58 29.98 29.33 39.82
Top-2 No 35.86 64.73 29.98 28.26 39.70

Table 7: The performance of Top-1+FR and Top-2 router with and without straight-through trick. The second
column (ST) denotes whether the straight-through trick is used.

C Analysis
C.1 Impact of Straight-through Trick

In Appendix A, we propose a solution to address
the gradient issue associated with the Fill-in Recti-
fication by utilizing the straight-through trick. To
evaluate the effectiveness of this technique, we con-
ducted an experiment comparing the performance
of the Fill-in Rectification with versus without the
straight-through trick. The results of this compari-
son are presented in Table 7.

Our findings indicate that the straight-through
trick proves to be beneficial in improving the perfor-
mance of the Fill-in Rectification (Top-1+FR). This
suggests that the straight-through trick is neces-
sary for the Fill-in Rectification to achieve optimal
results. However, the application of the straight-
through trick does not yield a significant improve-
ment in the performance of the top-2 router. This
can be attributed to the fact that the proportion of
unsuccessful routing is relatively small (5%) for the
top-2 router, while it is considerably large (50%)
when employing the Fill-in Rectification.

D Complete Results of Capacity Factor
Variation

In Section 5.5, we have discussed the performance
of MoE models across various capacity factor set-
tings. However, it is worth noting that only the
average accuracy are reported in Table 3 and Table
4. For a comprehensive overview, we present the
complete results in Table 8 and Table 9, which en-
compass the evaluation outcomes across all bench-
marks.
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Train Router Test Router Test CF Test Speed MMLU SuperGLUE TruthfulQA LogiQA  Avg

Top-1 10 9.4k 33.05 64.34 29.49 28.11 38.74
Top-1+IR ' 9.2k 36.21 64.64 29.86 29.18 39.97
Top-1 Top-1 075 12.1k 30.88 62.68 29.37 28.41 37.83
Top-1+IR ' 9.9k 36.12 64.61 29.74 29.80 40.06
Top-1 05 16k 26.43 59.71 26.68 26.57 34.84
Top-1+IR ' 10.6k 36.32 65.23 29.98 30.10 40.40
Top-2 20 6.2k 35.39 64.58 29.98 29.33 39.82
Top-2+IR ' 6.0k 35.70 64.40 30.47 29.95 40.13
Top-2 Top-2 15 7.4k 3522 65.00 30.47 27.34 39.50
Top-2+IR ' 6.6k 35.71 64.47 29.98 28.26 39.60
Top-2 10 8.9k 33.28 62.76 28.51 29.49 38.51
Top-2+IR ' 7.3k 35.93 64.40 29.62 30.10 40.01

Table 8: Performance of top-k routers and their variants with low capacity factors (<= k). The difference between
this table and Table 3 is that the evaluation results on all benchmarks are reported in this table, but only the average
accuracy is reported in Table 3

Train Router Test Router Test CF  Test Speed MMLU SuperGLUE TruthfulQA LogiQA  Avg

Top-1 10 9.4k 33.05 64.34 29.49 28.11 38.74
Top-1+FR ' 8.9k 33.28 62.76 28.51 29.49 38.51
Top-1 Top-1 125 8.6k 34.51 62.94 29.13 31.79 39.59
Top-1+FR ’ 8.1k 35.01 65.22 30.23 29.95 40.10
Top-1 15 7.9k 36.40 64.21 28.88 29.95 39.86
Top-1+FR ’ 7.3k 36.10 64.89 30.23 30.10 40.33
Top-2 20 6.2k 35.39 64.58 29.98 29.33 39.82
Top-2+FR ’ 5.8k 35.96 65.37 30.35 30.26 40.48
Top-2 Top-2 25 5.4k 35.96 64.53 30.23 28.87 39.89
Top-2+FR ’ 5.1k 36.00 64.92 30.59 30.56 40.51
Top-2 3.0 4.9k 35.72 64.65 30.59 29.18 40.03
Top-2+FR ’ 4.5k 35.98 65.31 30.23 30.26 40.44

Table 9: Performance of top-k routers and their variants with high capacity factors (>= k). The difference between
this table and Table 4 is that the evaluation results on all benchmarks are reported in this table, but only the average
accuracy is reported in Table 4
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