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Abstract

Multimodal large language models (MLLMs)
have attracted increasing attention in the past
few years, but they may still generate descrip-
tions that include objects not present in the
corresponding images, a phenomenon known
as object hallucination. To eliminate halluci-
nations, existing methods manually annotate
paired responses with and without hallucina-
tions, and then employ various alignment al-
gorithms to improve the alignment capabil-
ity between images and text. However, they
not only demand considerable computation re-
sources during the finetuning stage but also
require expensive human annotation to con-
struct paired data needed by the alignment al-
gorithms. To address these issues, we propose
an efficient fine-grained unlearning framework
(EFUF), which performs gradient ascent utiliz-
ing three tailored losses to eliminate halluci-
nations without paired data. Extensive exper-
iments show that our method consistently re-
duces hallucinations while preserving the gen-
eration quality with modest computational over-
head. Our code and datasets are available at
https://github.com/starreeze/efuf.

1 Introduction

In the burgeoning field of artificial intelligence,
the advent of multimodal large language models
(MLLMs) has opened new frontiers in human-
computer interaction, data processing, and auto-
mated content generation (Zhu et al., 2023; Liu
et al., 2023b; Chen et al., 2023; Ye et al., 2023).
These sophisticated models, capable of understand-
ing both text and images, have significantly ad-
vanced our ability to automate complex tasks.
However, an intriguing and critical phenomenon
known as “hallucination” in these models poses
unique challenges for current research. Halluci-
nation in MLLMs refers to the generation of in-
consistent responses that are not grounded by the
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:

Please describe the image in detail.

®

The image features a large Air France
airplane flying through a cloudy sky. The
airplane occupies a significant portion of
image, stretching from the left to the right
side of the frame. landing

gear

The sky is filled with clouds, creating a
dramatic backdrop for the airplane's flight.

Figure 1: An example of hallucination in MLLM.

multimodal context (Sun et al., 2023). For exam-
ple, as shown in Figure 1, the caption includes the
object “landing gear”, but in fact it does not appear
in the image. Such hallucinations will lead to mis-
information, potentially undermining user trust in
numerous downstream applications.

Recent methods for mitigating multimodal hal-
lucination can be divided into two categories:
inference-based methods (Lee et al., 2023; Zhou
et al., 2023; Yin et al., 2023; Wang et al., 2023;
Sicong Leng, 2023; Wang et al., 2024; Chen et al.,
2024) and finetuning-based methods (Sun et al.,
2023; Yu et al., 2023; Liu et al., 2023a; Zhao et al.,
2023; Jiang et al., 2023). Inference-based meth-
ods correct or restrict generated content through
external expert review, self-reflection or decoding
strategies during inference stage. However, they
usually require additional inference steps with in-
creased costs and delay (Yu et al., 2023). Fur-
thermore, each task demands specific procedure or
prompt (Xu et al., 2024), adding to the complexity
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of implementation. Overcoming these drawbacks,
finetuning-based approaches are proposed to ad-
just the model directly through specialized datasets
and preference alignment algorithms. These algo-
rithms, including RLHF (Sun et al., 2023; Liu et al.,
2023a), DPO (Yu et al., 2023; Zhao et al., 2023;
Zhou et al., 2024) and contrastive learning (Jiang
et al., 2023), enhance the congruence between text
and images, leading to improved alignment. Al-
though they have achieved good performance, two
critical issues emerge:

First, their data demands are substantial, as
they require a comprehensive set of paired posi-
tive and negative samples for effective finetuning.
The alignment algorithms they employed demand
paired hallucinated and non-hallucinated responses
for each query. Acquiring such specific and varied
response sets for each query presents a significant
challenge. Recent methodologies in this field pre-
dominantly rely on human labor to annotate the
output from the MLLM, requiring specialized ex-
pertise and incurring considerable expenditure of
time and financial resources.

Second, The finetuning of MLLM utilizing these
alignment algorithms usually demands consider-
able computational resources. Most of these tech-
niques are sophisticated and necessitate the simul-
taneous operation of multiple models to execute
preference alignment, thereby escalating the over-
all cost significantly.

To tackle the above issues, we propose the
Efficient Fine-Grained Unlearning Framework
(EFUF), which offers the advantage of not neces-
sitating paired data and being more efficient dur-
ing the finetuning phase. Our method, grounded
in the principles of unlearning, mainly relies on
performing gradient ascent on negative samples
to mitigate hallucinations, eliminating the need
for costly manually-annotated paired data. Addi-
tionally, it consumes considerably fewer compu-
tational resources. Unlike traditional alignment
algorithms that require simultaneous operation of
multiple models to execute preference alignment,
EFUF operates without this requirement.

The key to applying the unlearning algorithm is
how to curate positive and negative samples, i.e.,
distinguish between real and hallucinated objects,
in a manner that is both cost-effective and reliable.
Intuitively, the similarity between objects and their
corresponding images can act as an indicator for
hallucinations, since the image contains real ob-
jects but not the hallucinated ones. Inspired by

Zhao et al. (2024), we propose to utilize the CLIP
model (Radford et al., 2021) to evaluate text-image
congruence. Trained on a vast corpus of text-image
pairs, CLIP stands as a robust tool to help identify
hallucinations.

After ascertaining the capability of CLIP through

a preliminary experiment, we curate our dataset

manually-free by utilizing CLIP scores, before ap-

plying our unlearning-based method to MLLMs.

This process enables us to harness the power of

unlearning, offering a potent and efficient approach

for mitigating hallucinations in MLLMs.
Our contribution can be summarized as follows:

1) To the best of our knowledge, we provide a
new perspective to utilize unlearning to mitigate
multimodal hallucination in MLLMs.

2) We propose an efficient fine-grained unlearning
framework EFUF, which can obtain positive and
negative examples separately in a cost-effective
and reliable manner.

3) EFUF has good compatibility and can be easily
extended to existing MLLMs. Experiments con-
ducted across a range of MLLMs validate the
effectiveness of our method.

2 Related Work

In this section, we review the existing studies on
Hallucination Mitigation for MLLM and Unlearn-
ing algorithm.

2.1 Hallucination Mitigation for MLLM

To mitigate hallucinations for MLLM, various
methods have been proposed. According to dif-
ferent phase during which they tackle the hallucina-
tions, their work can be divided into two categories:

(1) Inference-based methods. They employ ex-
ternal experts, self-reflection framework or decod-
ing strategies to constrain or modify generated con-
tent during the inference phase, thereby reducing
hallucinations. For example, LURE (Zhou et al.,
2023) utilizes manually-crafted features to detect
hallucinations and therefore revises the generated
text. Woodpecker (Yin et al., 2023) proposes to
post-edit hallucinations by combining the output of
MLLMs and a more accurate expert VQA model
using GPT-3.5. VIGC (Wang et al., 2023) iter-
atively refines the instruction data using genera-
tion and correction framework. VOLCANO (Lee
et al., 2023) trains the MLLM to give self-feedback,
and then performs self-reflection on the original
generated text according to the feedback. VCD
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(Sicong Leng, 2023) first introduces contrastive de-
coding in MLLM by disturbing the visual inputs
and calculate visual uncertainty to restrict the gen-
eration of hallucinated tokens. ICD (Wang et al.,
2024) utilizes disturbance on instructions instead
of images. HIO (Chen et al., 2024) employs a hal-
lucinated model to further widen the gap between
hallucinated and correct tokens, achieving better
contrastive outcomes. Although these methods do
not need to train the model, they require additional
inference steps with increased costs and delay (Yu
et al., 2023), and specific procedure and prompt
must be designed for each task (Xu et al., 2024).

(2) Finetuning-based methods. Overcoming the
potential drawbacks of the first category, these
methods involve crafting specific datasets and fine-
tuning the model, aiming for better alignment be-
tween images and text. For instance, LLaVA-RLHF
(Sun et al., 2023) first adopts RLHF to mitigate hal-
lucinations. Based on this work, RLHF-V (Yu et al.,
2023) introduces fine-grained alignment by man-
ually correcting the outputs of MLLMs. Beyond
standard RLHF, some works utilize other improved
algorithms for better efficiency, e.g., DPO (Zhao
et al., 2023; Zhou et al., 2024), instruction tuning
(Liu et al., 2023a), and contrastive learning (Jiang
et al., 2023). However, these methods require ex-
pensive manually annotated paired data, and most
of them also demand substantial computational re-
sources during the finetuning stage. Therefore, in
this work, we focus on reducing the data and com-
putation requirements.

2.2 Unlearning

Unlearning refers to a technique designed to induce
a model to "forget" specific behaviors or data, pri-
marily through the application of gradient ascent
methods (Cao and Yang, 2015). Recently, unlearn-
ing for LLM is receiving increasing attention. Jang
et al. (2023) demonstrate that straightforward gradi-
ent ascent can effectively eliminate privacy vulner-
abilities in LL.Ms. Later, Yao et al. (2023) propose
the use of random mismatch and restrictions on
KL divergence for positive samples, reducing the
negative impact of unlearning on the general per-
formance of LLMs.

In our research, we extend the concept of un-
learning to the realm of multimodal hallucination
mitigation in MLLMs, proposing a novel solution
for enhancing model reliability and accuracy in
multimodal contexts. In contrast to earlier ap-
proaches that apply unlearning across the entirety

of a model’s responses, our methodology focuses
exclusively on the unlearning of hallucinated ob-
jects. This precise, fine-grained unlearning strategy
allows for a more sophisticated refinement of the
model’s outputs, ensuring that only inaccuracies
are corrected without diminishing the model’s capa-
bilities in other areas. To the best of our knowledge,
this is the first attempt to adopt unlearning to mul-
timodal large language models.

3 Preliminary Experiment

The initial phase of our research involves confirm-
ing the hypothesis that text-image congruence can
serve as a reliable indicator of hallucination oc-
currences. To this end, we designed a preliminary
study aimed at validating this premise. Below, we
detail the methods and findings of this experiment.

3.1 Hallucinated v.s. Non-Hallucinated

Our approach involves employing the CLIP model
to assess the similarity between text and corre-
sponding images, with the objective of determin-
ing whether there is a discernible difference in
the similarity scores of hallucinated versus non-
hallucinated content. Following Zhou et al. (2023),
we manually annotate 200 image captions gener-
ated by MiniGPT (Zhu et al., 2023) and LLaVA
(Liu et al., 2023b), labeling objects as either halluci-
nated or non-hallucinated. Subsequently, we define
an object-level image-relevance score by calculat-
ing fine-grained CLIP similarities for these objects
in relation to their associated image segments, aim-
ing to uncover any significant disparities in score
distributions.

Formally, let V' = {v1,vg, ..., v} denotes the
collection of images, and T° = {t1,ta,....,tm}
is the corresponding captions generated by the
MLLM. For each t; € T, we manually anno-
tated all the objects in the caption, represented by
Oi = {Oil, 012, ceey O?}, and O = {01, 02, ooy Om}
After that, we determine whether the object is hal-
lucinated, i.e., whether it appears in the image, as-
signing each object a binary value h(o]) as follows:

17
h(o) = {0

Based on this evaluation, we categorize the ob-
jects into two groups: the hallucinated group H; =
{olo € O,h(0) = 1} and the non-hallucinated
group Hy = {olo € O,h(0) = 0}. We then cal-
culate the fine-grained CLIP score between each

if the object o is hallucinated;

if the object o is not hallucinated.
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Figure 2: Comparison of hallucinated and non-hallucinated objects generated by MiniGPT4 (a) and LLaVA (b) on

image-relevance scores.

Model Hal. Mean Std. p
.. No 2826 2.74 _30
MiniGPT4 Yes 2535 270 6.0 x 10
No 28.64 2.65 _12
LLaVA Yes 2611 227 2910

Table 1: Statistics and significance test on samples
generated by MiniGPT4 and LLaVA. Hal. indicates
whether the objects are hallucinated, Mean and Std.
represent their average and standard deviation of image-
relevance scores, and p is the p-value of t-test.

object og in either group and its corresponding im-
age v;. Given that most objects cover only a portion
of the image, we segment the image into patches
and employ a sliding window technique to identify
the best match. Thus, the image-relevance score
for each object is determined as follows:

S(0]) = max CLIP(o, w;), (D

v w; €
where W; represents the set of sliding windows
over the patches of the image v;.

This methodology enables us to obtain two sets
of image-relevance scores S1 = {S(0)|lo € H;}
and Sy = {S(0)|o € Hp}. In the next section, we
will examine the distributions of these scores and
validate our hypothesis that text-image similarity
can indicate the likelihood of hallucination.

3.2 Results and Analysis

In our analysis, we applied a two-sample t-test to
examine the differences between the score distribu-
tions of hallucinated and non-hallucinated objects.
The results, as detailed in Table 1, reveal a notable
discrepancy between the mean values of these dis-

tributions, as indicated by the p-value. This statisti-
cal evidence allows us to confidently reject the null
hypothesis that the two distributions have identical
means, underscoring the utility of CLIP similarity
scores in detecting hallucinations.

To provide a clearer understanding of these
differences, we visualized the score distributions
through density plots. These plots, illustrated in
Figure 2, demonstrate that scores for hallucinated
objects typically fall below 32, whereas scores
for non-hallucinated objects generally exceed 23
for both the two models. Our quantitative analy-
sis further reveals that among the objects scoring
above 32, only 0.6% and 1.6% are hallucinated, and
among those below 23, only 2.3% and 1.7% are not
hallucinated, for MiniGPT and LLaVA respectively.
These findings not only substantiate our hypothe-
sis but also suggest that definitive thresholds can
be established to effectively segregate positive and
negative samples for the purpose of unlearning.

4 Multimodal Hallucination Mitigation

4.1 Overview

After ascertaining the capability of CLIP through a
preliminary experiment, we design EFUF, whose
overview is shown in Figure 3. Drawing from estab-
lished methodologies in prior research (Sun et al.,
2023; Yu et al., 2023; Liu et al., 2023a; Zhao et al.,
2023; Jiang et al., 2023), our approach is bifur-
cated into two key stages: dataset construction and
the unlearning process itself. Initially, we harness
CLIP scores to identify and segregate various sam-
ples; after that, unlearning is applied on the model
with the curated samples.

Concretely, in constructing the dataset, we first
prompt the model to generate captions for given
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Figure 3: An overview of EFUF. EFUF is divided into two stages: dataset formation and unlearning process.
Initially, we extract objects from generated captions and calculate their image relevance utilizing CLIP, followed by
the construction of three datasets. Subsequently, three corresponding losses are tailored to finetune the model.

images. After that, we utilize the CLIP model to
calculate the fine-grained similarity score of the ob-
ject phrases in text and the corresponding segments
in image. By setting thresholds for the scores, we
are able to discern and compile distinct samples
from the generated text, forming a dataset for fine-
tuning that circumvents the need for labor-intensive
manual annotation. During the finetuning phase,
we employ an efficient unlearning method, which
involves the development of three distinct types of
losses. These losses are designed to aid the model
in discarding incorrect multimodal alignments that
could lead to hallucinations, while preserving the
correct alignments essential for tasks. Unlearning
generally requires less computation resources com-
pared with conventional alignment algorithms in
the finetuning stage, so the computation amount
can also be effectively reduced.

4.2 Dataset Formation

Prior to implementing unlearning with MLLMs,
it’s imperative to define the targets of unlearning
and accordingly assemble the requisite positive
and negative samples. As evidenced in Section
3.2, specific thresholds can effectively delineate
between these samples. Hence, we apply these pre-
determined image-relevance thresholds to filter the
hallucinated and non-hallucinated objects.

Given that a single response may encompass
both hallucinated and non-hallucinated objects, a
fine-grained approach to unlearning is warranted.
Rather than attempting to unlearn an entire re-

sponse wholesale, we opt for a targeted strategy
focusing on the subsentences corresponding to the
object, delineated by punctuation. Moreover, to
preserve the model’s overarching sentence compre-
hension and capabilities, we also compile samples
of the complete sentences based on the mean image-
relevance scores of all included objects, in addition
to the positive and negative subsentences. These
three categories of samples collectively form the
dataset tailored for the unlearning process, facili-
tating a more nuanced and effective mitigation of
multimodal hallucinations.

Formally, let D = {v; z;y} denotes a finetuning
dataset for MLLM, where v is the image, « is the
text query (prompt), and y is the text answer. The
positive subsentence dataset is formulated as

Dt = {vi;pre(og);cur(og)\og € O,S(o{) > To} ,

where cur(o) represents the subsentence where ob-
ject o situates, pre(o) represents all the texts before
cur(o), including prompt, and Tj is the threshold
for positive samples. The text that comes after
cur(o) is truncated and unused. Similarly, The neg-
ative subsentence dataset is defined as

D™ = {vi;pre(og);cur(ogﬂog € O,S(oz) < T1},

where 77 is the threshold for negative samples.

To construct a comprehensive dataset featuring
complete responses, it is essential to establish a
metric for assessing sentence-level hallucinations.
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This is achieved by calculating the average image-
relevance score across all referenced objects within
a response. The formula for this sentence-level
image-relevance score is given by

S(t;) = %ZS(O{). 2)
j=1

With this metric, we can curate a dataset of re-
sponses by filtering out those responses from the
model that meet the specific criterion:

D? = {Ui;pi;tiﬁi S T,S(ti) > TQ},

where p; denotes the prompt for response t;, and
T5 is the threshold for response samples.

Finally, we take Dypicarning = {D1, D™, D*}
as our unlearning dataset.

4.3 Unlearning for MLLM

After constructing the dataset, the final phase of
our approach is the application of unlearning tech-
niques to the model. Prior studies (Eldan and
Russinovich, 2023) have shown that employing
solely the unlearning loss severely undermines the
model’s linguistic comprehension, rendering it in-
capable of producing coherent sentences. Thus,
we introduce a dual-faceted fine-grained unlearn-
ing approach: applying a negative loss to the sub-
sentences containing hallucinated objects, and a
positive loss to those containing non-hallucinated
objects. This strategy aims to curtail the production
of hallucinated content while encouraging precise
object representation, thus diminishing the occur-
rence of hallucinations. Meanwhile, we also pro-
pose a sentence loss, aiming to preserve the model’s
ability to generate cohesive, long-form text. In the
following, we will introduce these losses in detail.
As is indicated by previous works, the core of
unlearning is the gradient ascent strategy. Formally,
unlearning updates the model parameters by:
AH:UVGLft(vvxay;e)’ (Ua'T?y) NDv (3)
where 6 denotes the model’s parameters, 7 is the
(un)learning rate, and L f; signifies the finetuning
loss function. In the context of multimodal large
language models, the supervised finetuning loss
function L is articulated as

lyl
1
Lft(vaxay; 0) = ? Zl(fe(v>x7y<i)’yi)a (4)

vl =

where fy symbolizes the model with parameter 6,
and [(9;, y;) calculates the cross-entropy loss for
the predicted and actual values.

To counteract hallucinations while maintaining
overall model efficacy, we introduce three distinct
losses tailored to the datasets we’ve constructed.
The first, termed negative loss, applies gradient
ascent to negative subsentences as follows:

Lneg: _Lft(vawvy)a (,U7x7y)ND7‘ (5)
This inversion of the loss function enables gradi-
ent ascent. The second, the positive loss, aims at
encouraging the model to generate correct objects,
with its formulation remaining straightforward:

Lpos :Lft(’l)7377y)7 (U,%y) ND+‘ (6)

The last, the sentence loss is designed to retain
model’s comprehension and capabilities on full
sentences during the unlearning process:

Lgent :Lft(vaxvy)a (v,x,y) ~ D*. @)
The overall loss equation then becomes a weighted
amalgamation of these three components:

L= Lpos + )\aneg + A2 Lsent, 3

where \; and A, represent the unlearning weight
and the sentence weight respectively.

During training, we perform concurrent sam-
pling from the three datasets, individual loss com-
putation, and aggregation to derive the final loss
metric. By doing so, we effectively mitigate hallu-
cinations and preserve the model’s proficiency in
processing extensive sentences.

5 Experiments

5.1 Experimental Settings

Dataset. We adopt MSCOCO (Lin et al., 2014)
as our dataset. Since our approach necessitates only
the images themselves, their annotations are used
exclusively for evaluation. Details of our dataset
can be found in Appendix A.2.

Evaluation Metrics. Following Yu et al. (2023),
our assessment encompasses two dimensions: trust-
worthiness measured by the degree of hallucination,
and helpfulness determined by the quality of the
generated text. To quantify hallucinations, we uti-
lize CHAIR (Rohrbach et al., 2018), MHumanEval
(Yu et al., 2023) and POPE (Fu et al., 2023). For
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Hallucination Rate

Generation Quality

Model Chairg] Chair;l Humang! Human;, POPEt  Bleult Bleu2t Bleudt Infot ppl.l
MiniGPT4 459 232 69.0 27.3 81.0 438 295 155 867 0.134
+ EFUF 38.9 21.1 45.0 127 82.3 456 311 167 875 0.121
LLaVA 52.8 22.8 42.0 14.7 85.3 432 290 152 937  0.139
+ EFUF 419 18.7 24.0 7.7 85.9 453 310 168 935  0.129
mPLUG-owl  71.1 335 60.0 24.1 88.5 433 291 151 911 0.129
+ EFUF 40.5 232 46.0 17.7 90.7 523 353 199  90.0 0.139
ShareGPT4V  46.8 223 31.0 9.9 87.8 433 292 154 89.6 0.157
+ EFUF 36.9 18.4 14.0 5.4 88.1 469 325 181 911 0.159

Table 2: Performance comparison of various MLLMs with and without EFUF. Hallucination is assessed using
CHAIR (Chairg, Chairy), MHumanEval (Humang, Human;), and POPE metrics. Quality is evaluated based on
consistency with ground truth (Bleul, Bleu2), informativeness (Info.), and fluency (ppl.). A downward arrow ()
indicates that lower values are better, whereas an upward arrow (1) signifies that higher values are preferable.

generation quality, we leverage the BLEU (Pap-
ineni et al., 2002) score for assessing the consis-
tency with ground truth, evaluate informativeness
through GPT-4’s judgment (OpenAl, 2023), and
use GPT-2’s perplexity score (Radford et al., 2019)
to determine text fluency. Details on the evaluation
metrics are provided in Appendix A.3.

5.2 Baselines

To affirm the robustness of EFUF across a spec-
trum of MLLMs, we conducted evaluations against
a suite of state-of-the-art base models. These in-
clude MiniGPT4 (Zhu et al., 2023), mPLUG-owl
(Ye et al., 2023), LLaVA (Liu et al., 2023b), and
ShareGPT4V (Chen et al., 2023), which are pre-
trained on extensive multimodal datasets and sub-
sequently finetuned on high-quality instructions. In
our experiments, we integrate EFUF into them to
obtain the enhanced model.

6 Results and Analysis
6.1 Main Results

As is shown in Table 2, we evaluate EFUF across a
variety of MLLMs, assessing both the hallucination
rate and generation quality.

Hallucination Rate. Based on the results, our
approach demonstrates a consistent reduction in
hallucination rates across all four MLLMs, with an
average improvement of approximately 15% and
5% on the Chairg and Chair; metric, 18% and 8%
on the Humang and Human; metric, and 1% on the
POPE metric. These findings validate the effective-
ness and adaptability of our method, emphasizing
its capacity to notably lower hallucination rates
across cutting-edge models.

Generation Quality. Table 2 also highlights the
improvements of EFUF in generation quality. Re-
sults show that our method not only reduces the
hallucination rate but also enhances overall genera-
tion quality. Specifically, it improves BLEU-1 by
4%, BLEU-2 by 3%, BLEU-4 by 2%, informative-
ness by 1%, and fluency by 1%, across the four
models. These enhancements stem from two main
factors: the unlearning strategy which promotes
accurate object generation, and the sentence loss
design which enhances fluency.

6.2 Ablation Study

Without loss of generality, we select the MiniGPT4
model for the ablation study to investigate the ef-
fects of different modules of our proposed method.
As outlined in Section 4.3, our approach is funda-
mentally comprised of two key elements: the sen-
tence loss and the unlearning mechanism, which
itself includes the negative loss and the positive loss.
In order to quantify the contribution of each com-
ponent, we contrast EFUF against the following
configurations: (1) vanilla unlearning: a strategy
employing the coarse-grained unlearning, leverag-
ing both positive and negative entire sentences iden-
tified based on their sentence-level image relevance
scores; (2) fine-grained unlearning: the unlearning
strategy applied in EFUF, but without the sentence
loss; (3) sentence-loss-only method: a method that
solely applies the sentence loss of EFUF, omitting
the unlearning aspects. The subsequent content de-
tails the outcomes and insights derived from these
experimental comparisons.

Effects of Unlearning. As shown in Table 3, we
observe marginal improvements in hallucination
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Hallucination Rate

Generation Quality

Method Chairg) Chair;/ Humang| Human;| POPE?T Bleul? Bleu2t Bleu4t Info.t ppl.)
MiniGPT4 45.9 23.2 69.0 27.3 81.0 43.8 29.5 15.5 86.7 0.134
+ unlearn. 424 22.7 56.0 17.3 82.0 44.2 29.8 15.6 87.6 0.120
+f.g. unlearn. 36.1 17.9 39.0 9.7 82.7 473 32.8 17.1 87.2 0.170
+ sentence loss 44.1 29.8 58.0 17.0 81.7 43.6 29.1 16.0 86.8  0.120
+ EFUF 389 21.1 45.0 12.7 82.3 45.6 31.1 16.7 87.5 0.121

Table 3: Performance comparison of EFUF with vanilla unlearning strategy (unlearn.), fine-grained unlearning
strategy (f.g. unlearn.), and sentence-loss-only method (%). Although fine-grained unlearning achieves the lowest
hallucination rate, it drastically sacrifices fluency, making the generated content difficult for humans to read.

Hallucination Rate

Generation Quality

Method Chairs| Chair;/ Humang|! Human;| POPEt  Bleul? Bleu2t Bleudt Infot ppl.)
LLaVA 52.8 22.8 42.0 147 85.3 432 290 152 937  0.139
+ RLHF 602 248 40.0 12.7 87.0 398 258 126 935 0.126
+HADPO 523 21.6 28.0 10.8 84.2 438 296 157 914  0.148
+POVID 413 192 29.0 8.3 86.3 445 300 151 868 0.233
+EFUF 419 187 24.0 7.7 85.9 453 310 168 935 0.129

Table 4: Performance comparison of different hallucination mitigation methods for LLaVA on metrics measuring
hallucination rate and generation quality. Best scores are in bold and second bests are underlined.

Method MME GQA SQA QBench

LLaVA 1491 630 669  59.2
+RLHF 1212 484 654 530
+HADPO 1441 612 672 586
+POVID 1438 619 684 592
+EFUF 1468 632 664  59.3

Table 5: Performance comparison of different hallucina-
tion mitigation methods for LLaVA on metrics measur-
ing VQA and reasoning capability.

rate reduction and BLEU score enhancement, when
the method of vanilla unlearning and sentence loss
are applied. However, these gains are trivial com-
pared to those achieved by fine-grained unlearning
and the complete EFUF, highlighting the essen-
tial role fine-grained unlearning plays in mitigating
hallucinations and generating correct objects.

Effects of the Sentence Loss. Compared to
EFUF, the fine-grained unlearning approach re-
sults in a slightly lower hallucination rate but at
the cost of informativeness and fluency. In this
scenario, BLEU scores fall short of capturing this
issue, as they only measure n-gram matches. The
decline in fluency is highlighted by a significant in-
crease in perplexity, rendering the responses largely
unreadable by humans. Manual examination fur-
ther reveals that the generated content often con-
sists fragmented and incoherent sentences. Con-
versely, method employing only the sentence loss

and EFUF do not exhibit these flaws, emphasizing
the vital function of sentence loss in maintaining
high-quality text generation.

In summary, our analysis confirms the neces-
sity of integrating both fine-grained unlearning and
sentence loss to effectively reduce hallucinations
without compromising the model’s proficiency in
generating comprehensive, fluent sentences. This
combined approach ensures model performance
while notably reduces hallucinations.

6.3 Comparison with Other Methods

To further evaluate the performance of EFUF, we
compare it with other methods tailored to halluci-
nation mitigation. These include LLaVA-RLHF
(Sun et al., 2023), HA-DPO (Zhao et al., 2023),
and POVID (Zhou et al., 2024), which are all eval-
uated using their officially released checkpoints.
We benchmark EFUF against these methods on the
LLaVA model, since their checkpoints are all based
on LLaVA.

Hallucination Rate & Generation Quality. We
measure EFUF’s generation quality along with hal-
lucination rate in Table 4. Compared to other hallu-
cination mitigation methods, EFUF demonstrates
comparable or superior performance, while requir-
ing minimal data construction cost and training re-
sources among all. Additionally, our improvements
in generation quality are on par with RLHF-based
methods, which typically demand expensive human
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Figure 4: Training time comparison of EFUF with other
finetuning-based methods (A100 GPU hours).

annotations and significant computations. These
outcomes highlight our method’s effectiveness and
efficiency.

VQA & Reasoning Capability. To provide a
more holistic evaluation of EFUF, we also as-
sessed its performance on VQA and reasoning
tasks. We employed benchmarks such as MME (Fu
et al., 2024), GQA (Hudson and Manning, 2019),
ScienceQA (Lu et al., 2022), and QBench (Wu
et al., 2024). Table 5 reports the results for the
baseline model, EFUF, and competing methods.
EFUF demonstrates modest performance fluctua-
tion across these benchmarks compared to other
hallucination mitigation strategies, indicating that
our method does not negatively affect VQA and
reasoning capabilities.

6.4 Training Cost

EFUF distinguishes itself from conventional fine-
tuning approaches to hallucination mitigation
through its markedly lower end-to-end training
costs. A key advantage of EFUF lies in its dataset
construction process, which obviates the need for
costly human annotations. Traditional methods typ-
ically rely on extensive human-labeled datasets, of-
ten comprising around 10,000 samples at expenses
surpassing $3,000 (Sun et al., 2023; Yu et al., 2023).
Otherwise, they create the dataset with the assis-
tance of GPT-4, involving up to 500,000 samples
pre-screened before manual review, incurring costs
for around 200 million tokens equivalent to $2,000
(Liu et al., 2023a; Jiang et al., 2023).

In stark contrast, EFUF’s resource efficiency
extends to its training demands. As depicted in
Figure 4, EFUF’s training on an A100 GPU for a

MiniGPT4 model requires merely 3 GPU hours, a
fraction of the resources needed by other methods.
For comparison, RLHF-based finetuning typically
consumes 20 GPU hours (Sun et al., 2023), DPO
ranges from 8 (Yu et al., 2023) to 16 (Zhao et al.,
2023) GPU hours, and contrastive learning method
requires around 10 GPU hours (Jiang et al., 2023).

This substantial reduction on resource require-
ments in both dataset construction and training
stage not only makes EFUF a cost-effective ap-
proach but also enhances its scalability and acces-
sibility for broader applications in hallucination
mitigation within the realm of multimodal large
language models.

6.5 Additional Analyses

To further substantiate the effectiveness of EFUF,
we provide extensive supplementary analyses in the
appendices. As presented in Appendix B, EFUF
complements and enhances the performance of ex-
isting hallucination mitigation strategies. We also
explore the impact of varying weights as hyper-
parameters in Appendix C. Finally, a case study
detailed in Appendix D quantitatively evaluates the
generated text under different methods, showcasing
the distinct advantages of our proposed solution.

7 Conclusion

In this paper, we find that text-image similarity is
helpful for identifying multimodal hallucinations,
and propose a novel unlearning framework to mit-
igate hallucinations in MLLM. Specifically, we
first curate different samples utilizing the image-
relevance score derived from CLIP similarity, and
then design three distinct losses to perform unlearn-
ing on the curated samples. Extensive experiments
on different baselines show that our method ef-
fectively reduces multimodal hallucinations while
retaining the general performance of the model.

Limitations

The limitations of our work mainly contain two
aspects. Firstly, the exploration of alternative meth-
ods for assessing text-image similarity presents an
avenue for further research. Our findings affirm
the utility of text-image relevance in constructing
datasets for the unlearning process, with the rele-
vance scores derived using the CLIP model. Ad-
ditional methodologies for determining text-image
relevance warrant exploration, which may further
optimize the construction of unlearning datasets.
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Secondly, in line with most preceding research, our
investigation primarily addresses object hallucina-
tions, gauged by the presence or absence of the
depicted object in the corresponding image. The
exploration of other varieties of hallucinations, in-
cluding but not limited to the attributes or posi-
tioning of objects within the image, represents a
significant area for future work.
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A Details on Experiment Settings

A.1 Implementation Details

For dataset construction, in order to efficiently ob-
tain the object set O, we prompt the LLaMA-2-70b
(Touvron et al., 2023) model to extract all the ob-
jects from the response text. During training, we
only tune each model’s multimodal mapping layers,
i.e., ones that map image feature to text token em-
bedding. We train each model for a fixed 1 epoch
with AdamW (Loshchilov and Hutter, 2019) as the
optimizer, and report their performance on test set.
We implement all the models with the PyTorch
framework (Paszke et al., 2019), and run experi-
ments on an NVIDIA A100 GPU (NVIDIA et al.,
2020). For hyperparameters, we set the weight of
unlearning loss A to 0.3, the weight of sentence
loss A to 0.2, the learning rate 7 to 1e-5, weight
decay to 0.05. Based on the analysis in Section 3,
the threshold for normal object T and hallucinated
object 77 is set to 32 and 23, respectively. Besides,
to ensure that the number of the entire sentence
samples is similar to that of the positive and neg-
ative subsentences, we set the threshold for entire
sentence 15 to 27.5.

A.2 Dataset

MSCOCO (Lin et al., 2014) is a comprehensive
dataset, encompassing over 300,000 images across
more than 80 categories, each meticulously anno-
tated. Our approach, which leverages text image
congruence for alignment, necessitates only the
images themselves and their associated prompts,
omitting any need for annotations. Following Zhou
et al. (2023); Liu et al. (2023a), we randomly select
3,200 images with annotation for validation and
testing, ensuring no overlap with the training im-
ages to maintain the integrity of our experimental
conditions.

A.3 Evaluation Metrics
A3.1

To quantify the rate of hallucinations, we utilize
CHAIR (Rohrbach et al., 2018) and MHumanEval
(Yu et al., 2023), which allow us to measure hallu-
cinations at both the sentence and instance levels
for model-generated content. Additionally, POPE
(Fu et al., 2023) is incorporated into our evaluation
to directly assess the models via VQA. Details of
these metrics are given below.

(1) CHAIR. Caption Hallucination Assessment
with Image Relevance (CHAIR, Rohrbach et al.,
2018) is a widely-used metric for evaluating hallu-
cination. It quantifies hallucination by calculating
the ratio of non-existent objects referenced in the
model’s response to the total number of objects
mentioned. It features two variations: CHAIRg
for sentence-level and CHAIR for instance-level.
Both aim to measure object hallucination, albeit
from different perspectives:

Metrics on Hallucination Rate

|{hallucinated objects}|
|{all objects}|

CHAIR: — |{hallucinated responses} |

CHAIR; = )

10
|{all responses}| {10

where hallucinated responses refer to the responses
containing at least one hallucinated objects.

(2) MHumanEval. Recognizing the limitations
of CHAIR in covering only a set of pre-defined
object categories, we also incorporate human judg-
ment into our evaluation. Following (Yu et al.,
2023), we select a random subset of 100 responses
for expert review to identify hallucinated and non-
hallucinated objects. Similar to CHAIR, we re-
port hallucination rates at both the object level and
the response level, offering a holistic view of the
model’s accuracy in depicting real-world objects.

(3) POPE. Consistent with prior studies (Zhao
et al., 2023; Jiang et al., 2023), our evaluation in-
corporates the Polling-based Object Probing Evalu-
ation (POPE) methodology (Li et al., 2023). POPE
leverages an automated segmentation tool to delin-
eate objects within images, subsequently querying
the model regarding their presence, as well as in-
troducing random non-existent objects. We present
the F1 scores, offering insights into the model’s
image perception capabilities.

A.3.2 Metrics on Generation Quality

Our evaluation of the generated content’s quality
by MLLM hinges on three key metrics: informa-
tiveness, consistency with human responses, and
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fluency. These metrics collectively assess the out-
put’s relevance, alignment, and readability.

(1) Informativeness. Inspired by (Yu et al.,
2023), this metric assesses the extent to which
the generated captions encapsulate the primary el-
ements depicted in the image. Utilizing the rich
annotations provided by the COCO dataset, we
engage GPT-4 (OpenAl, 2023) to compare the an-
notated objects, the ground-truth caption, and the
model-generated caption, subsequently assigning a
coverage score. This process ensures that the eval-
uation focuses on the caption’s ability to highlight
significant image details.

(2) Consistency to human response. The fi-
delity of model-generated content to human-crafted
responses is gauged using the BLEU (Papineni
et al., 2002) score, which measures the linguistic
similarity between the machine’s output and expert-
written ground truth captions. This metric serves
as an indicator of how well the model’s responses
align with human expectations and standards.

(3) Fluency. The smoothness and natural flow
of the text produced by the model are evaluated
through its perplexity when processed by a pre-
trained GPT-2 (Radford et al., 2019) model. A
lower perplexity score signifies higher text fluency,
indicating that the generated narrative is coherent
and easily comprehensible, mirroring the linguistic
quality of the text.

B EFUF is beneficial to other
hallucination mitigation methods

EFUF stands out not only for its effectiveness and
efficiency in dataset construction and training but
also for its compatibility with existing hallucination
mitigation strategies, such as RLHF and instruction
tuning. This compatibility suggests that MLLMs
already enhanced with such techniques can further
benefit from the integration of EFUF, potentially
leading to additional performance improvements.
To validate this proposition, we conduct incre-
mental experiments, selecting models enhanced
with RLHF (LLaVA-RLHEF, Sun et al., 2023) and
instruction tuning (LRV, Liu et al., 2023a) as our
new baseline for comparison. These models are
then incrementally trained with EFUF. Results, de-
tailed in Table 6, indicate a notable reduction in
hallucination rates post-EFUF application, with-
out compromising the quality of the generated text.
This outcome underscores EFUF’s value as an ad-
ditive method, capable of augmenting the perfor-

mance of MLLMs already subjected to advanced
hallucination mitigating techniques.

C Effects of different weight

In this segment, we delve into the effects of vary-
ing the weight assigned to the negative loss A; and
sentence loss Ay on the performance outcomes of
ShareGPT4V model when trained using our EFUF
strategy. The investigation is aimed at understand-
ing how adjustments in these parameters influence
both the reduction in hallucination rates and the
overall quality of generated content, with results
reported on validation set.

(1) Effects of negative loss weight A\; As sum-
marized in Table 7, as \; is incremented from 0.1
to 0.4, we initially note enhancements in both hal-
lucination reduction and generation quality metrics,
up until a value of 0.2. Beyond this threshold and
past the value of 0.3, a new trend emerges: while
the rate of hallucinations continues to decline, a no-
ticeable degradation in generation quality become
apparent. This is particularly evident in the met-
rics assessing informativeness and fluency, with the
most pronounced effects observed once A\; exceeds
0.4. Our case study further reveals the model’s
diminishing capacity to construct lengthy, informa-
tive sentences at the value of 0.4, suggesting an
overly aggressive unlearning weight might inadver-
tently impair the model’s foundational knowledge
and capabilities.

Given these findings, a value of 0.3 for A; is
identified as the optimal balance point, effectively
minimizing hallucinations without compromising
the integrity of generation quality.

(2) Effects of sentence loss weight Ao Contrast-
ingly, the impact of Ay generally mirrors the in-
verse of \;’s effects. A value of 0.1 yields re-
duced fluency, suggesting that such a low sentence
loss weight fails to exert sufficient influence. Con-
versely, elevating A2 to 0.3 incites an increase in
the hallucination rate. This phenomenon can be at-
tributed to an overly dominant sentence loss weight,
which biases the model towards learning entire sen-
tence patterns at the expense of neglecting to un-
learn hallucinated content. Consequently, a value
of 0.2 for \g is identified as the optimal setting,
striking a balance between minimizing hallucina-
tions and maintaining high-quality sentence gener-
ation.
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Hallucination Rate Generation Quality

Models Chairg) Chair;) Humans! Human;, POPET  Bleult Bleu2t Bleudt Info.} ppl.l
LLaVA-RLHE 602  24.8 40.0 12.7 87.0 398 258 126 935 0.126
+ EFUF 59.7 24.7 38.0 12.4 88.8 401 261 129 934 0.126
LRV 39.4 19.9 46.0 16.0 85.1 518 366 205 884 0.129
+ EFUF 37.3 19.5 45.0 15.1 85.1 512 363 207 877 0.118

Table 6: Performance comparison of EFUF added on other hallucination mitigating approaches (%).

Parameter Hallucination Rate Generation Quality
Chairg] Chair;/ Humang|/ Human;| POPE?{ Bleulf Bleu2t Bleu4! Info.t ppl.d
0.1 46.3 22.1 30.0 10.2 87.7 432 29.2 15.4 89.5 0.155
\ 0.2 38.5 19.2 20.0 7.3 88.1 44.5 30.2 16.1 91.2 0.129
bo3 36.9 18.6 18.0 52 88.2 47.5 33.1 18.4 90.9 0.154
0.4 21.0 12.5 13.0 5.9 88.0 63.5 47.0 18.1 88.5 0.243
0.1 35.7 17.7 16.0 4.3 88.4 48.6 34.1 17.9 90.6 0.187
A2 0.2 36.9 18.6 18.0 52 88.2 47.5 33.1 18.4 90.9 0.154
0.3 394 19.6 30.0 7.8 87.9 459 31.7 16.8 91.0 0.152

Table 7: Performance of EFUF on the ShareGPT4V model with different negative loss weight A\; and sentence loss
weight Ao (validation set).

D Case Study

In this part, we present a comparative analysis
through a case study, aiming to elucidate the dis-
tinct advantages of our method EFUF. This com-
parison involves the baseline MiniGPT4 model, a
version subjected solely to sentence loss, and the
model enhanced with our EFUF strategy.

The case study, as depicted in Figure 5, high-
lights a scenario where the base MiniGPT4 model
erroneously predicts non-existent elements, such
as “large windows” and “bookshelves”. This er-
ror is a clear instance of multimodal hallucination,
where the generated content includes objects not
present in the input image. The sentence-loss-
only approach, while attempting to better align
the model with multimodal contexts, falls short of
completely correcting these hallucinations. This
shortfall is attributed to finetuning’s inherent limi-
tation: it lacks a mechanism to explicitly signal to
the model which objects are inaccurately generated
and thus should be excluded from the output.

In contrast, our EFUF approach successfully
addresses this challenge. By integrating a fine-
grained unlearning strategy, EFUF effectively dis-
courages the generation of objects with low rel-
evance to the given image. This direct interven-
tion ensures that the model refrains from includ-
ing hallucinated objects in its outputs, showcasing
a significant improvement over the baseline and
sentence-loss-only method.
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Please describe the image in detail.

( MiniGPT4 )
The image shows a large room with wooden floors and white walls. There are
several tables and chairs set up in the room, with people sitting at them
working on their laptops. The room has large windows on two sides, allowing
natural light to pour in. There are also several bookshelves along the walls,
o filled with books and other materials. The overall atmosphere of the room is
‘m. one of productivity and focus, with people working diligently on their tasks.

MiniGPT4 + sentence loss

The image shows a large room with wooden tables and chairs. There are
several people sitting at the tables, working on their laptops. The walls are
painted white and there are windows on one side of the room that let in natural
light. The floor is made of hardwood and there are rugs scattered throughout
. the room. The room is well lit and there are several lamps on the tables. The
‘m. atmosphere is quiet and focused, with people concentrating on their work.

MiniGPT4 + EFUF

The image shows a large room with several tables and chairs. There are
several people sitting at the tables, working on their laptops. The walls
are made of wood and there are several paintings on them, adding to

the ambiance of the room. The floor is made of hardwood and there are

several rugs on it, providing a comfortable surface for people to work on.
o The ceiling is high and the room is well lit. The overall atmosphere is
E. productivity and focus, with people concentrating on their tasks.

Figure 5: Responses of MiniGPT4 with different methods.
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