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Abstract

Retrieval module can be plugged into many
downstream NLP tasks to improve their per-
formance, such as open-domain question an-
swering and retrieval-augmented generation.
The key to a retrieval system is to calculate
relevance scores to query and passage pairs.
However, the definition of relevance is often
ambiguous. We observed that a major class
of relevance aligns with the concept of entail-
ment in NLI tasks. Based on this observation,
we designed a method called entailment tun-
ing to improve the embedding of dense retriev-
ers. Specifically, we unify the form of retrieval
data and NLI data using existence claim as a
bridge. Then, we train retrievers to predict the
claims entailed in a passage with a variant task
of masked prediction. Our method can be ef-
ficiently plugged into current dense retrieval
methods, and experiments show the effective-
ness of our method.

1 Introduction

Information Retrieval(IR) is the process of search-
ing and matching relevant information for a given
query. Due to its effectiveness, IR has been inte-
grated into a wide range of modern NLP solutions,
especially knowledge-intensive tasks such as open-
domain QA (Karpukhin et al., 2020; Chen et al.,
2017), fact verification(Thorne et al., 2018) and
retrieval-augmented generation (RAG) (Guu et al.,
2020; Lewis et al., 2020). With the development
of pre-trained language models (PLM), dense re-
trieval methods (Gao and Callan, 2021; Xiao et al.,
2022) have demonstrated remarkable performance
in IR tasks by matching queries and contexts using
vector representations learned by PLMs. In such a
way, texts can be retrieved based on semantic rele-
vance, thus avoiding problems such as vocabulary
mismatching and providing more useful informa-
tion for downstream tasks (Xiong et al., 2020).

A key challenge to IR is the ambiguous defini-
tion of relevance (Asai et al., 2024). On the one

5 retrieve read
question passages ]—>[ answer ]
neutral 6

+ | Armstrong loves the
moon since he
learns to walk.

Who first step
on the moon?
Armstrong is the
ﬁ first human step
on the moon.
There exists a
human who has
stepped on the
moon.

Armstrong became
the first man to
walk on the moon
in 1969.

entail 0

Figure 1: Both passages contains answer and receive
high relevance score, but only the second is truly helpful
to deduce answer. A necessary condition of a helpful
passage is entailing the claim underlying the question.

hand, the exact meaning of relevance varies across
different tasks and user intents (Su et al., 2023).
For example, while defining relevance as keyword
matching adequately addresses most needs of gen-
eral web searches, it is insufficient for open-domain
question answering, where the relevance of a text
hinges on whether answers can be logically de-
duced from it. On the other hand, while dense
retrievers are built upon PLMs, there exists a nu-
anced gap in how they define relevance, owing to
their differing training objectives (Ke et al., 2024).
PLMs like BERT (Devlin et al., 2019) are trained
under masked token prediction. As a result, texts
co-occurred in the same context window has simi-
lar representations, which misaligns with the target
of retrieval systems.

Several works has managed to improve retrieval
by covering different aspects of relevance (Wang
et al., 2024; Humeau et al., 2019) and tailor re-
trieval schemes for different tasks (Ostendorff et al.,
2022; Bruno and Roth, 2022; Van Opijnen and
Santos, 2017; Su et al., 2023). However, they are
largely data-driven or confined to specific domain
and lacks a clear and versatile definition of the
relevance for effective retrieval. More advanced
understanding of relevance in retrieval can help to
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break the quality bottleneck of downstream tasks
such as RAG.

In this work, we reconsider the relevance def-
inition in QA-oriented retrieval from the lens of
natural language inference(NLI) (Conneau et al.,
2017). For example, consider the query "Who first
step on the moon?", the actual information flow
into a retrieval system is "there exists a human
being who has already stepped on the moon some-
time." Thus, a necessary condition for a positive
passage which is relevant and helpful to answer
this question is that the claim can be logically in-
ferred from it. Using the framework of NLI, we
observed that when regarding passages as premise
and claim as hypothesis, the relationship between
positive/relevant passages and claim is entailment,
while the relationship between negative/irrelevant
passages and claim is neutral. If the claim itself is
not held true, then retrieved passages might even
contradict the claim, in which case the question
is defined as unanswerable. To validate this for-
mulation, we conduct several experiments on the
correlation of relevance and entailment. We show
that off-the-shelf NLI models indeed tend to assign
significantly higher entailment probability to posi-
tive passages, and dense retrievers also give higher
relevance scores to the premise and hypothesis of
the entailment relationship compared to neutral and
irrelevant ones.

Based on the above formulation and empirical
evidence, we designed a method called entailment
tuning to enhance the performance of dense re-
trievers for open-domain QA. We augment dense
retriever training with NLI data (Bowman et al.,
2015; Williams et al., 2018), and draw closer the
embedding of text pairs of entailment relationship.
Specifically, we first convert questions to claims
using a rule-based method and assemble claim-
passage pairs and premise-hypothesis pairs in a
unified prompt. Then, we mask almost the whole
span of hypothesis part and train the encoder model
to predict the masked hypothesis from the premises.
This encourages the passage embedding to focus
on the information it entails, and consequently im-
prove retrieval performance at inference time. Our
experiments demonstrate the effectiveness of the
entailment tuning method in dense passage retrieval
tasks.

In summary, our contribution is three-fold: first,
we propose and validate a perspective of defining
query-passage relevance using the concept of en-
tailment from NLI. Second, by exploiting this con-

nection, we design an algorithm called entailment
tuning which can be easily plugged into SOTA
dense retriever training pipelines, and empirically
validated its significant effectiveness in vast amount
of datasets and methods. Third, We further verify
that enhancing the entailment type of relevancy in
retrieved passages indeed translates to better per-
formance in the downstream tasks of retrieval, such
as open-domain QA and RAG.

2 Background

Dense Retrieval Unlike traditional methods such
as TF-IDF and BM25(Robertson and Zaragoza,
2009) that calculate text relevance based on term
frequency, dense retrieval methods use deep neu-
ral networks to encode a piece of text which in-
tegrates contextualized information into a single
vector, and then text is retrieved with maximum
inner-product search (MIPS) based on its embed-
ding similarity with query. Siamese network and
dual encoder are the two most frequently used struc-
tures to encode queries and passages, which are
built on the PLMs with advanced language under-
standing abilities. However, general-purpose PLMs
are not trained under retrieval objectives. To this
end, lines of methods have been proposed to adapt
LMs to retrieval tasks. At pre-training stage, sev-
eral works(Xiao et al., 2022; Gao and Callan, 2021;
Izacard et al., 2022) design unsupervised train-
ing schemes suitable for retrieval task, including
aggressive masking, asymmetric encoder-decoder,
and inverse-cloze task(Lee et al., 2019). At fine-
tuning stage, techniques like supervised contrastive
learning(Karpukhin et al., 2020; Xiong et al., 2020;
Qu et al., 2021) and late-interactions(Khattab and
Zaharia, 2020) are used to train dense retriev-
ers. With recent developments of GPT-like mod-
els, another line of work attempts to adapt LLMs
for IR tasks, using methods like bi-directional at-
tention(BehnamGhader et al., 2024), instruction-
tuning(Asai et al., 2023; Su et al., 2023) and hy-
pothesis generation(Gao et al., 2023).

Natural Language Inference Natural language
inference is a fundamental task in NLP, underpin-
ning a wide range of NLP tasks, from common-
sense reasoning to semantic textual similarity (STS)
tasks(Bowman et al., 2015; Conneau et al., 2017).
NLI focuses on understanding sentence meaning
and the relationship between sentences. Specifi-
cally, given a premise sentence and a hypothesis
sentence, the goal is to classify the relationship
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Example (Passage & Query)

Relationship

Downstream Task

Passage: The Great Lakes, also called the Laurentian Great Lakes and the Great Lakes of
North America, are a series of interconnected freshwater lakes located primarily in the upper
mid-east region of North America, on the Canada—United States border, which connect to the
Atlantic Ocean through the Saint Lawrence River.

Query: Where do the Great Lakes meet the ocean?

entail

Open-domain QA

Passage: While I do agree that there are emotionally and physically demanding aspects to
both dance and sports, there are too many differences between them to call dance a sport itself.
For example, Dance exists to tell a story through movement and music. That is something
sports simply do not do.

Query: Dance Is Not a Sport

entail, contradict

Argument Retrieval

Passage: Elon Musk hires a team of experts to build the ultimate yacht, but when the yacht is
completed, he realizes that he has no idea how to sail it. With the help of a quirky crew and a
fearless captain, the playboy embarks on a wild and hilarious adventure across the open seas,
where the crew have to keep Elon alive despite his inability to do anything himself. All the
while, Elon takes credit for their hard work.

Query: Write a plot summary for a comedic novel involving Elon Musk and sea travel.

constraint satisfaction

RAG

(instruction-following)

Table 1: Examples of different meaning or relevance between passage and query in retrieval-related tasks. While
QA seeks passages that entails the information in query, argument retrieval tasks seek passages both entails and

contradict the query. RAG covers a wider range of relevance definition, such as constraint satisfaction.

of the two sentences into three categories: entail,
neutral or contradict. Entail means the hypothe-
sis can be logically inferred from information pro-
vided in the premise. Neutral means hypothesis
can not be deduced conditioned on premise, al-
though they may have a large topic or lexical over-
lap. Contradict means the if the premise stands
true, then the hypothesis must be false. Challenge
in NLI task lies in an accurate understanding of
deep semantic meaning beyond shallow features of
natural languages(Williams et al., 2018; Li et al.,
2020; Cer et al., 2018). Recently, researchers found
that using NLI data for supervised training ben-
efits learning sentence embeddings thus improv-
ing the performance of downstream tasks such as
sentimental analysis and opinion polarity detec-
tion. Earlier work such InferSent(Conneau et al.,
2017) learn sentence embedding based on LSTMs
or CNNs(Kim, 2014). Utilizing the representa-
tion power of PLMs, models like SBERT and Sim-
CSE(Reimers and Gurevych, 2019; Ni et al., 2022;
Gao et al., 2021) further proves the feasibility of
improving STS tasks using NLI data as supervision
signal. However, these exploration mainly works
the grain of sentences and a feasible end-to-end
solution to be applied to dense passage retrieval
remains lack.

3 Preliminaries

In this section, we introduce the preliminaries of
current dense retrieval framework.
Task Definition. Given a query ¢ and a collection

of passages P, the goal of the dense retriever M
is to retrieve k passages from P that are most rele-
vant to q. Passages in P are encoded using M and
represented in the form of dense vectors. They are
pre-calculated and stored in a vector database, orga-
nized using a index such as FAISS(Johnson et al.,
2019). At inference time, query q is first encoded
using M. Then, the relevance score of query ¢ and
a passage p is calculated using a similarity function
f, and k passages with highest scores are retrieved
and returned:

{p1, ok} = argsort f(M(q;0), M(p; 0)) (1)
Training of denser retriever M can be broadly clas-
sified into two stages, which are instruced as fol-
lows.

Pre-training. Based on PLMs, dense retriever are
further trained in an unsupervised manner on large-
scale corpus such as NQ and MSMARCO. This
retrieval-oriented pre-train aims to adapt PLMs to
dense retrieval by encoding richer information into
document embedding, using tasks such as inverse
cloze prediction and Maskedsalient spans. This
stage is not necessary but can provide better ini-
tialzation for fine-tuning.

Fine-tuning. Fine-tuning employs supervised
training scheme using much smaller annotated re-
trieval data. The paired dataset D consists of
triplets {(g;, p;r,pijl, . ,p;m)}?zl, where ¢ is the
query, pT is a positive passage relevant to g and
{p1,...,p;,} are negative passages irrelevant to q.
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Dense retriever is often trained with a constrastive
loss funtion as follows:

esim(gi,p;)

Lnll = —ED log - T - e
esim(qip;) | Z;}Zl Sim(aip; ;)

2)

Our entailment tuning method can be easily

plugged into current dense retrieval pipeline be-

tween pre-train and contrastive fine-tune. It is sim-

ple and efficient, which costs only a overhead on

the two main stages. Details of entailment tuning
is described in Section 5.

4 Rethinking relevance in
retrieval-augmented QA

4.1 Different types of relevance

Relevance scoring is crucial for selecting and rank-
ing passages in retrieval tasks. The definition of rel-
evance, however, varies depending on the specific
requirements of the task and user intent. For exam-
ple, relevance in news retrieval is often based on
topical or lexical similarity, ensuring that content
matches the search theme. Open-domain question-
answering (QA) tasks, on the other hand, demand
that relevance be tightly defined as containing pre-
cise information necessary to answer the query. In
argument retrieval tasks, relevance includes both
supporting and opposing passages.

In Table 1, we provide examples to highlight the
different interpretations of relevance across these
contexts. Although defining relevance in complex
tasks remains challenging, we find a perspective
based on NLI to model the relationships between
passage and answer and demonstrate its effect.

4.2 Question and Existence Claim

When an inquirer poses a question, they typically
possess some foundational knowledge about the
subject but face uncertainties regarding specific de-
tails. For example, consider the question: When
was the movie Titanic released? Information con-
tained in this question is that the event "release of
the Titanic movie" occurred at a determinable time
in the past.

Definition 1: An existence claim c is a logical
statement in the pattern of:

Jz : C(x), (3)

where C(z) is a predicate expressing the occur-
rence or presence of an event or entity x. Similarly,

we can reformulate any question into an existence
claim ¢ without loss of information, if the question
itself is valid:

Proposition 1: A valid q(x) can be transformed to
c in an information-invariant way:

q(z) is vaild < 3z : C(x) “4)

In retrieval, desired relevant passage p should be
texts from where answers can be logically inferred:
p — a(q), where p represents a passage, and a rep-
resents the answer to ¢. This logical form, known
as entailment, is crucial in logic and natural lan-
guage inference (NLI) tasks.

Proposition 2 (Chain Rule): The logical interde-
pendence of statements can be encapsulated in the
chain rule, which states:

(p—a)A(a—c)— (p— o). 5)

This theorem illustrates a fundamental principle in
logic: if passage p entails answer a(q), and a(q) in
turn entails existence claim c, then it follows that
p indirectly entails c. Thus, that p entails c is a
neccessary (but not sufficient) condition of that p
entails a(q), i.e. p is relevant to q.

Given that during the inference stage of a re-
trieval system, the answer a(q) is unknown, we
use existence claim c as a lower-bound of a(q) and
minimize the distance between a passage and its
corresponding existence claim in the embedding
space. By optimizing this relationship, we enhance
the scoring of passages which can truly deduce the
answer to a question.

1.0
Context Type
0.81 I positive
“g [ negative
Q
£ 0.6
[
7}
g 0.41
8
=
w
0.2
0.0-

NQ SQUAD MSMARCO

Figure 2: NLI model has a clear tendency to classify
the relationship between possitive passage and query as
entailment, compared to negative passages and query.

4.3 Retrievers and NLI models

One immediate question is whether NLI models
can discern the relationship wherein a passage en-
tails a claim during retrieval tasks. We conducted
experiments using a robust NLI model based on
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RoBERT?A, testing it across three distinct datasets:
NQ, SQuAD, and MS MARCO. We classified pas-
sages as "positive" if the answers could be inferred
from them, and as "negative" if they did not con-
tribute to finding the answer. We input the passages
and claims into the NLI models as premises and
hypotheses, respectively, and received a score in-
dicating the probability that the premise entails
the hypothesis. The results, presented in Figure
2, show that the NLI model consistently assigns
higher probabilities to positive passages, suggest-
ing that they entail the claims. This distinction is
pronounced when compared to the scores assigned
to negative passages.

Furthermore, we examined the capability of re-
trieval models to differentiate between passages
that entail an answer and those that do not. For each
hypothesis, we selected three types of premises: en-
tail, neutral, and irrelevant. An ’entail’ premise di-
rectly supports the hypothesis, a "neutral’ premise
shares significant topical or lexical overlap with-
out supporting the hypothesis, and an ’irrelevant’
premise consists of discourse randomly sampled
from the corpus, aligning with the general defini-
tion of irrelevance. The findings, detailed in Figure
3, indicate that current retrieval models effectively
distinguish irrelevant from entail content. However,
they struggle to differentiate between entail and
neutral premises. This issue is particularly prob-
lematic in challenging retrieval scenarios, where
the content, despite its topical relevance, fails to
provide actionable insights for answering the query.
Such scenarios pose significant obstacles for down-
stream tasks like RAG and QA, representing a per-
sistent challenge for contemporary retrieval sys-

tems.

Context Type

[0 Entail

[ Neutral
Irrelevant

E5

Contriever

L M

!
0.6

Figure 3: Dense retriever can discern sentence pairs
of different semantic relationships, shown by separate
relevance score range, especially entail and irrelevant,
but still has some difficulty between entail and neutral.

|

Freq. of Samples in SciTail

wl 1]
0.8 10 Relevance Score

S Entailment Tuning

In this section, we introduce our method of tun-
ing dense retrievers by enhancing the entailment
relationship between query and retrieved passages.
This method can be easily plugged into current
dense retriever training pipeline before supervised
contrastive finetuning.

Unified Prompting. To use NLI data to augment
the entailment tuning process, we first unified the
format of NLI data and passage retrieval data.

NLI data consists of pairs of statements premise
and hypothesis. We use the prompt "<premise> en-
tails that <hypothesis>" to assemble the pair in our
entailment tuning process. Passage retrieval data,
on the other hand, consists of triples of (¢, p™,p™),
where p* stands for positive passages, and p~
stands for negative passages. To fit passage re-
trieval data into the entailment prompt, the question
q is first transformed into a narrative-form claim c
in an information-variant manner.

Specifically, we use a set of rules to effectively
convert ¢ to c. We divide questions into six
categories: When, Why, Who, Where, Does, How.
For example, a question in the form of "when
did ..." is then mapped into claim "There exists a
known time when ...". Then, p* is positioned in
<premise> and c is put into <hypothesis> which
can be deduced from p™. In this way, the passage
data (¢, p™) can be composited in the same format
like other NLI data and mixed together in training.

Masked Hypothesis Prediction. Once we get the
unified formatted data, we adapted the masked-
prediction scheme in our entailment tuning setting.

Like all general MLMs, we masked part of the
prompt sentence and requires the model to predict
the masked tokens. Unlike other MLMs that ran-
domly choose tokens to mask, we mask almost the
whole <hypothesis> part and leave the <premise>
part visible.

Given a premise P and a hypothesis H =
hi,ha, ..., hy, each token h; in H is indepen-
dently masked with a probability 8 which is much
higher than MLM pre-training. The masked hy-
pothesis Hpasked is formed by replacing each token
h; with a token m;, where:

[MASK] with probability 3
m; =
O with probability 1 — 3
The input to the model is then defined as:
X = Prompt(P, Hmasked) (6)
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Then, M is trained using a masked prediction ob-
jective:

Emlm = - Z

i€{[MASK]}

log P(h; = hi|X) (7)

We design this scheme based on several intu-
ition and evidences. First, since premise entails
hypothesis, the premise should contain sufficient
information to predict hypothesis. Second, long-
range masking improves the global representation
ability of language model(Raffel et al., 2020; Xiao
et al., 2022; Wettig et al., 2023). In BERT, around
15% tokens are randomly masked. In this way,
there are always large portion of unmasked tokens
around one single masked token, which encour-
ages the model to learn word or phrase level local
embedding. On the contrary, our model mask a
continuous long span in the sentence, which im-
pels the model to aggregate global information in
premise to correctly predict premise. Third, we
specifically mask the hypothesis part. This encour-
ages the model to engrave the information entailed
in the premise into its embedding. In this way, a
model can retrieve passages that has an entailment
relationship with input query, which is of higher
quality according to our analysis in Section 4.

Algorithm 1 Entailment Tuning

1: begin

2: Wy <~ WaERT > Initialize model
3: if data € Diegrieval then > Transform data
4: P« pt H+c

5: else if data € Dyy then

6: P <+ Premise, H < Hypothesis

7. end if

8: Hmasked < Mask(p) > Mask hypothesis
9: X < Prompt(P, Hmasked) > Ensemble input
10: for epoch =1tondo > Train

—_
N =

H = M(X)

Lym = — > _log P(H)
13: Wy = Wy — 0V Linim
14: end for
15: end

6 Experiments

In this section, we evaluated the performance of
entailment tuning in passage retrieval, as well as
two downstream tasks of open-domain QA and
retrieval-augmented generation. We also test its
compatibility with different architectures, pretrain

schemes and model sizes in previous dense retrieval
works. We can see that in tasks where query and
context has a relationship that can be captured by
entailment, both retrieval and downstream perfor-
mance consistently outperforms methods that are
not equipped with our entailment tuning method.

6.1 Passage retrieval

We use Wikipedia corpus as the pool for retrieval,
and test passage retrieval performance using Nat-
ural Question (NQ) dataset(Kwiatkowski et al.,
2019). the most widely used dataset in open-
domain QA. We implement dense retrieval on the
corpus of Wikipedia and MSMARCO, using Nat-
ural Question (NQ) dataset(Kwiatkowski et al.,
2019) and MSMARCO Dev respectively as test
dataset. These are the two most widely used corpus
and test setting in dense retrieval.

We insert entailment-tuning between current pre-
training/fine-tuning stages for dense retriever train-
ing. For the entailment-tuning stage, we use a
dataset combination of NQ/MSMARCO, SNLI and
MNLI for entailment tuning. We tune PLMs for 10
epochs with a learning rate 2e-5 and batch size 128
on 8 GPUs. For the contrastive fine-tuning stage
which is not our contribution, we follow the exact
same hyperparameter setting as DPR, elaborated in
Appendix. Methods are evaluated with top-k hits
and mean reciprocal rank (MRR) metrics in NQ.
MRR is abbreviated of MRR @100 following pre-
vious works. For MSMARCO, we use MRR@10
and Recall@1K to align with previous works. To
compare the methods compatibility with different
models, we choose most widely used and well-
performed dense retrievers, BERT(Devlin et al.,
2019), RoBERTa(Liu et al., 2019), DeBERTa(He
et al., 2020), Condenser(Gao and Callan, 2021) and
RetroMAE(Xiao et al., 2022). The latter two are
specially trained with large scale retrieval-oriented
unsupervised pre-training.

We show in Table 2 that dense retrievers that
employed entailment tuning consistently outper-
forms corresponding baselines, and achieves 1% to
3% improvement in top-k hits and MRR. We also
noticed two tendency based on experiment results.
First, our method brings in higher performance
increase in smaller K. For example, compared to
DPR, our method improves top-1 hits by 3.32%,
but only improves top-100 hits by 0.36%. This
results suggested that with entailment tuning, the
model might become more confident with posi-
tive passages where answers can really be deduced
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Model | NQ | MSMARCO
| R@1 R@5 R@20 R@100 MRR | MRR@I0 Recall@IK
BM25 | 239 45.9 63.8 78.9 - | 24.0 81.4
BERT 45.21 68.20 79.61 86.07 64.51 31.26 95.23
+Ent. T. | 48.53 70.08 80.94 86.43 67.24 31.89 95.87
RoBERTa | 43.07 66.40 77.45 84.88 62.75 29.17 94.57
+Ent. T | 4524 66.76 78.56 85.68 64.24 29.97 95.02
RetroMAE | 47.95 70.89 82.11 87.80 66.12 34.54 97.51
+Ent. T | 49.53 72.02 82.27 87.80 67.75 34.61 97.54
Condenser | 47.62 70.53 80.64 87.01 66.34 32.64 96.49
+Ent. T. | 49.75 71.47 81.52 87.29 67.89 33.39 96.62

Table 2: Performance comparison of different models on the NQ and MSMARCO w/ and w/o entailment tuning.
Ent. T. means our entailment tuning method is applied to the training pipeline of corresponding dense retriever.

from. Second, our method brings in higher im-
provement for PLMs without retrieval-oriented pre-
training. For example, it improves the MRR of
dense passage retriever which is based on origi-
nal BERT by 2.73%, but improves the MRR of
Condenser and RetroMAE by around 1.6%. This
observation suggests that entailment tuning shares
parts of common objectives with these retrieval-
oriented pre-training techniques. However, the en-
tailment tuning method is far more efficient by
leveraging the power of paired NLI data, compared
to pre-training methods which is based on unsuper-
vised training on large-scale data. The entailment
tuning process costs less than 2 hours on 8 GPUs,
while retrieval-oriented pre-training generally costs
around 3 days.

6.2 Open-Domain QA

Reader Method ‘ NQ TriviaQA

s w/oEnt. T. | 44.93  46.42
base  w/Ent. T. | 45.43  46.85

Ts w/oEnt. T. | 5028  52.97
lage W/ Ent. T. | 51.36  53.08

Table 3: EM for QA on NQ and TriviaQA datasets.

We further test the performance of entailment
tuning on open-domain QA, a downstream task
where the answer should be entailed in the retrieved
passage as we previously analyzed in Sec. 4.

In open-domain QA task, the retriever first re-
trieves relevant passages from a large corpus given

a query. Then, a reader will comprehend the con-
tent of retrieved passages and extract or generate
the final answer.

We use a widely used strong reader FiD (Izacard
and Grave, 2021) in the reading comprehension
part. It pairs query with each passage, and uses
a fused representation of all retrieved passages to
decode the final answer. Following FiD, we test
our method using both base and large T5 (Raffel
et al., 2020) models and use exact match(EM) as
evaluation metric. Results in Table 3 show that
entail tuning improves the accuracy of answers.

6.3 RAG

Different from traditional QA, RAG utilizes the
generation power of large language models to deal
with complex generation tasks, such as long-form
question answering, code generation, and task im-
plementation. To test whether the entailment rela-
tionship benefits relevant tasks in RAG, we test our
method on ELI5 (Fan et al., 2019) and ASQA (Stel-
makh et al., 2022), two long-form answer genera-
tion dataset. For the generator, we use LLaMA-2-
7B and 13B models to generate responses based on
our retrieved passages.

Automatic Evaluation. We first measure the qual-
ity of response using ROUGE score. ROUGE score
calculate a pairwise similarity of the generation to
the groundtruth reference, with a higher score indi-
cate better alignment with the groundtruth.
Human-based Evaluation. While statistic-based
metric ROUGE score can assess generation re-
sults based on lexical matching, it cannot cover
complex aspects such as helpfulness, fluency and

11381



Generator Ent. T. ELIS ASQA
ROUGE-L Correctness Relevancy ROUGE-L Correctness  Relevancy
Llama-2-7B X 0.237 3.938 0.985 0.336 3.764 0.982
v 0.239 3.974 0.987 0.340 3.847 0.984
Llama-2-13B X 0.262 4.282 0.990 0.324 4.148 0.989
v 0.263 4.295 0.994 0.325 4.161 0.997

Table 4: RAG performance on ELI5 and ASQA, with both automatic evaluation and GPT evaluation.

correctness, which reflects the true quality of
RAG(Krishna et al., 2021). To evaluate RAG re-
sults from diverse dimensions, we also employ
GPT-4 as evaluators to mimic human beings in
assessing the quality of generation. Specifically,
we follow Llamalndex(Liu, 2022) and use the cor-
rectness, answer relevancy and pairwise score as
quality criterion, elaborated in Appendix. Correct-
ness is a 1-5 score indicating the level of responses’
faithfulness to truth. Answer relevancy is a 0/1
score indicating whether response provide helpful
answer to the query. Pairwise Score is a 0/1 score
given a pair of generations, with 1 indicating the
first is better than the second. Results in Table 4
and Figure 4 shows that our method receives higher
scores both in correctness and relevancy compared
to baselines on both datasets.

Llama-2-7B Llama-2-13b
100 BN Win B Win
1200 B Draw B Draw
ﬂ]cou
C 800
>
o
U 600
ELI5 ASQA ELI5 ASQA

Figure 4: Pairwise Comparison by GPT-4. Our method
wins over or tie with baselines in general quality.

6.4 Ablations

We further do ablation experiments on our entail-
ment tuning method. (RQ1) What’s the best mask
prediction strategy for entailment tuning? (RQ?2)
Whether unified prompting is a better choice than
using a concatenation of passages and questions di-
rectly? For RQ1, we tested two variants of default
a mask ratio 8 = 0.8 over hypothesis(H): 8 = 0.2
over H, and apply mask over the full prompt(F).
Results in Table 5 show that applying aggressive
mask on hypothesis has a noticable advantage over
others.

Exp. Setting R@1 R@5 R@50 MRR
- 4521 6820 83.82 6451
Mask Strategy

B=02/H 4637 6936 8421 6535
B=08/F 46.26 68.67 8443 65.00
B8 =08/H 48.53 70.08 84.52 67.24

Prompt Strategy
p [SEP] ¢ 45779 6895 83.82 65.18
Prompt(p,c) 4853 70.08 8452 67.24

Table 5: Ablation on mask strategy and prompt strategy.
c is the existence claim transformed from ¢. [SEP] is
the concatenation token in BERT.

For RQ2, we compare MLM with unified prompt
method and MLM with a simple concatenation
method. Results show that it is not trivial to trans-
form question into existence claim and use unified
natural prompt for MLM training.

7 Conclusion

In this work, we study the definition of relevance
in retrieval, especially in the setting of dense re-
trieval for QA. We bring forward the connection
between dense passage retrieval and NLI through
a information-invariant question-to-claim transfor-
mation trick. Based on this perspecitve, we con-
duct logical-form analysis and find experimental
evidences to validate its reasonability. We further
design an effective and efficient method called en-
tailment tuning which can be easily plugged in to
current dense retriever training pipeline. Empirical
results on dense passage retrieval and downstream
tasks including open-domain QA and RAG proves
the advantage of our methods.
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9 Limitations

While our work provides some insights on a more
concrete definition of relevance, it has several limi-
tations. First, the entailment relationship can only
accurately capture the relevance in QA-related re-
trieval. As shown in Table 1, there exists other
types of user intent in retrieval, such as retrieve
contradictory opinions and satisfy user instructions.
To gain better understanding of relevance and im-
prove the general retrieval performance, it’s impor-
tant to examine and investigate into different types
of relevance cases in future research. Second, our
method works in a dense retrieval setting. Since
NLI requires high-level semantic understanding
of texts, it’s hard to use sparse retrieval methods
which heavily rely on lexical similarity to discern-
ing entailment relationship between passages and
claims. This also motivates us to design build our
entailment method on modern PLMs.

A Appendix

A.1 Experimental Details

A dense retriever training can be roughly divided
into two stages: retrieval-oriented pre-train and
constrastive based fine-tune. Our entailment tun-
ing come in between the two stages. In our
method, a PLM is first trained using our entailment-
tuning method, followed by existing contrastive
fine-tuning methods such as DPR and ANCE.

Dataset used in entailment tuning includes
NQ/MSMARCO, SNLI and MNLI. We train 10
epochs on 8 A6000 49G GPUs, which costs around
1.5 hours to finish for NQ setting and 3.5 hours
for MSMARCO setting. The statistics of NQ and
MSMARCO are listed below in Table 7. Training
parameters for entailment tuning is elaborated in
Table 6.

At the fine-tuning stage, we follow the exact
training hyper-parameters as DPR(Karpukhin et al.,
2020). The passage a chunk of 100 words and with
a limited token number 256. Fine-tuning consists
of 40 epochs in NQ and 2 epochs on MSMARCO
given the size of MSMARCO corpus is 10 times
larger than NQ.

Parameter Value
learning_rate 2e-5
warmup_steps 100
batch_size 128
train_epochs 10
weight_decay 0.01
adam_beta (0.9, 0.999)
adam_epsilon le-8

max_grad_norm 1.0

Table 6: Training arguments for entailment tuning.

Dataset Train Dev Test Passage
MSMARCO 502,939 6,980 6,837 8,841,823
NQ 58,812 6,515 3,610 21,015,324

Table 7: Statistics of NQ and MSMARCO.

A.2 Inference

We use FAISS(Johnson et al., 2019) to build the
index for retrieval. Wikipedia corpus costs 65G
memory and MSMARCO costs 27G memory. We
shard the vector store of corpus into 8 GPUs and
use FAISS to organize them. It costs less than 1ms
to retrieve top-100 passages for each query.

A.3 Prompt used for RAG evaluation

We follow the default evaluation pipeline in Lla-
malndex to evaluate the result of our RAG systems.
In particular, we assess the quality of responses
using the CorrectnessEvaluator and AnswerRele-
vancyEvaluator from different aspects. We also
use PairwiseComparisonEvaluator to compare the
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overall quality of responses from retriever with and
without entailment tuning. The default prompt tem-
plates are listed in Table 8.
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Evaluation Metric

Prompt Template

Correctness

You are an expert evaluation system for a question answering
chatbot.

You are given the following information: - a user query, and - a
generated answer

You may also be given a reference answer to use for reference in
your evaluation.

Your job is to judge the relevance and correctness of the generated
answer. Output a single score that represents a holistic evaluation.
You must return your response in a line with only the score. Do
not return answers in any other format. On a separate line provide
your reasoning for the score as well.

Follow these guidelines for scoring: - Your score has to be between
1 and 5, where 1 is the worst and 5 is the best. - If the generated
answer is not relevant to the user query, you should give a score of
1. - If the generated answer is relevant but contains mistakes, you
should give a score between 2 and 3. - If the generated answer is
relevant and fully correct, you should give a score between 4 and
5.

Example Response: 4.0 The generated answer has the exact same
metrics as the reference answer, but it is not as concise.

Answer Relevancy

Your task is to evaluate if the response is relevant to the query.
The evaluation should be performed in a step-by-step manner by
answering the following questions: 1. Does the provided response
match the subject matter of the user’s query? 2. Does the provided
response attempt to address the focus or perspective on the subject
matter taken on by the user’s query? Each question above is
worth 1 point. Provide detailed feedback on response according
to the criteria questions above After your feedback provide a final
result by strictly following this format: ’[RESULT] followed by
the integer number representing the total score assigned to the
response’

Query: {query} Response: {response} Feedback:

Pairwise Comparison

Please act as an impartial judge and evaluate the quality of the
responses provided by two Al question-answering assistants to the
user question perhaps with added reference which are displayed
below. You should choose the assistant that follows the user’s
instructions and answers the user’s question better using the pro-
vided context. Your evaluation should consider factors such as
the helpfulness, relevance, accuracy, depth, creativity, and level
of detail of their responses. Begin your evaluation by comparing
the two responses and provide a short explanation. Avoid any
position biases and ensure that the order in which the responses
were presented does not influence your decision. Do not allow the
length of the responses to influence your evaluation. Do not favor
certain names of the assistants. Be as objective as possible. After
providing your explanation, output your final verdict by strictly
following this format: ’[[A]]’ if assistant A is better, *[[B]]” if
assistant B is better, and ’[[C]]’ for a tie.

Table 8: Default prompt template in Llamalndex used in our RAG evaluation setting.
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