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Abstract

Stable pre-training is essential for achieving
better-performing language models. However,
tracking pre-training stability by calculating
gradient variance at every step is impractical
due to the significant computational costs. We
explore Token Embedding Variability (TEV)
as a simple and efficient proxy for assessing
pre-training stability in language models with
pre-layer normalization, given that shallower
layers are more prone to gradient explosion
(section 2.2). Moreover, we propose Multi-
head Low-Rank Attention (MLRA) as an archi-
tecture to alleviate such instability by limiting
the exponential growth of output embedding
variance, thereby preventing the gradient explo-
sion (section 3.2). Empirical results on GPT-
2 with MLRA demonstrate increased stabil-
ity and lower perplexity, particularly in deeper
models.

1 Introduction

Improving large language models (LLMs) typically
involves increasing model size, especially through
greater depth (Brown et al., 2020; Kaplan et al.,
2020; Rae et al., 2022; Xue et al., 2023). How-
ever, this approach often causes instability during
pre-training, indicated by sudden spikes in loss
(Chowdhery et al., 2022; Zhai et al., 2023), while
stable pre-training typically leads to stronger per-
formance under controlled training configurations
(Touvron et al., 2023a; Takase et al., 2024). Such
instability can lead to catastrophic divergence or
degradation, underscoring the importance of assess-
ing pre-training stability (Chowdhery et al., 2022;
Zhai et al., 2023; Takase et al., 2024).

The conventional methods for monitoring the
pre-training stability are computationally expensive
(Kaplan et al., 2020), such as observing the gradient
variance which needs additional O(nd) for gradient
matrix gt ∈ Rn×d (Zhao et al., 2024) or analyzing
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Figure 1: TEV distribution for OPT, Pythia, Llama-2,
and GPT-2 reveals that as model size grows, both µTEV
and σTEV decrease. This trend correlates with better
model performance, as reduced noisy gradients lead to
higher pre-training stability and improved performance.
For a fair comparison, Pythia 6.9B and 12B were ex-
cluded due to their different vocabulary sizes.

the singular values of the second-order derivative
of the loss with respect to model parameters (Yao
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et al., 2020; Gilmer et al., 2021; Cohen et al., 2024).
Further details will be addressed in Appendix A.

We address both issues by dissecting the token
embedding layer: we theoretically and empirically
substantiate that the standard deviation of token
embedding in the embedding layer, denoted to-
ken embedding variability (TEV), can be a sim-
ple and efficient proxy for estimating pre-training
stability in models with pre-layer normalization
(Radford et al., 2019; Zhang et al., 2022; Touvron
et al., 2023b) as it best reflects the level of gra-
dient noise (i.e., gradient variance). We demon-
strate a correlation between TEV and language
model performance by evaluating OPT (Zhang
et al., 2022), Pythia (Biderman et al., 2023), Llama-
2 (Touvron et al., 2023b), and GPT-2 (Radford
et al., 2019) (Figure 1). Furthermore, we introduce
factorized multi-head attention projection matrices
(i.e.,, Multi-head Low-Rank attention; MLRA) as a
fundamental method to mitigate pre-training insta-
bility. we empirically show that pre-training GPT-2
(Radford et al., 2018) with MLRA effectively low-
ers TEV and achieves higher downstream perfor-
mance with better pre-training stability, aligning
with the theoretical analysis of TEV.

2 Pre-training Stability Proxy

2.1 Preliminaries

The token embedding layer E ∈ R|V |×dmodel of the
transformer (Vaswani et al., 2017) maps an input
sequence x = [x1, x2, · · · , xn] with n tokens into
the vector-wise representations X0 ∈ Rn×dmodel ,

E =
[
e1 e2 · · · e|V |

]T
,

where |V | and dmodel refer to the size of vocabulary
and the hidden dimension, and ei ∈ Rdmodel denotes
the embedding weight vector corresponding to each
token. Thus, ei can be written as:

ei =
(
ei,1 ei,2 · · · ei,dmodel

)
.

The initial embedding vectors, X0 ∈ Rn×dmodel ,
pass through 2N different sub-layers F ,

Xt = Ft(Xt−1) +Xt−1

where t ∈ {1, 2, . . . , N} denotes the layer index,
Xt denotes the hidden representation returned from
t-th layer. Finally, the logit L ∈ Rn×|V | for pre-
dicting the next token is calculated by mapping
XN into |V |-dimensional space with the language

model head. Language models such as BERT (De-
vlin et al., 2019) GPT-2 (Radford et al., 2019)
Mistral (Jiang et al., 2023) and Llama-2 (Touvron
et al., 2023a) typically tie language modeling head
with the embedding matrix E to reduce the number
of trainable parameters and induce input and out-
put embedding behaves similarly to similar words
(Mnih and Teh, 2012; Press and Wolf, 2017; Inan
et al., 2017).

L = XN ·ET .

2.2 Stability and Token Embedding Layer
We show that the token embedding layer E plays a
crucial role in understanding the pre-training stabil-
ity in two perspectives: 1) gradient explosion and
2) skewness in token frequency.

Gradient explosion Recently proposed LLMs
typically apply pre-layer norm (Xiong et al., 2020,
pre-LN) to mitigate pre-training instability in the
early stage of pre-training due to high gradient
variance (i.e., noisy gradient) (Liu et al., 2021)
1. Contrary to post-layer norm (Ba et al., 2016;
Vaswani et al., 2017, post-LN), the gradient norms
are usually larger in shallower layers compared to
deeper layers (Xie et al., 2023), leading the gradient
of token embedding layer ∇X0 to have the greatest
magnitude:

∇X0 = ∇XN ·
N−1∏

t=1

(
∂Ft−1 (Xt−1)

∂Xt−1
+ I

)
,

as the gradient exponentially grows over the layers
due to the residual connection (He et al., 2016).
Such property, which causes spikes in pre-training
loss, is amplified in the token embedding layer (i.e.,
gradient explosion). Thus, the token embedding
layer E effectively reflects the training instabil-
ity. We empirically confirm this in Section 4.2.
For simplicity, we assume a negligible or zero cor-
relation between the gradient and weight matrix
(Cov(X0,∇X0) ≈ 0), and our experiment sup-
ports that this assumption is valid in real scenarios.

Var(X0 −∇X0) = Var(X0) + Var(∇X0)

− 2Cov(X0,∇X0)

Skewness in token frequency Since the true
distribution of natural language is inherently non-
uniform (Zipf, 1935), mini-batch gradient descent

1Gradient mean close to 0 in the early stage of pre-training
as weights are initialized from normal distributions with mean
0 (Balduzzi et al., 2018). Exponential moving average ampli-
fies variance of gradient estimation (Liu et al., 2021)
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leads to imbalanced updates of token embeddings.
The gradient of the mini-batch is normalized by
its total number of tokens (Laurent et al., 2024;
Dettmers et al., 2022). The tokens in each mini-
batch B can be written as:

B = {xi}Mi=1 =
{
[xi,j ]

C
j=1 | i = 1, 2, . . . ,M

}
,

where M is the batch size and C is the sequence
length of each token. This could be understood as
sampling a total of M × C independent random
samples from the population V with replacement,.
Therefore, the skewed token distribution and mini-
batch updates lead to the selective update of certain
token’s embedding weights of E.

2.3 Token Embedding Variability (TEV)
When pre-training is stable, the norm of each to-
ken’s embedding weight vector ||ei|| should be
close to uniform. ||ei|| can be written as:

||ei|| =
√
dmodel ·

(
µ2
i + σ2

i

)

where µ2
i and σ2

i are element-wise mean and vari-
ance of ei. dmodel is a fixed value with a positive
integer, and µi stays close to zero throughout pre-
training2. We confirmed that µi is close to zero in
multiple pre-trained LLMs in Appendix B. Hence,
σ2
i is the dominant term determining ||ei||.
However, the standard deviation is typically sig-

nificantly less than one, and the token embedding
norm falls short as a reliable proxy of pre-training
stability. Given that the model dimension (dmodel)
is a positive integer and generally much larger than
the standard deviation (σ), the token embedding
norm largely overlooks the standard deviation. This
oversight is critical, as the standard deviation is key
to capturing gradient variance during pre-training,
which the norm fails to account for accurately.

Therefore, we propose the distribution of token-
level standard deviation (σ) as the pre-training
stability proxy: i.e., token embedding variability
(TEV) distribution. TEV of i-th token (xi) is de-
fined as:

TEVi =

√√√√1

d

d∑

j=1

(eij − ēi)
2,

where ēi is the element mean of the ith token’s
weight vector. Eventually, the mean µTEV and stan-

2Token embedding layer E is initialized using a normal
distribution with a mean of zero.

dard deviation σTEV of TEV over the entire vocab-
ulary is:

µTEV =
1

|V |

|V |∑

i=1

TEVi

σTEV =

√√√√ 1

|V |

|V |∑

i=1

(TEVi − µTEV)2

Our experiments in Section 4.2 verify that stable
pre-training with less suffer from noisy gradient
results in a TEV distribution with a lower µTEV
and σTEV.

3 Mitigating TEV with Factorization

We propose low-rank factorized attention projec-
tion matrices (i.e., Multi-head Low-Rank attention;
MLRA) as a simple way of lowering TEV mean
and variances, improving pre-training stability and
performance.

3.1 Multi-head Low Rank Attention (MLRA)
Query, key, and value projection matrices Wq, Wk

and Wv can be factorized as: WXt = WUWDXt,
where W ∈ Rdmodel×dmodel , WU ∈ Rdmodel×r and
WD ∈ Rr×dmodel (r < dmodel), and r refers to the
rank. MLRA introduces minimal overhead since
MLRA is only applied to the weights within the
multi-head attention mechanism. As W can be re-
constructed from the two low-rank matrices, there
is no additional cost at inference.

3.2 Theoretical Analysis
The factorization property of MLRA mitigates the
exponential growth of variance in the output repre-
sentations across layers. The variance with MLRA
with the hidden representation in tth layer can be
simply written as:

σ2(WUWDXt) = r · dmodel · σ2(WU ) · σ2(WD),

assuming Xt, WU and WD are independent
each other, and Xt has zero mean. This is due to the
independent initialization of weights from the iden-
tical distribution and the application of layer nor-
malization to the input, guaranteeing a zero mean.
Similarly, we can assume σ2(Xt) = 1.

For σ2(WU ) and σ2(WD), we use the actual
values from torch.nn.Linear, where the weights
w are initialized using Kaiming uniform initializa-

tion (He et al., 2015), w ∼ U
(
−
√

1
n ,
√

1
n

)
with
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Figure 2: Gradient variance (↓) comparison across tested models with different layers. MLRA shows the lowest
gradient variance than GPT-2 and σReparam. GPT-2 with 192 layers was excluded as the training failed 5 times
(i.e., The gradient variance is infinite at the earlier steps and becomes infinitesimal in the later steps).

σ2(W ) = 1
3dmodel

, W ∈ Rdmodel×dmodel (See Appen-
dices C for details). First, the initial variances of a
square matrix attention weight and MLRA are 3:

σ2(WXt) = dmodel ·
1

3dmodel
=

1

3

σ2(WUWDXt) = dr · dmodel ·
1

3dmodel
· 1

3dr
=

1

9
.

Therefore, passing through two linear layers further
diminishes the variance of the token embeddings.
We further the extended calculation of variance
growth of each attention head and self-attention in
Appendix D.

MLRA addresses gradient explosion in a similar
manner to scaled initialization by reducing the mag-
nitude of weights in both the feed-forward network
and self-attention module during the weight ini-
tialization (Shoeybi et al., 2020; Scao et al., 2022;
Biderman et al., 2023; Takase et al., 2024). Unlike
scaled initialization, MLRA uses standard initial-
ization, leading to larger gradient updates.

On the other hand, simply applying low-rank
reparameterization to all weights from the begin-
ning of pre-training degrades performance due to
the high intrinsic rank of weight matrices (Agha-
janyan et al., 2020; Lialin et al., 2023; Zhao et al.,
2023, 2024). To address this, we concentrate on the
multi-head architecture, which divides output rep-
resentation across hidden dimensions, to mitigate
low-rank bottlenecks. One example is as follows:
Let matrix A be a 3× 6 matrix with

A = [e1, e2, e3, e1 + e2, e1 + e3, e2 + e3]

where e1, e2 and e3 are the standard basis vec-
tors in R3. The submatrices A1 = [e1, e2, e3] and

3For Xt ∼ N (0, 1), and WU ,WD ∼ N (0, σ2),
σ2(WXt) = dmodel ·σ2 and σ2(WUWDXt) = r ·dmodel ·σ4.
Weights are initialized with σ = 0.02 in huggingface library

A2 = [e1 + e2, e1 + e3, e2 + e3] both possess a
rank of 3, illustrating that a rank-3 matrix A can
still have full-rank submatrices, even when the ma-
trix is divided along hidden dimensions. Thus we
hypothesize that matrix factorization within a multi-
head architecture could reduce gradient variance
and avoid low-rank bottlenecks during pre-training.

4 Experiments

We demonstrate the significance of TEV in Section
4.1 and the effectiveness of MLRA on pre-training
stability and performance in Section 4.2.

4.1 Experimental Design

Baseline We pre-train GPT-2 (Radford et al.,
2019) from scratch with three different methods:
1) conventional architecture (GPT-2), 2) σReparam
(Zhai et al., 2023), and 3) MLRA. All the pre-
training configurations, including learning rate and
number of parameters, are fixed over methods. Fur-
ther details can be found in Appendix E.

Datasets We pre-train each model using Web-
Text (Radford et al., 2019) and evaluate the down-
stream performances on Lambada (Paperno et al.,
2016), Wikitext-2 (Merity et al., 2016), Wikitext-
103 (Merity et al., 2022), Penn Tree Bank (PTB)
(Marcus et al., 1993), and 1th Billion Word Bench-
mark (1BW) (Chelba et al., 2014) datasets.

4.2 Results

Pre-training stability In Figure 2, MLRA has
the lowest gradient variance in all configurations
when pre-trained on the first one billion tokens.
As models deepen, the gradient variance gap be-
tween baselines and MLRA is increasingly pro-
nounced. A significant spike in gradient variance
around 600M tokens across all configurations sug-
gests high optimization difficulty (Faghri et al.,
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MODELS LAYERS µTEV ↓ σTEV ↓ LAMBADA ↓ WIKI2 ↓ WIKI103 ↓ PTB ↓ 1BW ↓
GPT-2 0.0892 0.0125 79.60 44.74 54.53 53.05 59.28
σREPARAM 48 0.0879 0.0115 76.02 45.06 54.73 50.91 57.67
MLRA 0.0875 0.0114 70.61 42.86 50.92 50.27 55.46

GPT-2 0.0872 0.0120 71.52 42.84 51.61 49.80 56.92
σREPARAM 96 0.0849 0.0113 70.39 42.34 50.23 49.53 55.72
MLRA 0.0843 0.0110 62.31 39.44 46.22 44.17 51.56

GPT-2 0.0875 0.0117 64.62 41.31 47.75 47.73 51.97
σREPARAM 192 0.0870 0.0112 59.86 39.06 44.13 43.79 48.51
MLRA 0.0864 0.0104 53.69 35.39 44.17 41.14 45.03

Table 1: Zero-shot perplexity and token embedding variability (TEV) comparison between GPT-2, σReparam, and
MLRA with varying number of layers. The bolded texts indicate the lowest µTEV, σTEV and perplexity across the
model configurations with the same number of layers. The model dimension dmodel for GPT-2 and σReparam is set
to 384, while the intermediate dimension drank of MLRA is configured to 192. MLRA demonstrates both the lowest
µTEV and σTEV and perplexity, implying MLRA leads to the best pre-training stability and performance.

Figure 3: µTEV (top) and gradient variance (bottom)
during the pre-training of both GPT-2 and MLRA, each
with 48 layers, over the course of 1 billion tokens. For
both settings, µTEV and gradient variance imply identi-
cal trends over the pre-training procedure.

2020). We excluded the result of GPT-2 with 192
layers as it failed five times during pre-training,
showing the pre-training instability of GPT-2 as it
gets deeper Deeper model pre-training is unstable
(Wang et al., 2022a,b) due to shattered gradients
resembling white noise (Balduzzi et al., 2018).

Token Embedding Variability Aligned with the
results in Figure 2, MLRA consistently exhibits
lower µTEV and σTEV compared to GPT-2 and
σReparam in Table 1. Moreover, µTEV and σTEV
for 192 layers are higher than those for 96 layers,

indicating increased gradient variance at this deeper
layer, as shown in Figure 2. We further study the
correlation between gradient variance and µTEV
over 1 billion tokens. Figure 3 shows that higher
gradient variance corresponds to a higher µTEV,
with the rate of increase in µTEV depending on the
magnitude of gradient variance.

Perplexity performance As can be observed in
Table 1, the zero-shot performances of MLRA
are significantly improved compared to baselines
across different numbers of layers and datasets
on which these models are not fine-tuned. We
also achieve better zero-shot perplexity results than
σReparam (Zhai et al., 2023), the current state-of-
the-art model that alleviates the attention entropy
collapse problem. Furthermore, the perplexity gap
of MLRA becomes much larger than the vanilla
counterparts as the number of layers increases.
These findings empirically prove the efficacy and
depth-scalability of the proposed method.

5 Conclusion

This paper shows that Token Embedding Variabil-
ity (TEV) can be used as a simple and efficient
proxy for pre-training stability, avoiding the high
cost of monitoring gradient variance. Theoretical
analysis reveals that factorized multi-head attention
projection matrices (i.e., MLRA) reduce gradient
explosion. Empirically, MLRA lowers TEV mean
and variance, improves stability, and outperforms
GPT-2 and σReparam in reducing zero-shot per-
plexity, particularly in deeper models.

10856



Limitations

While we conducted a controlled study of the pre-
training stability and token embedding variabil-
ity (TEV) as a proxy by pre-training GPT-2 from
scratch, the scale of the base model was limited
to a maximum of 1.5B parameters. We also com-
pare the performance and stability with a single
pre-training corpus, the WebText. Therefore, the
scalability of MLRA and TEV as a pre-training sta-
bility proxy will be further studied across a larger
range of scales, 7B, for instance.
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A Related Works

Training instability in LLMs Modern LLMs, such as the GPT series (Radford et al., 2018, 2019; Brown
et al., 2020) and llama series (Touvron et al., 2023a,b) frequently use pre-layer normalization (pre-LN),
which normalizes inputs instead of outputs (Zhai et al., 2023). Pre-LN increases the standard deviation of
hidden representation in upper layers, preserving unique data features and preventing token embeddings
from becoming too similar (Brunner et al., 2019). However, it can cause gradient explosion in shallow
layers, where gradients from shallower layers grow disproportionately larger than those from deeper
layers, affecting training stability (Shleifer et al., 2021; Takase et al., 2024). Takase et al., 2024 shows that
in pre-LN settings, sub-component norms grow exponentially when standard deviations exceed 1, which
is a common issue with typical initialization. To address this, methods like sub-LayerNorm (Shleifer et al.,
2021; Wang et al., 2022b) and sigma reparameterization (σReparam) (Zhai et al., 2023), which scales
weights by their spectral norms, have been developed to enhance stability. Scaled initialization which
scales down the initial weight values (Shoeybi et al., 2020; Scao et al., 2022) also helps mitigate gradient
spikes during pre-training.

Low-rank pre-training A plethora of literature regarding low-rank training has been conducted in the
domains of convolution neural network (CNN) compression, regularization, and the pursuit of efficient
training and inference (Idelbayev and Carreira-Perpiñán, 2020; Jaderberg et al., 2014; Sui et al., 2023;
Schotthöfer et al., 2022; Winata et al., 2020). Nevertheless, most of these methods are tailored exclusively
for CNNs and have yet to undergo assessment on large-scale Transformers (Vaswani et al., 2017), which
could significantly benefit from efficient training due to the large scale of language models.

Recently, methods like ReLoRA (Lialin et al., 2023) and InRank (Zhao et al., 2023) have adopted
an approach that starts training with full-rank matrices and then transitions to low-rank training. These
studies suggest that the intrinsic rank of Transformers decreases as training progresses (Aghajanyan et al.,
2020; Hu et al., 2021). In earlier phases, full-rank matrices are used to stabilize training before switching
to low-rank matrices after a few initial steps.

B Mean of Token Embedding in pre-trained LLM

Figure 4 illustrates that the row-wise average of the absolute mean value of |V | token embeddings in the
token embedding layer E ∈ R|V |×dmodel across OPT (Zhang et al., 2022), Pythia (Biderman et al., 2023),
Llama-2 (Touvron et al., 2023b) and GPT-2 (Radford et al., 2019) remains centered around zero after
pre-training. One possible conjecture on this phenomenon is that pre-LN (Xiong et al., 2020) introduces
layer normalization before the logits, resulting in a similar effect as logit normalization (Wei et al., 2022).
This process enforces a constant vector norm on the logits during training, helping to alleviate the issue of
overconfidence (i.e. unusually high softmax confidences, even when the inputs are significantly different
from the training data). Additionally, a slight negative correlation between model size and the embedding
mean is observed, warranting further investigation.

C Variance of Kaiming Uniform Initialization

The Kaiming uniform initialization is defined by the following distribution:

w ∼ U
(
−
√

6

n · (1 + a2)
,

√
6

n · (1 + a2)

)

where U(a, b) denotes the uniform distribution between a and b. n is the number of input units in the
weight tensor. a is a scaling parameter, given as

√
5 in this case.

Given a =
√
5, we have a2 = 5. Therefore, the range of the uniform distribution becomes:

w ∼ U
(
−
√

6

n · 6 ,
√

6

n · 6

)
= U

(
−
√

1

n
,

√
1

n

)

The variance of a uniform distribution U(a, b) is given by:
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σ2(U(a, b)) = (b− a)2

12

For our distribution:

a = −
√

1

n
, b =

√
1

n

The range width b− a is:

b− a =

√
1

n
−
(
−
√

1

n

)
= 2

√
1

n

Thus, the variance is:

σ2(w) =

(
2
√

1
n

)2

12
=

4 · 1
n

12
=

1

3n

D Further Extension of 3.2

In this section, we calculate output representation variance after a single attention head and self-attention.

To simplify the equation, let softmax
(
XtWQi

(XtWKi
)T√

dhead

)
be A. For the simplicity of calculation, we

assume dmodel = dhead, which is a single-head attention. Because X is layer-normalized input, σ2(AXt)
reaches the maximum value of 1 when the result of A is a one hot vector. Thus, the upper-bound variance
of each head i and attention in the initialization stage of MLRA are as follows:

σ2(head(Xt)) = σ2(AXt) · dr · dmodel · σ2(WU ) · σ2(WD)

= σ2(AXt) · dr · dmodel ·
1

3dmodel
· 1

3dr

<
1

9

(1)

σ2(Attention(Xt)) = σ2(headi(Xt)) · dmodel · σ2(WO)

= σ2(headi(Xt)) · dmodel ·
1

3dmodel

<
1

27

(2)

where σ2(WO) ∈ Rdmodel×dmodel . The calculation shows that attention weights W ∈ Rdmodel×dmodel have a
variance upper bound of 1

9 per head and 1
27 for the entire module. In contrast, MLRA’s variance upper

bound is one-third lower under Kaiming uniform initialization.

E Implementation Details

Configuration We measure TEV and apply MLRA to the widely adopted GPT-2 language model
configuration (Radford et al., 2019) Specifically, we pre-train GPT-2 (Radford et al., 2019), σReparam
(Zhai et al., 2023), and MLRA with hidden dimensions 384 and depth layers of 48, 96, 192 using the
WebText dataset (Radford et al., 2019), where total number of token is 5.5B. Each model is trained with 4
epochs with the casual language modeling objective, as a recent study experimentally shows that repeating
data more than 4 times in a decoder-only model with a data-constrained regime is computationally
inefficient (Muennighoff et al., 2023). We set a batch size of 512 and a learning rate of 1e-3 for the base
model. All model types in this paper follow the same training configuration for consistency.
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Figure 4: Row-wise average of the absolute mean value of |V | token embeddings in the token embedding layer
E ∈ R|V |×dmodel across OPT (Zhang et al., 2022), Pythia (Biderman et al., 2023), Llama-2 (Touvron et al., 2023b)
and GPT-2 (Radford et al., 2019). E in pre-trained checkpoint remains centered around zero.

Model assessment For evaluation of GPT-2 models on the upstream language modeling tasks, we follow
conventions in language modeling and report the perplexity, which measures average log probabilities of
each sentence token predictions in an autoregressive way (Radford et al., 2019):

PPL(W ) = exp

(
− 1

N

N∑

t=1

logP (xt|x<t; Θ)

)
(3)

where x = {x1, x2...., xN} are the set of N tokens.
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