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Abstract

Self-supervised learning (SSL) has helped ex-
tend speech technologies to more languages
by reducing the need for labeled data. How-
ever, models are still far from supporting the
world’s 7000+ languages. We propose XEUS,
a Cross-lingual Encoder for Universal Speech,
trained on over 1 million hours of data across
4057 languages, extending the language cov-
erage of SSL models 4-fold. We combine 1
million hours of speech from existing publicly
accessible corpora with a newly created corpus
of 7400+ hours from 4057 languages, which
will be publicly released. To handle the di-
verse conditions of multilingual speech data,
we augment the typical SSL masked prediction
approach with a novel dereverberation objec-
tive, increasing robustness. We evaluate XEUS
on several benchmarks, and show that it con-
sistently outperforms or achieves comparable
results to state-of-the-art (SOTA) SSL models
across a variety of tasks. XEUS sets a new
SOTA on the ML-SUPERB benchmark: it out-
performs MMS 1B and w2v-BERT 2.0 v2 by
0.8% and 4.4% respectively, despite having less
parameters or pre-training data. Checkpoints,
code, and data are found in https://www.wa
vlab.org/activities/2024/xeus/.

1 Introduction

Our planet is home to over 7000 languages (Austin
and Sallabank, 2011), yet most speech processing
models are only capable of serving at most 100-
150 of them (Barrault et al., 2023b; Radford et al.,
2023). The biggest constraint in supporting more
of languages is the lack of transcribed speech: only
around half of the world’s languages have a formal
writing system (Ethnologue, 2017), and even fewer
of them have the resources to support the scale of
annotated data required for training neural models.
A common approach to address this limitation is
self-supervised learning (SSL) on large amounts of
unlabeled multilingual speech (Zhang et al., 2023;

Black, 2019; Li et al., 2022), which allows for
strong downstream performance even when access
to annotated data is limited.

While SSL models have more relaxed data re-
quirements relative to supervised models, few
works have fully exploited this aspect to scale mod-
els to more languages. In fact, most multilingual
SSL models remain in the 50-150 language range
of coverage (Babu et al., 2022; Chen et al., 2023b;
Chiu et al., 2022), reducing the benefits of this ad-
vantage. The MMS project (Pratap et al., 2023)
sought to address this issue by directly crawling
data for more languages, scaling SSL pre-training
to 1,000+ languages. The authors collected speech
across 1,406 languages and used it to train an SSL
model, showing state-of-the-art (SOTA) results af-
ter fine-tuning on multilingual automatic speech
recognition (ASR) and 3,900-way language identi-
fication (LID). While the MMS models were pub-
licly released, the crawled data was not, preventing
it from being used in future work and thus the mod-
els from being reproduced (Table 1).

An additional issue that is relatively unexplored
in SSL research is robustness to noisy data. This
aspect is important for multilingual models, since
the available recordings of low-resource languages
tend to be particularly noisy (Ardila et al., 2020).
The issue is exacerbated by the fact that existing
multilingual SSL corpora lack diversity not only
in languages but also in speaking style and record-
ing conditions. WavLM (Chen et al., 2022) and
WavLabLM (Chen et al., 2023b) tackled this is-
sue by simulating noisy conditions during training,
overlapping utterances or adding acoustic noise to
simulate multi-speaker and noisy environments re-
spectively. While effective, we believe that this
technique can be improved to cover an even wider
variety of recording conditions.

Our goal is to thus build a universal speech
encoder that can handle both linguistically and
acoustically diverse speech. To achieve this, we
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propose XEUS (pronounced Zeus) — a Cross-
lingual Encoder for Universal Speech. XEUS is
an E-Branchformer (Kim et al., 2023) encoder pre-
trained on over 1 million hours of publicly available
data across a wide variety of recording conditions.
We first curate the data from 37 existing corpora
to ensure a diverse selection of speech and record-
ing conditions not often found in standard ASR
datasets, including but not limited to spontaneous
speech, accented speech, code-switching, indige-
nous languages, and singing voices. We expand
the language coverage of XEUS by introducing a
new SSL corpus that uses data sources previously
unseen in speech literature. This corpus, which
will be publicly released, contains 7,413 hours of
unlabeled audio across 4,057 languages, the widest
coverage of any speech processing dataset.

To enhance the model’s robustness, XEUS is
also pre-trained with a novel SSL objective of
acoustic dereverberation, which requires the model
to predict clean discrete phonetic pseudo-labels
from simulated reverberant audio. By combining
this objective with HuBERT-style masked predic-
tion (Hsu et al., 2021) and WavLM-style denoising
(Chen et al., 2022), XEUS is designed to be the
next step towards a truly universal speech encoder
for any language or recording condition.

In our downstream evaluations, we find that
XEUS consistently improves over SOTA SSL mod-
els across a wide variety of tasks. XEUS sets a
new SOTA on the ML-SUPERB multilingual ASR
benchmark, outperforming SSL models such as
MMS (Pratap et al., 2023) and w2v-BERT 2.0 v2
(Barrault et al., 2023b) while having fewer param-
eters or less training data. Our speech translation
(ST) results show the effectiveness of XEUS’ wide
language coverage, even for languages with less
than 10 hours of data in the pre-training corpus.
We also explore XEUS’ potential in generative
tasks and show its superiority on speech resynthe-
sis when compared to other SSL encoders. Finally,
we evaluate XEUS’ representations on a variety
of tasks through the English-only SUPERB bench-
mark, where it sets a new SOTA on 4 tasks despite
XEUS’ focus on multilingual performance.

To conduct SSL pre-training at such scale, we
had to make significant optimizations to existing
speech processing toolkits. To encourage further
SSL research and reproducibility, we will publicly
release this code, along with the training configura-
tions and checkpoints for XEUS. We also release
all 200+ intermediate checkpoints and training logs

obtained throughout the pre-training for further re-
search in the training dynamics of large-scale mul-
tilingual SSL models.

To summarize, our main contributions are as
follows:

1. We publicly release a new corpus that con-
tains 7,413 hours of unlabeled speech across
4,057 languages, 25+ times wider coverage
than current public datasets (Shi et al., 2023a).

2. We introduce a new self-supervised task
that improves model robustness by implicitly
learning to clean reverberant audio.

3. We publicly release XEUS, a SSL speech en-
coder trained on over 1 million hours of data
across 4,057 languages.

4. We evaluate XEUS on numerous downstream
tasks, and show that it outperforms SOTA SSL
models such as MMS (Pratap et al., 2023),
w2v-BERT 2.0 v2 (Barrault et al., 2023b), and
WavLM on tasks such as ASR, ST, and speech
resynthesis.

2 Motivation and Related Work

2.1 Speech Representation Learning

SSL has seen tremendous success in speech pro-
cessing by having neural networks learn rich fea-
ture representations from large-scale unlabeled data
(Baevski et al., 2020; Hsu et al., 2021; Chen et al.,
2022), which can then be fine-tuned on various
downstream tasks (Chen et al., 2023c; Zhang et al.,
2023). Multilingual SSL is a natural extension of
this technique (Conneau et al., 2021; Babu et al.,
2022) and facilitates cross-lingual transfer learning
at scale. However, almost no studies leverage this
capability to scale multilingual SSL models to truly
massively multilingual settings, with the exception
of Meta’s MMS capable of covering ~1,000+ lan-
guages (Pratap et al., 2023). However, MMS relies
upon the older wav2vec 2.0 SSL objective, which
has now been consistently outperformed by newer
SSL objective (wen Yang et al., 2021; Hsu et al.,
2021; Chiu et al., 2022). In our work, we scale
to 4 times the language coverage of MMS while
further boosting performance with more powerful
model architectures (Kim et al., 2023) and training
objectives (Chen et al., 2022).
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Table 1: Comparison of multilingual SSL models by number of languages, training data size, and transparency. We
define transparency in terms of the public availability of the data, model checkpoints (weights), training code and/or
configurations, and the release of any other training artifacts (logs, intermediate checkpoints).

Model Langs. Hours Transparency
Data Weights Training Code Other Artifacts

XLS-R 128 (Babu et al., 2022) 128 436K v X X
w2v-BERT 51 (Conneau et al., 2022) 51 429K v X X X
MR-HuBERT (Shi et al., 2024) 23 100K v v v X
WavLabLLM (Chen et al., 2023b) 136 40K V/ v v X
MMS (Pratap et al., 2023) 1,406 491K X v X X
USM (Zhang et al., 2023) 300 125M X X X X
w2v-BERT 2.0 vl (Barrault et al., 2023a) 143 1M X v X X
w2v-BERT 2.0 v2 (Barrault et al., 2023b) 143 4.5M X v X X
XEUS (ours) | 4,057 M v v v v

2.2 Robust Speech Representations

As most SSL speech encoders are trained solely
on clean speech (Baevski et al., 2020; Hsu et al.,
2021; Chung et al., 2021), they perform notice-
ably worse on noisy audio (Chang et al., 2021).
A common approach to alleviate this issue is to
perform continued pre-training of the SSL model
in noisy conditions (Chang and Glass, 2023; Ng
et al., 2023; Huang et al., 2023; Zhu et al., 2023).
While computationally efficient, the performance
of these methods is ultimately limited by the un-
derlying SSL model. WavLM (Chen et al., 2022)
solves this issue by introducing an implicit denois-
ing task during SSL pre-training, where the model
must predict clean phonetic pseudo-labels when
given an utterance corrupted with acoustic noise.
WavLabLM (Chen et al., 2023b) extends this ap-
proach to the multilingual setting. Unlike XEUS,
however, neither model considers the impact of re-
verberation, and both are trained on much smaller
corpora (40K-86K hours vs. 1+ million hours).

2.3 Open Foundation Models

State-of-the-art speech foundation models vary sig-
nificantly in their degree of openness (Table 1).
The best performing models like Whisper (Radford
et al., 2023), Google USM (Zhang et al., 2023),
w2v-BERT 2.0 vl (Barrault et al., 2023a), and w2v-
BERT 2.0 v2 (Barrault et al., 2023b) are all trained
on fully closed data. Whisper and w2v-BERT 2.0
v1/v2 only report pre-training data quantity and the
languages covered. The USM report includes much
more information about their data sources, but the
model checkpoints remain unreleased.

Smaller scale multilingual speech models fol-
low more open release practices. XLSR 53 (Con-

neau et al., 2021) and XLS-R 128 (Babu et al.,
2022) came with checkpoints and only use pub-
licly accessible datasets but did not release training
code. Similarly, MMS (Pratap et al., 2023) released
checkpoints but did not release their training code
and crawled data. WavLabLLM (Chen et al., 2023b)
and MR-HuBERT (Shi et al., 2024) released code
and checkpoints but operated on a smaller scale.

Software infrastructure remains a critical barrier
to democratizing speech SSL research. While there
is plenty of infrastructure for large-scale training
of text-based models (Workshop et al., 2022; An-
donian et al., 2023; Liu et al., 2023; Groeneveld
et al., 2024), no similar work has achieved speech
pre-training at our scale. AR-HuBERT (Chen et al.,
2023a) and the OWSM project (Peng et al., 2023b,
2024b,a) sought to reproduce SOTA speech models
in an open manner but use more than 80% less data
than our work. With XEUS, we release the entire
pre-training framework. We only use publicly ac-
cessible datasets and release all of the additional
pre-training data that we crawled. To facilitate re-
search in the training dynamics of large-scale SSL
models, we also release all model logs and are the
first to also release all intermediate checkpoints.
As we are the first to create an open SSL speech
model at such data and model scale, we also release
all of our heavily optimized training code.

3 Data

3.1 Ecxisting Datasets

We begin by combining a large variety of pre-
training data from 37 publicly accessible! speech

processing datasets across 150+ languages, which

"We follow Peng et al. (2023b)and include licensed data
such as BABEL (IARPA) as part of this definition, as exact
copies can be obtained, unlike that of closed/unreleased data.
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Figure 1: Distribution of XEUS pre-training data by language (log scale). We exclude data from YODAS (Li et al.,

2023) due to the noisiness of the language labels.

totals to 1.074 million hours of data. Details about
these datasets can be found in Section A.1 in the
Appendix, while an overview is presented in Table
2. Notable data used in this work that was un-
seen in prior SSL models includes accented speech
(Ahamad et al., 2020; Sanabria et al., 2023), code-
switching (Lyu et al., 2010), and singing voices
(Smule, 2019). To prevent data corruption, we use
only the official training splits of each dataset. To
increase language coverage beyond these 150 lan-
guages, in the next subsections we describe our
collection of three additional data sources.

3.2 MMS-unlab v2

We first reproduce the MMS-unlab dataset (Pratap
et al., 2023), which was not publicly released, and
scale it to 200 more languages. Like the original,
we crawl religious audiobooks from the Global
Recordings Network.? Our data, however, is pro-
cessed in a different manner. Since we use it for
SSL instead of language identification, we do not
filter out languages with low amounts of data. We
also perform VAD with an energy-based detector’
instead of a neural model, the latter of which is
more computationally expensive and likely less ro-
bust to unseen languages. This leads to a total of
6,700 hours of data across 4,023 ISO3 languages,
which is wider in coverage than the original with
3,809 languages. We obtain explicit written per-
mission for the use and redistribution of this data,
as the Global Recordings Network website did not
include clear licensing information.

3.3 WikiTongues

We also create new unlabeled speech corpora by
crawling data from 2 data sources previously un-
seen in the speech processing literature. The first

*https://globalrecordings.net/en/us
3https://github.com/wiseman/py-webrtcvad

is WikiTongues,* based on a grassroots project that
collected recordings of many languages and di-
alects spoken around the world with the goal of
language preservation. Each 2-20 minute record-
ing is released under the CC-BY-NC license, and
contains 1-2 speakers casually speaking a partic-
ular language/dialect. Importantly, many of these
languages are low-resource, if not endangered or
extinct. In total, the dataset we obtain contains
around 700 languages and/or dialects. We obtained
821 recordings, yielding about 70 hours of speech
data. We use the same VAD settings as in Section
3.2 to segment each recording.

3.4 Jesus Dramas

The second corpus we collect is Jesus Dramas. The
source of this data is Inspirational Films®, which
released the “Story of Jesus" audio drama in 430
languages under a non-commercial license. Each
multi-speaker audio drama is 90 minutes long, to-
talling 645 hours. We use the same VAD settings
as in Section 3.2 to segment these dramas into
utterance-level clips.

3.5 Final Pre-Training Corpus

The new datasets we collect from Sections 3.2, 3.3
and 3.4 total 7,413 hours of data across 4,057 ISO3
languages. After aggregating it with the data from
Section 3.1, we obtain a total of 1.081 million hours
of pre-training data. We filter out all utterances
longer than 40 seconds due to memory constraints.
An overview of all of our pre-training corpora with
their licensing information is presented in Table
11 in the Appendix. Figure 1 shows an overview
of the language distribution in our data on a log-
scale. Overall, our pre-training dataset spans 189

*https://wikitongues.org
Shttps://www.inspirationalfilms.com
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Table 2: Overview of datasets used for pre-training.
The language column indicates the language used in
monolingual datasets and the number of languages in
multilingual datasets. Bolded dataset names indicate
new corpora we will release.

Dataset ‘ Language(s) ‘ Domain ‘ Hours
YODAS (Li et al., 2023) 140 Variety 422K
VoxPopuli (Wang et al., 2021) 23 Legal 400K
LibriLight (Kahn et al., 2020) English Audiobook 60K
MLS (Pratap et al.) 8 Audiobook 44K
People’s Speech (Galvez et al., 2021) English Variety 30K
‘WeNetSpeech (Zhang et al., 2022) Mandarin Variety 22K
Russian Open STT (Slizhikova et al., 2020) Russian Variety 20K
NPTEL2020 (Al4Bharat, 2020) English Talk 15K
Reazonspeech (Yin et al., 2023) Japanese Television 15K
Common Voice 13 (Ardila et al., 2020) 92 Read 13K
GigaSpeech (Chen et al., 2021) English Variety 10K
VoxLingua (Valk and Alumie, 2021) 107 Variety 6800
MMS-unlab v2 4023 Religious 6700
SPGI (O’Neill et al., 2021) English Finance 5000
Fisher (Post et al., 2013) English Conversation | 2000
Googleil8n (Chen et al., 2023b) 34 Variety 1328
BABEL (IARPA) 17 Conversation 1000
FLEURS (Conneau et al., 2022) 102 News 1000
KSponSpeech (Bang et al., 2020) Korean Conversation 970
LibriSpeech (Panayotov et al., 2015) English Audiobook 960
MagicData (Yang et al., 2022) Mandarin | Conversation 755
mTEDx (Salesky et al., 2021) 8 Talk 753
Jesus Dramas 430 Religious 643
Althingi (Helgadéttir et al., 2019) Icelandic Legal 542
TEDLIUM3 (Hernandez et al., 2018) English Talk 500
VoxForge (VoxForge) 8 Read 235
AISHELL (Bu et al., 2017) Mandarin Read 200
SEAME (Lyu et al., 2010) Codeswitch | Conversation 192
DAMP-MVP (Smule, 2019) English Singing 150
NorwegianParl. (Solberg and Ortiz, 2022) Norwegian Legal 140
AIDATATANG (aid) Mandarin Read 140
AMI (Carletta, 2007) English Meetings 100
Nahuatl (Shi et al., 2021a) Nahuatl Conversation 82
‘WSJ (Paul and Baker, 1992) English Read 81
Mixtec (Shi et al., 2021b) Mixtec Conversation 70
WikiTongues 700 Conversation 70
Siminchik (Cardenas et al., 2018) Quechua Radio 50
Edinburgh Accent (Sanabria et al., 2023) English Conversation 40
VCTK (Yamagishi et al., 2019) English Read 25
AccentDB (Ahamad et al., 2020) English Read 20
Totonac (Berrebbi et al., 2022) Totonac Monologue 17

language families (Appendix Figure 3). We find
that the languages follow a long tail distribution,
with the top 50 languages accounting for 99.5% of
the data. However, a very encouraging finding is
that around 2,000 languages have 1 or more hours
of data each. Data from YODAS (Appendix Sec-
tion A.1) is excluded from the above analyses, as
we found the language labels to be very noisy.

4 Self-Supervised Pre-Training

XEUS’ training, sketched in Figure 2, com-
bines ideas from HuBERT’s masked prediction,
WavLM’s denoising objective, and a new dere-
verberation objective. These components are de-
scribed in the following sub-sections.

4.1 Masked Prediction and Denoising

To obtain the target phonetic pseudo-labels for Hu-
BERT masked prediction, we first extract encoded
representations from a pre-trained WavLabLM MS
model (Chen et al., 2023b). The representations
are then clustered using k-means, with k£ = 2, 048.

Algorithm 1 Simulation of Reverberant Speech

Require: a batch of utterances B, a set of RIRs
D, and reverberation probability p;..
for u € B do
Sample v from cont. dist. 2/(0, 1)
if v < p, then
Sample a random RIR u,, from D
dt = min(argmax(uy,))
rT=UuU® Up
Realign r to u using dt
Rescale 7 to have the same energy as u
end if
end for
return B

The data used for the feature extraction and cluster-
ing is a subset of our training data. Specifically, we
sample 6,000 hours from a combination of Com-
mon Voice, MLS, and Googleil8n, 6,000 hours
from YODAS, and 6,000 hours from MMS-unlab
v2, and combine it with the entirety of FLEURS
and BABEL’s training data. This leads to a total of
20K hours used for k-means.

We also integrate the acoustic denoising task pro-
posed by WavLM into XEUS pre-training. During
training, an input utterance has some probability p
to be augmented with either random noise from the
Deep Noise Suppression Challenge (Reddy et al.,
2021) or another utterance in the batch as interfer-
ence. As the target labels are obtained solely from
uncorrupted speech, the model learns to implicitly
clean the input audio.

4.2 Dereverberation

We extend the concept of acoustic denoising in-
troduced by WavLLM by proposing another speech
enhancement task for SSL pre-training: dereverber-
ation. Similarly to the WavLM dynamic mixing
augmentation, we simulate reverberant conditions
in the input audio during training while the tar-
get pseudo-labels are again left untouched. The
model must thus implicitly learn to remove the
reverberation from the audio to predict the clean
pseudo-labels. We note that it is possible for both
the noise and reverberation augmentation to be ap-
plied for a single utterance. For simplicity, the
noise augmentation is always applied first.

Our technique (Algorithm 1) consists of the fol-
lowing steps. First, each utterance in a mini-batch
has a probability p, for the reverberation augmen-
tation to be applied. If an utterance u is to be aug-
mented, we then randomly sample a Room Impulse
Response (RIR) u,, to be used from the audio of Ko
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Figure 2: Overview of XEUS’ pre-training. The teacher encoder generates phonetic pseudo-labels from clean
speech, while the student must predict those pseudo-labels after masking, random noise and/or reverberation is

applied to the input waveform.

et al. (2017). We first estimate dt, the sample shift
imposed on u after adding the reverberation, ac-
cording to the highest peak in w,,. The reverberant
utterance r can then be simulated via convolution
(®) between u and u,,. Finally, we realign r with u
using dt and normalize it to have the same energy
as u. This final realignment step is crucial for the
effectiveness of this technique; otherwise the audio
would be shifted and misaligned with the target
pseudo-labels. Quantitative analyses of our method
can be found in Appendix Section A.3.

4.3 Model Architecture

XEUS is based on the HuBERT architecture (Hsu
et al., 2021), with several modifications. We re-
place the Transformer (Vaswani et al., 2017) with
an E-Branchformer (Peng et al., 2022; Kim et al.,
2023), as convolution-augmented models achieve
superior SSL performance (Chung et al., 2021).
We choose the E-Branchformer over the Conformer
(Gulati et al., 2020) due to the former’s relative ease
of training and superior downstream performance
(Peng et al., 2023a). We also replace the original
HuBERT loss with cross entropy, which is faster
and leads to better downstream performance (Yang
et al., 2023). XEUS consists of a convolutional
feature extractor and 19 E-Branchformer layers.
Each of the latter has 8 attention heads, a hidden
dimension of 1,024, feed-forward size of 4,096,
and kernel size of 31. The model size is 577M
parameters. Ablations on these modifications can
be found in Appendix Section A.2.

4.4 Pre-Training Settings
XEUS is pre-trained on 64 40GB NVIDIA A100
GPUs using the ESPnet toolkit (Watanabe et al.,

2018). Each GPU has a maximum batch size of
100 seconds, leading to a total batch size of 106

minutes. We use a noise augmentation probability
p of 0.2, where there is an equal probability of the
corruption being random noise or another utterance
(Section 4.1). We use a dereverberation augmenta-
tion probability p, of 0.3 (Section 4.2). We perform
a two passes through the training set, totalling 670K
steps. More details and a breakdown of the training
costs can be found in Appendix Section A.4.

The scale of XEUS’ pre-training is unseen out-
side of a few other works (Radford et al., 2023;
Zhang et al., 2023; Barrault et al., 2023b), with
the amount of pre-training data being 5-25 times
the size of those used in prior models trained with
public toolkits (Peng et al., 2023b; Chen et al.,
2023a; Hsu et al., 2021). To conduct training on
such a scale, we made several optimizations to the
open-source ESPnet toolkit, which was originally
designed for standard academic-scale experiments.
These optimizations will all be made publicly avail-
able. More details about these improvements are
also reported in Appendix Section A.S.

5 Downstream Evaluation

We examine the capabilities of XEUS in various
downstream applications. Section 5.1 evaluates
the multilingual capabilities of XEUS in different
settings. Section 5.2 evaluates the universality of
XEUS’ representations for a broad range of speech
information, such as emotion and speaker content.
Finally, Section 5.3 tests the acoustic representa-
tions of XEUS via speech resynthesis. We provide
an overview of each downstream setup in its re-
spective subsection. Detailed experimental settings
can be found in Appendix Section A.6.
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Table 3: Evaluation results on the 10 minute / 1 hour settings of the ML-SUPERB Benchmark in ASR CER (]) and
LID ACC (7). Bold numbers indicate the best model for a task, while underlined numbers indicate second best.

| | MoNo. ASR | MULTL ASR | LD | MuLTL. ASR + LID

Normal Few-shot Normal Normal Few-shot
Model Params. Hours | SUPERB, CER CER CER ACC ACC CER CER
WavLabLM 316M 40K | 700/767 | 39.9/32.1 |37.8/313 43.8/409 | 71.7/81.1 | 70.8/822 37.0/30.6 43.4/402
XLS-R 128 316M 436K | 707/851 | 39.7/30.6 |29.3/22.0 40.9/39.3 | 66.9/87.9 | 55.6/85.6 28.4/229 42.1/424
XLS-R 128 IB 436K | 745/838 | 40.5/309 |30.4/263 39.1/385 |70.9/858 | 66.4/87.1 28.6/252 39.2/395
MMS 316M 491K | 795/845 | 33.8/305 |28.7/240 36.5/365 |623/843|71.9/743 31.5/300 30.9/292
MMS 1B 491K | 953/948 | 33.3/257 |21.3/181 30.2/30.8 | 84.8/86.1 | 73.3/748 26.0/255 254/24.8
w2v-BERT2.0v2  580M  4.5M | 826/916 | 41.0/292 |24.6/203 343/353|70.0/86.8 | 832/90.6 24.2/203 343/34.0
XEUS (ours) 577M  IM | 956/956 | 30.3/25.1 |21.1/20.1 33.4/34.1|815/87.3 | 86.4/91.3 229/19.6 32.7/328

Table 4: FLEURS ASR+LID & JesusFilm ST results.

Model FLEURS JesusFilm
CER| ACC1t | chrF?
XLS-R 1B 9.6 92.5 134
MMS 1B 9.2 94.0 15.5
w2v-BERT 2.0 v2 8.7 94.3 15.1
XEUS (ours) | 89 93.0 | 221
5.1 Multilingual Speech Processing

We primarily compare XEUS with 3 SOTA mul-
tilingual SSL models: XLS-R 128 (Babu et al.,
2022), MMS (Pratap et al., 2023), and w2v-BERT
2.0 v2 (Barrault et al., 2023b) (Table 1). We use
the ML-SUPERB benchmark (Shi et al., 2023a) as
our main evaluation, as it tests each models across
a diverse range of tasks and languages. We comple-
ment these experiments with additional analyses
on FLEURS ASR+LID and low-resource ST.

5.1.1 ML-SUPERB

ML-SUPERB benchmarks self-supervised speech
representations on a variety of multilingual tasks
across 143 languages. ASR performance is evalu-
ated in terms of character error rate (CER |), while
accuracy (ACC 1) is used to evaluate LID. The
benchmark is split across two data settings for each
task: 10 minutes (min.) and 1 hour of data for each
language. Each data setting contains 4 tasks: mono-
lingual ASR in 9 languages, multilingual ASR,
LID, and joint multilingual ASR+LID. In the mul-
tilingual tasks, 5 languages are reserved as a few-
shot task, while the other 138 languages have the
standard 10 min. / 1 hour of fine-tuning data. An
overall SUPERB;(1) score for each model in each
data setting is calculated following the benchmark
rules (Shi et al., 2023a). Further details can be
found in Appendix Section A.6.1.

Table 3 shows that XEUS is the overall best per-
forming model, with the highest SUPERB; score
of 956 on both the 10 min. / 1 hour settings. XEUS

achieves SOTA results on monolingual ASR with
the best scores of 25.1 and 33.3 CER on the 1 hour
and 10 min. tracks respectively. On multilingual
ASR, XEUS is only outperformed by MMS 1B. For
ASR+LID, XEUS achieves the best performance
in the normal setting for both data tracks. While
XEUS is worse than MMS in few-shot CER, it still
achieves reasonable results and outperforms the
other SSL models. Overall, XEUS outperforms the
parameter-equivalent w2v-BERT 2.0 v2 across all
task categories. This is accomplished using only
accessible training data, which is 22% the size than
that of w2v-BERT 2.0 v2.

5.1.2 FLEURS

FLEURS is a 102-language multilingual ASR
benchmark, where each language has around 6-
10 hours of training data. In this setting, we use
heavier downstream probes that reflect SOTA ASR
architectures. We adopt the same setup as (Peng
et al., 2023a; Chen et al., 2023c), which remains
the SOTA on FLEURS when not using additional
labeled data. The downstream model consists of
an E-Branchformer encoder paired with a Trans-
former decoder, totalling 100M parameters. Exact
settings are shown in Appendix Section A.6.2.

The results of the FLEURS experiments are
shown in the middle section of Table 4. We find that
XEUS remains competitive with the SOTA w2v-
BERT 2.0 v2 trained on much more data (8.9 vs 8.7
CER), and significantly outperforms both XLS-R
and MMS 1B (9.6 and 9.2 CER respectively).

5.1.3 Low-Resource Language Coverage

While FLEURS and ML-SUPERB provide compre-
hensive multilingual benchmarks, their language
coverage is far smaller than that of XEUS (102-
143 vs 4,057). To understand if XEUS’ wide lan-
guage coverage was effective for languages with
small (< 10 hours) amounts of pre-training data, we
crawled additional labeled data for evaluation. We
randomly chose 3 languages from the Jesus Film
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Table 5: Evaluation on the SUPERB Benchmark. ( ¥ ), ( ¥ ), and ( ¥ ) indicate first, second and third best results
respectively on the online leaderboard: https://superbbenchmark.org/leaderboard.

Recognition Detection Semantics Speaker Paralinguistics
Method PR ASR| KST QbET Ict SF(F1)T SF(CER)|, SIDtT ASV| SDJ ER 1
WavLM Large 3.06 * 344 ¢ 9786 * 886 9931 ¥ 92.21 ¥ 18.36 * 9549 ¥ 377 ¥ 324 ¢ 70.62 ¥
XEUS (ours) 321 ¢ 334 ¥ 9832 ¥ 749 98.70 90.05 21.49 3 91.70 * 4.16 ¥ 3.11 ¥ 71.08 *

Table 6: Speech resynthesis results on VCTK.

Model MOS (1) WER (}) FO () MCD (J)
WavLM Large 3.20 27.8 0.26 455
w2v-BERT2.0v2 321 155 0.27 3.92
XEUS (ours) 3.23 100 025 3.80

Project® that were not covered in ML-SUPERB
and/or FLEURS: Hijazi Arabic, Lumun, and Ra-
jbanshi. This yields around 1.5 hours of speech for
each language. Of all existing SSL models, only
XEUS covers the former two, while Rajbanshi is
covered by both XEUS and MMS. We then train
X — English Speech Translation (ST) models for
each language (as ASR transcripts were not avail-
able) and evaluate using character-level F-score
(chrF). More details about the evaluation data and
ST settings are shown in Appendix Section A.6.3.

The average chrF scores across all languages are
shown in the right of Table 4. XEUS significantly
outperforms all other models, likely due to its wider
language coverage. The next best model is MMS
1B, which obtains an average chrF of 15.5, while
XEUS scores 22.1, a relative improvement of 35%.

5.2 Task Universality

To test how well XEUS encodes other forms of
speech content, we benchmark its capabilities
on the English-only SUPERB (wen Yang et al.,
2021). SUPERSB tests self-supervised speech mod-
els across 5 broad task categories: Recognition
(ASR and Phoneme Recognition (PR)), Detection
(Keyword Spotting (KS) and Query By Exam-
ple (QbE)), Semantics (Intent Classification (IC)
and Slot Filling (SF)), Speaker (Speaker Identifica-
tion (SID), Automatic Speaker Verification (ASV),
and Speaker Diarization (SD)), and Paralinguistics
(Emotion Recognition (ER)). Metrics for each task
are: phoneme error rate (PR), WER (ASR), maxi-
mum term weighted value (QbE), F1 and concept
error rate (SF), equal error rate (ASV), diariza-
tion error rate (SD), and accuracy (KS, IC, SID,
and ER). Exact experimental settings are shown
in Appendix Section A.6.5. We compare XEUS
to WavLM (Chen et al., 2022), the SOTA model

Shttps://www.jesusfilm.org

on the SUPERB leaderboard for almost all tasks.
Our results in Table 5 show that XEUS consis-
tently reaches if not surpasses SOTA scores across
a variety of tasks, obtaining the highest score in 4
English-only tasks (KS, SD, ER, ASR), despite its
curse of multilinguality (Conneau et al., 2020).

5.3 Acoustic Representation Evaluation

We evaluate XEUS on its acoustic representation
quality through the task of speech resynthesis.
Here, we compare primarily against w2v-BERT 2.0
v2 as the SOTA multilingual model and WavLM
Large as the SOTA English-only model. We train
unit-to-speech HiFIGAN vocoders (Kong et al.,
2020; Polyak et al., 2021) on the accented-English
VCTK (Yamagishi et al., 2019) dataset with a dis-
crete codebook vocabulary size of 100. We evalu-
ate the quality of the resynthesized speech in terms
of Mel-Cepstral Distortion (MCD), log-FO Root
Mean Square Error (F0), predicted Mean Opinion
Score (Lo et al., 2019) (MOSNet), and Word Er-
ror Rate (WER). We obtain WER by transcribing
the synthesized speech with a pre-trained Whis-
per medium (Radford et al., 2023). For each SSL
model, we experiment with features extracted at
50% and 75% of the model depth (ie. layer 18
out of 24 in the latter case), and report the best
performing configuration in Table 6. More details
about this search can be found in Appendix Section
A.6. Our results show that resynthesized speech
from XEUS is higher quality than that from both
WavLM and w2v-BERT 2.0 v2 across all metrics,
whether it be perceptual or semantic, showcasing
its strong performance in generative tasks along
with its SOTA recognition capabilities.

6 Conclusion

This work presents XEUS, an SSL speech encoder
trained on over 1 million hours of data across 4,057
languages. As a community contribution, we re-
lease a new dataset with 7,413 hours of unlabeled
speech data across those 4,057 languages. We also
introduce a novel joint dereverberation task for SSL
pre-training, which we use to increase the robust-
ness of XEUS. We show that XEUS can achieve
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comparable performance if not outperform other
SOTA SSL models on various benchmarks, while
having much stronger performance on long-tail lan-
guages. To make XEUS reproducible, we will re-
lease all training code and configurations, along
with model weights. In the future, we hope to ex-
tend the downstream use of XEUS to a larger scale.

7 Limitations:

While the overall pre-training corpus of XEUS
contains over 4,000 languages, many of these lan-
guages have less than 1 hour of speech data. While
we are able to show that the presence of this small
amount of data is still beneficial for these languages
in downstream tasks (Section 5.1.3), the perfor-
mance is still likely much worse than the perfor-
mance on higher-resourced languages. Further-
more, due to the efforts required to collect and
manually clean evaluation data, we only test on
a subset of these truly low-resource languages in
Section 5.1.3. While XEUS is one step towards
speech recognition or translation systems for these
tail languages, much work is still required before
these tools can be deployed to end users.

Due to the large number of tasks and domains
that our evaluation covers, we mostly focus on
relatively lightweight benchmarks such as the SU-
PERB suite and perform limited hyperparameter
tuning. While this allows for fair comparisons be-
tween different models, the evaluation does not
use the large-scale fine-tuning common in SOTA
settings for downstream tasks.

8 Broader Impact and Ethics:

Broader Impact: In this work, we introduce
XEUS, a new large-scale multilingual SSL speech
encoder. Unlike previous foundation models that
focus on a single aspect, XEUS obtains SOTA per-
formance across a diverse range of both tasks and
languages, further pushing towards the goal of truly
universal models. By releasing both our data and
model checkpoints, our goal is to provide founda-
tions for more multilingual research, particularly in
domains such as robust ASR and speech enhance-
ment where evaluation is typically done solely on
English.

Another major goal of our work is to democra-
tize the development of speech foundation models.
We believe that training infrastructure remains a
significant barrier to entry for SSL research. This
has two main aspects: software infrastructure and

training configurations. Current speech toolkits
such as ESPnet (Watanabe et al., 2018) and Speech-
Brain (Ravanelli et al., 2021) focus on academic
scale experiments, while general frameworks such
as HuggingFace and Fairseq (Wang et al., 2020)
are more limited in their implementation of differ-
ent tasks and SOTA methods. By integrating our
changes into ESPnet, our optimizations can allow
users to scale speech models for other tasks such
speaker representation learning. In the latter aspect,
we note that the availability of training recipes and
configurations pose the other major barrier to en-
try. Due to the computational cost of training, the
development of foundation models poses a risk
that is too high for most academic labs, as a single
failed training run can be disastrous for the lab’s
budget. However, this can be mitigated by publish-
ing training recipes and hyperparameters known to
work well. The benefits of this is most visible in
the OWSM project (Peng et al., 2023b, 2024b,a),
where each successive work reported lower and
lower computational expenses.

Ethics: We recognize the delicate nature of speech
data, particularly when it involves the languages of
indigenous and marginalized communities. Many
authors of this work have long-term collaborations
with indigenous communities and researchers. We
are careful to crawl and release data only from
sources that contain permissive licenses of the
source data to avoid potential cases of misuse and
violations of language ownership. For data sources
that do not clearly indicate their usage/distribution
terms, we obtained explicit permission from the
corresponding stakeholders (such as in the case of
the Global Recordings Network in Section 3.2). To
follow the data’s access conditions, we release all
of our data under non-commercial licenses.

We partially anonymize our crawled datasets by
removing speaker names from the meta-data. How-
ever, we do not alter the content of the speech itself.
As such, we urge users of our released data to re-
spect the privacy of the speakers and not attempt
to identify them. It is also possible that portions of
the speech content may be offensive in particular
settings. With the diversity of over 4000 languages,
it is likely that there are statements or views that are
normative in one culture but offensive in another.

While encoder-only speech models like XEUS
have limited uses without any task-specific fine-
tuning, the downstream models that are created
after such processes are prone to the biases and
misuse cases that all machine learning models are
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vulnerable to. For example, XEUS’ capabilities in
speech generation can be used for misinformation
via audio deepfakes, which is an unintended use
case of this model.
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A Appendix
A.1 Data

For brevity, we provide an overview of these
datasets in Table 11 and refer readers to the origi-
nal papers for more details (Bu et al., 2017; Chen
et al., 2021; Panayotov et al., 2015; O’Neill et al.,
2021; Hernandez et al., 2018; Pratap et al.; Zhang
et al., 2022; Carletta, 2007; Ardila et al., 2020;
Godfrey et al., 1992; Conneau et al., 2022; Bang
et al., 2020; Yang et al., 2022; Wang et al., 2021;
Chen et al., 2023b; Li et al., 2023; Kahn et al.,
2020; Galvez et al., 2021; Valk and Alumée, 2021;
Helgadéttir et al., 2019; Lyu et al., 2010; Solberg
and Ortiz, 2022; Shi et al., 2021a,b; Cardenas et al.,
2018; Sanabria et al., 2023; Ahamad et al., 2020;
Berrebbi et al., 2022).

Over 80% of the pre-training data is derived
from two corpora: YODAS (Li et al., 2023) and
VoxPopuli (Wang et al., 2021). However, both
of these sources largely consist of European lan-
guages. To add more linguistic diversity, we also
smaller scale multilingual corpora such as include
BABEL (IARPA), Googleil8n (Chen et al., 2023b),
VoxLingua (Valk and Alumée, 2021), and FLEURS
(Conneau et al., 2022). While some may argue that
FLEURS and/or BABEL was originally designed
to be out-of-domain evaluation, we note that many
works now include it as an in-domain dataset for
both supervised and unsupervised training (Peng
etal., 2023b; Pratap et al., 2023; Chen et al., 2023b;
Zhang et al., 2023).

We complement this selection of multilingual
corpora with various language-specific data to
boost the representation of languages that are un-
derrepresented in large web-scale datasets. This
includes many indigenous languages, such as
Quechua (Cardenas et al., 2018), Mixtec (Shi et al.,
2021b), and Totonac (Berrebbi et al., 2022).

Finally, we also make an effort to support speech
outside of mainstream accents and voices. For
example, we include code-switching (Lyu et al.,
2010), accented data (AI4Bharat, 2020; Sanabria
etal., 2023; Ahamad et al., 2020), and even singing
voices (Smule, 2019).

A.2 Ablations

To understand the effectiveness of E-Branchformer
and WavLM denoising in the multilingual setting,
we conducted several SSL experiments at a smaller
scale. We sampled 7,000 hours of data from our
1 million hour SSL dataset and trained a 95M pa-

rameter HuUBERT Base model on that data (ML-
HuBERT 7K). Then, we trained a variant with
the addition of the acoustic denoising task and an-
other with the Transformer layers replaced with E-
Branchformer layers. We then benchmarked each
model on ML-SUPERB using the same settings as
Section 5.1.1. Our results show meaningful gains
achieved with the addition of the WavLLM objective
and E-Branchformer architecture.

Table 7: Ablations on the ML-SUPERB 1-hour set.

Model Multi.ASR + LID

CER CER (Few-Shot) ACC
ML-HuBERT 7K | 36.9 40.5 78.5
+ Denoising 30.5 41.2 84.3
+ E-Branchformer | 29.0 40.9 85.2

A.3 Dereverberation

We perform a preliminary investigation of on the
effectiveness of our proposed SSL dereverbera-
tion task (Section 4.2) by training two HuBERT
Base models (Hsu et al., 2021) on LibriSpeech 960
(Panayotov et al., 2015). The first model corre-
sponds to the vanilla HuBERT setting without any
form of data augmentation, while the second model
is trained with our proposed dereverberation tech-
nique. We fine-tune each model on 10-hours of
LibriLight ASR (Kahn et al., 2020), where we use
performance on test-clean and test-other as a proxy
for comparing performance on clean and noisy data
respectively. Results are in Table 8, with improve-
ments across both test sets. The benefits are more
significant on the noisier test-other, with relative
reductions of 6.9% Word Error Rate (WER), indi-
cating the effectiveness of our technique for enhanc-
ing model robustness. Performance on test-clean is
also improved by 3.1%.

Table 8: Investigation on effectiveness of dereverbera-
tion augmentation on English ASR by WER.

Model ‘ test-clean test-other
HuBERT 13.1 22.6
+ Dereverberation 12.7 21.1

A.4 Pre-Training Details

Table 9 provides a breakdown of XEUS’ the com-
putational costs, measured in CPU and GPU hours.
We used AMD EPYC 7763 processors for CPU-
based jobs. For most GPU tasks, we use a mix of
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Table 9: Computation budget of XEUS in CPU/GPU
hours. Reported numbers for formatting are in CPU
hours, while all other stages are measured in GPU hours.

Stage Hours
Data Preparation | 100,000
Pseudo-labelling | 15,000
Ablations 2,100
Scaling 200
Pre-Training 63,000

Nvidia A40 46GB and Nvidia A100 40GB GPUs.
For pre-training the final model, we exclusively
used A100s.

We consumed around 100K CPU hours for the
data stage. The bulk of this usage came from
processing the YODAS dataset, which originally
consisted of document-level WAV files at various
sampling rates. We had to convert each file into
16kHz audio samples and then segment each into
utterance-level pieces. Another large source of
CPU consumption came from downloading each
dataset and unarchiving them onto the disk, which
became a non-trivial effort for larger datasets such
as VoxPopuli.

Obtaining the HuBERT pseudo-labels required a
large amount of compute, totalling 15,000 GPU
hours. While one may argue that this process
could have been avoid by using another SSL ob-
jective, such as data2vec (Baevski et al., 2022) or
w2v-BERT (Chung et al., 2021), we believed that
this cost was worth the guaranteed stability dur-
ing large-scale training. Self-distilling SSL ob-
jectives like data2vec are prone to representation
collapse (Baevski et al., 2022; Liu et al., 2024),
while wav2vec derived models require a codebook
diversity loss (Baevski et al., 2020; Chung et al.,
2021). As our experimental runs were limited, we
believed the simple HUBERT objective would be
the easiest to scale.

The ablations described in Sections A.3 and A.2
consumed a total of 2,100 GPU hours, while the
hyperparameter tuning required for scaling (mask-
ing ratio, learning rate, warmup steps) consumed
200 GPU hours.

The largest source of compute usage came
from the final pre-training phase, which consumed
63,000 GPU hours across a total of 40 days. We
use bfloat16 mixed precision with Flash Attention
v2 (Dao et al., 2022) for faster pre-training. To im-
prove convergence, for the first 3,000 steps we in-
clude an additional intermediate cross entropy SSL

loss (Yang et al., 2023), an initial masking prob-
ability of 0.65, and no data augmentation. This
intermediate loss is applied to the 10th encoder
layer and is weighted by a factor of 0.3. After-
wards, we remove the intermediate loss for greater
efficiency, increase the masking probability to 0.8,
and enable the above augmentation methods. We
use the Adam optimizer with 32,000 warmup steps
and a peak learning rate of 0.0003.

A.5 Engineering Details

This section expands upon the engineering opti-
mizations that we made on the ESPnet toolkit men-
tioned in Section 4.4. We organize it into two main
components: GPU communication and batching.
Quantitative analyses of these optimizations are
reported in Table 10.

Table 10: Quantitative results of our engineering im-
provements. We report percent increases in relative
throughput and percent decreases in relative memory
usage after our optimizations.

Optimization | Throughput (1) Memory (})

120% -
60% 113%

GPU Synchronization
Batch Optimization

GPU Communication: As the dataset size in-
creases, scaling to a larger number of GPUs is im-
portant to finish pre-training in a reasonable time.
However, this leads to non-trivial overhead due
to communication costs across multiple compute
nodes. During our training, we found and removed
2 unnecessary GPU synchronization steps within
the ESPnet training code. We also disabled syn-
chronization in iterations without an optimization
step (when using gradient accumulation), further
improving runtime. These changes are particularly
impactful in compute clusters that lack Infiniband
support for inter-node communication, which is
common in more academic-oriented data centers.

Batching: The batching method has a large im-
pact on both the memory efficiency and throughput
of model training. Ideally, utterances of similar
length should be batched together to reduce the
amount of padding. This can be complicated during
multi-node training, especially when there is large
amounts of variance between utterance lengths. We
found that ESPnet had issues over-allocating data
to batches, which had remained hidden as it only
noticeable given a sufficiently large batch size and
number of GPUs (such as our case). Fixing this

10220



issue more than halved our memory usage given a
fixed batch size. We also found that ESPnet ran-
domizes the batches across GPUs regardless of the
sequence length. This means that one GPU may
process a few utterances that are 30 seconds long,
while another may process many utterances less
than a second long. As the GPUs need to be syn-
chronized during the backwards pass, this sequence
length mismatch causes unnecessary waiting. By
enforcing length-aware batch distribution, we are
able to improve the model throughput by 60%.

A.6 Experimental Setups

This section details the hyperparameters we
searched for our experiments, which we then used
to obtain and report the best performing results for
each model.

A.6.1 ML-SUPERB:

The ML-SUPERB benchmark is designed to be a
lightweight downstream probe of the multilingual
representation quality of SSL models. The bench-
mark is split across two data settings: 10 minutes
and 1 hour of data for each language. Each data
setting has 4 tasks: monolingual ASR across 9
languages, multilingual ASR, LID, and joint multi-
lingual ASR+LID. In the multilingual ASR tasks,
5 languages are reserved as few-shot task with 5
examples per language, while the remaining 138
languages have the standard 10 min. / 1 hour of
fine-tuning data. An overall SUPERB; score for
each model u is calculated relative to the perfor-
mance of the best performing model for each task ¢
and filterbank-based features. This is obtained with
the following formula:

SUPERB;(u) =
1000 Z 1 %’i St.m (1) — . (filterbank)
M; Stm( OTA — S¢.m/(filterbank)
ey
Where M, is the set of metrics for task ¢, such that
s¢m(u) yields the score of model v on metric m in
M, for task t. SOTA represents the best model for
a given metric of each task. Since our model sets
new multiple SOTA results, we re-calculate this
score for each model following Shi et al. (2023a,b).
The downstream probe is a 2-layer Transformer
encoder trained using CTC (Graves et al., 2006)
loss. It has a hidden size of 256, a feed forward
size of 1024, and 8 attention heads. Each task has a
fixed number of training steps and enforces a con-
stant learning scheduler with the Adam (Kingma

and Ba, 2015) optimizer. The only hyperparameter
we adjust during the evaluation is the learning rate,
testing values of 0.00004, 0.0001, and 0.0004.

A.6.2 FLEURS:

We adopt an identical setup to (Peng et al., 2023a)
for the FLEURS evaluations, which remains the
SOTA design when not using additional labeled
data. The downstream model consists of a 12
layer E-Branchformer encoder paired with a 6 layer
Transformer decoder. The SSL model remains
frozen, and a weighted sum of its layer-wise in-
puts are input into the downstream encoder. Each
encoder layer has a convolution kernel of 31, 8
attention heads, a hidden size of 512, and a feed
forward size of 2048. Each decoder layer also has
8 attention heads, a hidden size of 512, and a feed
forward size of 2048. The model is trained with the
joint CTC/attention (Watanabe et al., 2017) objec-
tive with a CTC weight of 0.3. To better model the
diversity in language, the encoder is trained with
self-conditioned CTC (Nozaki and Komatsu, 2021;
Chen et al., 2023c) using the LID+ASR labels. In-
ference is performed using joint CTC/attention de-
coding with a language model, using a beam size
of 10, a CTC weight of 0.3, and language model
weight of 0.4. The model is trained using the Adam
optimizer with a Noam-style learning rate sched-
uler (Vaswani et al., 2017) and a peak learning rate
of 0.002. We keep all of these hyperparameters
consistent across each SSL model, only varying the
batch size when memory limitations are encoun-
tered.

A.6.3 JesusFilm ST:

We collected the ST data from jesusfilm.org,
which contains 2 hour long video dramas about
the life of Jesus that are parallel in various lan-
guages. Each video contains multiple male and
female speakers that appear throughout the drama.
We downloaded the audio for Rajbanshi, Hijazi
Arabic, and Lumun, while the ST labels are de-
rived from the captions of the English audio. We
process the data by splitting the 2-hour long videos
sequentially, such that the first 70% of the movie
is used as the training set, the next 15% is used
as the development set, and the final 15% is used
as the test set. We use this method instead of ran-
dom splitting to minimize the potential content and
speaker overlap between the data splits. We man-
ually clean the test set by filtering out segments
with non-speech descriptions such as laughter or
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background music cues. For reference, the XEUS
pre-training data contains 7 hours of Rajbanshi, 3
hours of Hijazi Arabic, and 0.5 hours of Lumun.
To improve model convergence, we re-use the
FLEURS models from Section A.6.2 and individ-
ually fine-tune them on ST for each language pair.
We keep the fine-tuning parameters identical across
all models, using a constant learning rate of 0.0001
with the Adam optimizer and a fixed batch size of
32. Inference is performed with a beam size of 10.

A.6.4 Speech Resynthesis:

Speech resynthesis experiments are performed on
the VCTK dataset. For each SSL model we com-
pare, we experiment with features extracted at 50%
and 75% of the SSL model depth, which are stan-
dard settings used in discrete unit speech generation
(Barrault et al., 2023a; Maiti et al., 2024). For the
19-layer XEUS model, this means we test layers 10
and 14. For the 24-layer WavLM and w2v-BERT
2.0 v2 models, we trial layers 12 and 18. The
features are then clustered at the frame-level via K-
means to obtain the discrete units. We use a fixed
value of K = 100. We then train unit-to-speech
HiFiGAN vocoders for each set of discrete units.
Each vocoder is trained to generate 16 kHz speech
for 150K steps. We use identical hyperparameters
that correspond to the default VCTK settings in
https://github.com/kan-bayashi/Paralle
1WaveGAN for each trial. We then select the best
performing layer for each model based off of the
MOSNet score of the resynthesized speech on the
development set, and report its performance on the
test set.

A.6.5 SUPERB:

The SUPERB Benchmark tests SSL. models on a
diverse selection of tasks. The SSL model is frozen
and a learned weighted sum of its layer-wise inputs
are fed into the respective downstream probe fine-
tuned for each task. To limit the hyperparameter
search space, we only tune the learning rate and
batch size. Otherwise, we use the same settings
as the original benchmark (wen Yang et al., 2021).
For each task, the batch size is set to the maximum
amount that can fit within a 40GB GPU. For the
learning rate, we begin with the settings used by
Chen et al. (2022) and conduct a sweep of those
values multiplied by [0.25, 0.5, 1.0, 2.0, 4.0].
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Figure 3: Distribution of data between the 189 language families in the XEUS pre-training data. We use Glottolog
(https://glottolog.org/) to automatically map each ISO3 code to a language family.
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Table 11: Overview of datasets used for pre-training. The language column indicates the language used in
monolingual datasets and the number of languages in multilingual datasets. Bolded dataset names indicate new
corpora we will release.

Dataset License ‘ Language(s) ‘ Domain ‘ Hours
YODAS (Li et al., 2023) CCBY 3.0 140 Variety 422K
VoxPopuli (Wang et al., 2021) CC BY-NC4.0 23 Legal 400K
LibriLight (Kahn et al., 2020) MIT English Audiobook 60K
MLS (Pratap et al.) CCBY 4.0 8 Audiobook 44K
People’s Speech (Galvez et al., 2021) CC-BY 4.0 English Variety 30K
WeNetSpeech (Zhang et al., 2022) CCBY 4.0/SA Mandarin Variety 22K
Russian Open STT (Slizhikova et al., 2020) CC-BY-NC Russian Variety 20K
NPTEL2020 (Al4Bharat, 2020) CC Indian English Talk 15K
Reazonspeech (Yin et al., 2023) Apache 2.0 Japanese Television 15K
Common Voice 13 (Ardila et al., 2020) CCO0-1.0 92 Read 13K
GigaSpeech (Chen et al., 2021) Apache 2.0 English Variety 10K
VoxLingua (Valk and Alumie, 2021) CCBY 4.0 107 Variety 6800
MMS-unlab v2 CCBY-NC 4.0 4,023 Religious 6700
SPGI (O’Neill et al., 2021) - English Finance 5000
Fisher (Post et al., 2013) LDC English Conversation | 2000
Googleil8n (Chen et al., 2023b) Varies 34 Variety 1328
BABEL (IARPA) IARPA Babel License 17 Conversation 1000
FLEURS (Conneau et al., 2022) CCBY 4.0 102 News 1000
KSponSpeech (Bang et al., 2020) MIT Korean Conversation 970
LibriSpeech (Panayotov et al., 2015) CCBY 4.0 English Audiobook 960
MagicData (Yang et al., 2022) CC BY-NC-ND 4.0 Mandarin Conversation 755
mTEDx (Salesky et al., 2021) CC BY-NC-ND 4.0 8 Talk 753
Jesus Dramas CCBY-NC4.0 430 Religious 643
Althingi (Helgadéttir et al., 2019) Apache 2.0 Icelandic Legal 542
TEDLIUM3 (Hernandez et al., 2018) CC BY-NC-ND 3.0 English Talk 500
VoxForge (VoxForge) GPL 8 Read 235
AISHELL (Bu et al., 2017) Apache 2.0 Mandarin Read 200
SEAME (Lyu et al., 2010) LDC Codeswitching | Conversation 192
DAMP-MVP (Smule, 2019) Smule Research Data License English Singing 150
NorwegianParl. (Solberg and Ortiz, 2022) CCO Norwegian Legal 140
AIDATATANG (aid) CC BY-NC-ND 4.0 Mandarin Read 140
AMI (Carletta, 2007) CCBY 4.0 English Meetings 100
Nahuatl (Shi et al., 2021a) CC BY-NC-SA 3.0 Nahuatl Conversation 82
WSJ (Paul and Baker, 1992) LDC English Read 81
Mixtec (Shi et al., 2021b) CCBY-NC-SA 3.0 Mixtec Conversation 70
WikiTongues CCBY-NC4.0 700 Conversation 70
Siminchik (Cardenas et al., 2018) CC BY-NC-ND 3.0 Quechua Radio 50
Edinburgh Accent (Sanabria et al., 2023) CC-BY-SA Accented English | Conversation 40
VCTK (Yamagishi et al., 2019) CCBY 4.0 English Read 25
AccentDB (Ahamad et al., 2020) CCBY-NC4.0 Indian English Read 20
Totonac (Berrebbi et al., 2022) CC BY-NC-SA 3.0 Totonac Monologue 17
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