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Abstract

As the scale of language models (LMs) contin-
ues to grow, there is a heightened interest in re-
ducing the inference cost associated with these
models. Mixture-of-Experts (MoEs) present an
efficient alternative to dense models, while the
existing methods to convert pretrained dense
models to MoEs is limited to ReLU-based mod-
els with natural sparsity. This paper introduces
G-MoEfication, applicable to arbitrary dense
models, where ReLU-based activation sparsity
assumptions no longer hold. For generaliza-
tions, we encounter the dilemma of needing to
zero-out deactivated experts, while also avoid-
ing excessive zeroing-out to retain dense activa-
tion information. We publicly release our code1

and report results conducted with mBERT,
SantaCoder-1.1B, Phi-2-2.7B, and Falcon-7B
demonstrating the efficacy of our approach in
general scenarios: from multitask to multilin-
gual, from fine-tuning to zero-shot evaluation.

1 Introduction

Despite the remarkable performance exhibited by
recent language models (LMs), the increasing scale
of these models, as highlighted in (Zeng et al.,
2023), leads to a growing interest in mitigating the
inference cost associated with LMs. However, as
many emerging LMs are dense (Chowdhery et al.,
2022; Touvron et al., 2023), the substantial infer-
ence cost incurred by these models arises from the
necessity to activate all parameters, leading to sig-
nificant communication overhead because weights
are sharded across multiple accelerators.

The Mixture-of-Experts (Shazeer et al., 2017)
(MoE) emerges as a promising alternative. Unlike
dense models, MoE sparsely activates a subset of
parameters, referred to as experts. Moreover, only
the accelerator associated with the selected experts
is utilized, resulting in a remarkable reduction in
communication overhead.

∗Corresponding author
1https://github.com/thnkinbtfly/G-MoEfication
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Figure 1: Sparsity2 (y-axis) along the layer index (x-
axis) of a GeLU-based PLM (Phi-2) and a ReLU-based
PLM (OPT-2.7B).

Nevertheless, training a pretrained MoE model
is computationally inefficient and environmentally
detrimental (Zeng et al., 2023). Furthermore, MoE
training presents unique challenges, such as the
occurrence of expert collapse, where all experts
function identically (Kaddour et al., 2023).

To avoid pretraining costs, this paper explores
MoEfication, converting existing dense pre-trained
language models into MoE versions while retain-
ing the same parameters. This conversion, however,
is targeted for ReLU-based models (Zhang et al.,
2022). As ReLU is naturally sparse, as shown in
the activation pattern of a ReLU-based model (Fig-
ure 1 yellow line), its conversion into an MoE is
rather straightforward. Remarkably, this approach
achieves 95% of the original performance while
utilizing only a limited number of feed-forward
network (FFN) parameters.

Unfortunately, there is a recent divergence in the
trend of utilizing ReLU as an activation function.
Instead, new models opt for smoother variants for
better convergence, such as GeLU (Hendrycks and
Gimpel, 2016), where the activation pattern is no
longer sparse (Figure 1 blue line), thereby compli-

2We report (hard) sparsity for GeLU and ReLU, measuring
the ratio of zero activations, which we later relax in Section
3.2.1 for ours (Figure 1 grey line).
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cating MoEfication. A naïve approach would be,
ReLUfying the LMs, by simply replacing the ac-
tivation function with ReLU and further pretrain
the model (Zhang et al., 2022; Piórczyński et al.,
2023). However, this method incurs additional pre-
training costs (Zhang et al., 2022), which are pro-
hibitive given the prevailing trend of ever-growing
LM scales (Zeng et al., 2023).

In this paper, we propose Generalized MoEfica-
tion (G-MoEfication) to MoEfy arbitrary dense
LMs, without pretraining. Our primary challenge
is addressing the conflicting goals associated with
dense activations. With activations no longer sparse,
we encounter the dilemma of needing to zero-out
certain activations to deactivate specific experts,
while also avoiding excessive zeroing-out to pre-
vent substantial information loss in dense activa-
tions (Figure 1 blue line).

Our contribution lies in navigating this dilemma
by introducing representative values for each fea-
ture (Figure 3b). Maintaining representative values
instead of totally zeroing out would preserve in-
formation in activations. Simultaneously, our goal
is to zero-out the residuals from the representative
values, aiming to minimize information loss.

Desirably, representatives should avoid heavy
multiplication costs, retaining optimality. First, to
mitigate the heavy matrix multiplication, we en-
sure that the retained representatives remain static,
and we generate the multiplication results as an
embedding. During the inference step, this replaces
the heavy matrix multiplicative operation with a
lightweight vector additive operation (Figure 3c).
Second, regarding optimality, we formulate a cost
function to assess the sparsity of the residuals. Our
aim is to calculate the optimal representative value
that minimizes this measure.

Our contributions can be summarized as follows:

• We propose G-MoEfication, the first method
to convert arbitrary dense PLMs into MoE
without additional pretraining, to the best of
our knowledge.

• We identify a fundamental dilemma of bal-
ancing the need to zero-out activations while
preserving essential information. In response
to this dilemma, we propose the retention of
representatives for unselected experts.

• We evaluate on general scenarios –from mul-
titask to multilingual, from fine-tuned to zero-
shot evaluation, showing success in convert-

ing the given PLM into MoE. achieving per-
formance levels exceeding the original MoEfi-
cation.

• Our selection of experts also aligns with hu-
man knowledge.

• We publicly release code.1

2 Related Work

2.1 MoEs
MoEs were initially introduced to develop multi-
layer networks with small modules, known as ‘ex-
perts’, each specialized in a subset of tasks (Jacobs
et al., 1991). This approach has been promoted
for scaling models with minimal computational
overhead, treating different functional partitions of
feed-forward networks (FFNs) as conditionally ac-
tivated experts (Bengio, 2013). Then, it has been
widely adopted in the NLP field from its first imple-
mentation for recurrent neural networks (Shazeer
et al., 2017) to recent transformers (Lepikhin et al.,
2021; Fedus et al., 2022). However, training MoE
models from scratch can be unstable, often lead-
ing to expert imbalance or expert collapse (Shazeer
et al., 2017; Kaddour et al., 2023), which poses
challenges to their broader application.

2.2 Converting Dense Models to MoEs
To efficiently establish MoEs, researchers have
probed methods to build MoEs from dense PLMs.
Komatsuzaki et al. (2023) start from a given dense
checkpoint, replicate the existing FFN parameters
to build multiple experts, and continually pretrain
the upcycled MoE. With less than 40% of the pre-
training cost added, they obtain an MoE achieving
better performance than the original dense model.
However, the inference cost would not be reduced,
since even using one expert, the upcycled MoE
would need the same cost as the original dense
model for inference. Llama-MoE (Zhu et al., 2024)
continually pretrain the Llama to build an MoE
with over 200B tokens. However, such continual
pretraining would need tremendous cost consider-
ing the ever-growing scale of modern LMs (Zeng
et al., 2023).

Alternatively, some researchers (Zhang et al.,
2022; Piórczyński et al., 2023) investigated meth-
ods to convert the dense models to an MoE with the
same scale. For example, Zhang et al. (2022) pro-
pose a method to cluster FFN parameters into sev-
eral experts, and to train an expert selection module
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Figure 2: (a) When σ is ReLU, σ(h) becomes sparse.
The corresponding weights can be unactivated. (b)
MoEfication aims to cluster such weights simultane-
ously unactivated. Adopted from Zhang et al. (2022).

to utilize a limited number of experts. However,
these methods assume the PLM to be ReLU-based,
thus to MoEfy the arbitrary PLM, they replace the
activation function to ReLU and additionally pre-
train the model. In contrast, our method is directly
applicable to arbitrary models, without additional
pretraining cost.

3 Proposed Method

We first formalize MoEfication under hard sparsity
assumption (Section 3.1), then propose to over-
come its limitation for generalization (Section 3.2).

3.1 Preliminaries: MoEfication
3.1.1 MoEfication under Hard Sparsity
Suppose the FFN layer in the given dense model is
formulated as follows:

h = xW1 + b1 (1)

F (x) = σ(h)W2 + b2 (2)

where x is the input of the FFN layer, and σ is the
activation function.

Meanwhile, an MoE is formulated as follows:

hi = xEi,1 + ei,1 (3)

FMoE(x) =

(∑

i∈S
σ(hi)Ei,2

)
+ b2 (4)

where Ei,1, Ei,2, ei,1 are the weights and biases of
experts. MoE typically utilizes a limited number of
experts, and S denotes the indices of such selected
experts.

The goal of MoEfication (Zhang et al., 2022)
is approximating the given dense model (Eq. 1-2)
as an MoE utilizing a limited number of experts
(Eq. 3-4), while keeping the same total parame-
ters. This goal is achieved through two stages. 1)
Expert construction: W1,W2, b1 are split into mul-
tiple experts, Ei,1, Ei,2, ei,1 respectively. 2) Expert
selection: Appropriately select S with a smaller
size than the total number of experts.

3.1.2 Utilizing Sparsity to Construct Experts
The key idea of splitting the given dense FFN layer
into multiple experts is grouping the neurons often
activated simultaneously (Figure 2a orange dots).
Since the neurons with similar vectors would show
similar activation patterns, they utilize balanced K-
means (Malinen and Fränti, 2014)3 to cluster W1

(Figure 2a orange weights). Figure 2b shows the
MoEfication result with the clusters. Formally, with
a permutation P representing clusters, W1P =
⊕Ei,1, b1P = ⊕ei,1, and P TW2 = ⊕Ei,2, where
⊕ denotes the concatenation, which is defined as
follows:

(⊕(A,B))i,j =

{
Ai,j if j ≤ ncols(A)

Bi,j otherwise
(5)

where ncols denote the number of columns of
given matrix. Concatenating several matrices are
naturally generalized.

Then from Eq. 1-3, the real output F (x) can be
re-formulated as follows:

hP = xW1P + b1P (6)

F (x) = σ(hP )P TW2 + b2 (7)

= (σ(x(⊕Ei,1) + (⊕ei,1)))⊕ Ei,2 + b2 (8)

=

(∑

i

σ(hi)Ei,2

)
+ b2 (9)

Note that with Eq. 9, we do not need any permuta-
tion at the inference stage to make the same outputs
as Eq. 2.

3.1.3 Expert Selection
To approximate the above formula into FMoE(x)
(Eq. 4), how to determine S appropriately remains.
With the intuition of unusing the experts with the
sparsest activations (Figure 2 grey regions), they

3Their experiment with the best expert selection method re-
veals similar performance between various expert construction
methods, thus we introduce only one of them.
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Figure 3: (a) Naïve MoEfication loses information. (b) Keeping representative values is beneficial, but hard to
avoid the heavy computation of additional experts. (c) Saving precalculated vectors as embedding achieves sparse
activation of experts, while recovering some information.

aim to minimize the difference between the real
activation and the MoE activation as follows:

min
S

||σ(h)−⊕(1(i ∈ S)σ(hi))||2
= min

S
|| ⊕ (1(i /∈ S)σ(hi))||2 (10)

where 1 denotes the indicator function, and ⊕ is
concatenation as we defined above. To illustrate
with Figure 2, if MLP selects S = {1}, 1(i ∈
S)σ(hi) denotes the features corresponding to the
selected expert i ∈ S = {1}, the orange dots in
Figure 2a. They train an MLP that selects S to
minimize Eq. 10.4 At the inference time, with the
selected S from the MLP, Eq. 9 is approximated as
Eq. 4.

When using σ as ReLU, σ(h) becomes sparse
(Figure 1 yellow line). Therefore, after minimiza-
tion, the value of Eq. 10 would be small. Thus, the
difference between the real output F (x) (Eq. 9)
and the MoE output FMoE(x) (Eq. 4).

F (x)− FMoE(x) =
∑

i/∈S
σ(hi)Ei,2 (11)

would be marginal.

3.2 G-MoEfication

However, when we use arbitrary activation function
σ, the assumption that σ(h) is sparse no longer

4We introduce only the best-performed selection method
in Zhang et al. (2022).

holds (Figure 1, blue line), in case of which zeroing-
out activations would be detrimental to the given
PLM.

To overcome this, we propose G-MoEfication in
this section. We first relax the notion of sparsity for
generalizing MoEfication (Section 3.2.1), based on
which we propose the selection of representation
value (Section 3.2.2) and expert (Section 3.2.3).

3.2.1 Soft Sparsity for MoEfication in General
Activation Functions

According to hard sparsity (Figure 1 blue), GeLU
would be hardly MoEfied. Meanwhile, sparsity s
of vector v ∈ RN can be straightforwardly gener-
alized to treat activations with sufficiently small ϵ
values as zero. Such softer sparsity and its signif-
icant benefits can also be found from prior work
in a different problem context of network compres-
sion, which zeros out activations below a thresh-
old (Kurtz et al., 2020), or removes entire layers
with small activations (Yu et al., 2018; Lin et al.,
2020; Tan and Motani, 2020). Activation quantiza-
tion methods (Liu et al., 2024) can also be seen as a
softer sparsity, quantizing near-zero activations as
zero. We formally define soft sparsity as follows:

s(v) =

∑
1(|vn| ≤ ϵ)

N
(12)

This notion subsumes hard sparsity when ϵ = 0,5

and we refer to generalized notion when we men-
tion sparsity from this point on.

5Figure 1 contrasts ϵ = 0 (blue) and ϵ = 0.03 (grey).
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Figure 4: Activation distribution comparison of FFN in
the 10th layer of mBERT. With the generalized notion
of sparsity, we can consider whether the activation dis-
tribution is sparse or not, as the ratio of values in the
grey region. We propose to shift the original distribution
(left) using representative values (right).

3.2.2 Optimizing Sparsity with
Representative Value

With this generalized notion of sparsity, Figure 4
(left) considers the ratio of activations contained in
a grey region with ϵ boundary as sparse. If the ratio
increases, the difference between real and MoE
output, Eq. 11, would be more marginal.

For such increase, Figure 4 (right) suggests a
distribution shift: Specifically, each activation value
σ(h) with a representative value r(σ(h)), is shifted
by a mapping r, to be σ(h) − r(σ(h)). This can
be implemented by keeping representative value
r(σ(h)) while zeroing-out only the residual σ(h)−
r(σ(h)), as in Figure 3b.
Maximal Sparsity of Residuals By keeping the
representative value r(σ(hi)) for unselected expert
(i /∈ S), the difference between real activation and
the MoEfied activation changes as follows (cf. Eq.
10):

min
S

||σ(h)−⊕(1(i ∈ S)σ(hi)+

1(i /∈ S)r(σ(hi)))||2
= min

S
|| ⊕ (1(i /∈ S)(σ(hi)− r(σ(hi))))||2

(13)

For ReLU-based models, as ⊕σ(hi) is assumed
to be sparse, the value of Eq. 10 was assumed
to be small (Zhang et al., 2022). Similarly, in
our generalized notion of sparsity, we can make
⊕(σ(hi) − r(σ(hi))) sparser, so that the assump-
tion of small Eq. 13 value holds.

Toward this goal of optimizing sparsity of
⊕(σ(hi) − r(σ(hi))), we first design a cost func-
tion l to measure how sparse the vector is. Since the
value 0 means the maximal sparsity, l(x) should
be smaller as x gets closer to 0. We simply adopt

l(x) = ||x||22, which also aligns with Eq. 13.6

Therefore, r(σ(hi)), the representative value as
defined above, should be the value that minimizes
the following formula:

min
r

l(⊕(σ(hi)− r(σ(hi)))) (14)

= min
r

∑

i

||σ(hi)− r(σ(hi))||22 (15)

Computational Efficiency Although introduc-
ing representative values would reduce the informa-
tion loss from MoEfying arbitrary PLMs, it incurs
additional computation overhead (Figure 3b green
regions) as follows. Introducing representative val-
ues change Eq. 4 as follows:

FMoE(x) =

(∑

i∈S
σ(hi)Ei,2

)
+ b2

+

(∑

i/∈S
r(σ(hi))Ei,2

)
(16)

Eq. 16 introduces additional computation overhead,∑
i/∈S r(σ(hi))Ei,2, compared with Eq. 4.
To avoid this heavy matrix-vector multiplication,

we design r(σ(hi)) to be a static vector ri, and pre-
calculate the multiplication results mi = riEi,2

(Figure 3c green dots). Then we introduce an em-
bedding M that stores these results. In this way, Eq.
16 changes as follows:

FMoE(x) =

(∑

i∈S
σ(hi)Ei,2

)

+ b2 +

(∑

i/∈S
mi

)
(17)

which unactivates the heavy matrix multiplication
(Figure 3c grey regions). Eq. 17 introduces only
lightweight vector addition operations,

∑
i/∈S mi,

compared with Eq. 4 (Table 4).
Moreover, by designing r as a static vector,

we can obtain a closed-form solution of Eq. 15
ri = µ(σ(hi)), where µ(x) denotes the mean of
the vector x.

To sum up, we collect the mean statistics of the
activation σ(h), and store the µ(σ(hi))Ei,2 vec-
tors as an embedding. The compensation of unused
experts could be calculated with a lightweight ad-
dition of vectors from the saved embedding. This

6Our preliminary experiment on multiPL-E Java shows
choosing l2 norm (0.1377) outperforms l1 norm (0.0970).
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NER avg POS avg FLOPs
G-MoEfication (FFN 35%) 83.85 89.77 58%
G-MoEfication (FFN 50%) 85.30 90.77 68%
G-MoEfication (FFN 75%) 86.46 91.55 85%
MoEfication (FFN 75%) 82.79 89.63 85%
Oracle 100% (mBERT) 87.32 91.91 100%

Table 1: Averaged NER and POS F1 of 5 runs over total 42 languages. G-MoEfication outperforming the original
MoEfication are bolded. We bolded the comparisons with the same number of FFN parameters in 1st column. At
the last column, we report the relative number of FLOPs compared to the original mBERT.

simple yet effective solution is applicable to arbi-
trary activation functions– from static activation
functions to adaptive activation functions (Farhadi
et al., 2019).

3.2.3 Expert Selection
With ri chosen as µ(σ(hi)), we can assume
⊕(σ(hi)− ri) to be as sparse as possible, thus the
minimum difference between the original output
and output of MoE (Eq. 13) would be small. Now,
we finally train an MLP that selects S to minimize
Eq. 13.

4 Experiments

Models Drawing from prior research on MoEfy-
ing arbitrary PLMs (Zhang et al., 2022; Piórczyński
et al., 2023), we adopt BERT (Devlin et al., 2019)
architecture as our target model for MoEfication,
which uses GeLU (Hendrycks and Gimpel, 2016)
as the activation function. To explain expert se-
lection aligns with linguistic genealogy, we opt
for the multilingual variant of BERT. Moreover,
we evaluate MoEficaiton on generation tasks, with
SantaCoder-1.1B (Allal et al., 2023).

Unlike prior studies where experiments were
invariably followed by a fine-tuning step (Zhang
et al., 2022; Piórczyński et al., 2023), we disentan-
gle the effect of fine-tuning from MoEfication in
our study. This approach is crucial as parameter
updates during fine-tuning might conceal potential
performance drops from MoEfication, particularly
in the context of recent trends favoring zero-shot
evaluation scenarios. Therefore, we design an ex-
periment without fine-tuning, and evaluate 0-shot
performance on Phi-2-2.7B (Hughes, 2023) and
Falcon-7B (Almazrouei et al., 2023).

Task Datasets and Languages for Evaluation
We evaluate mBERT, on diverse in-language per-
formance using XTREME benchmarks (Hu et al.,
2020-07-13/2020-07-18; Ruder et al., 2021). We fo-

cus on the NER and POS tasks, since these are the
tasks with the largest number of languages avail-
able in XTREME benchmarks. For reliable evalua-
tion, we omit languages with an insufficient amount
of train and test data.7 We evaluate SantaCoder-
1.1B on multiPL-E (Cassano et al., 2023) Java. We
fine-tune with MegaCodeTraining set,8, which we
filter to contain Java codes only. To evaluate Phi-
2 and Falcon-7B, we use the SuperGLUE bench-
mark (Wang et al., 2019), particularly with LM-
EVALUATION-HARNESS (Gao et al., 2021).

Implementation Details For expert construction,
we construct K = 64 experts, except for Falcon-
7B, where we use K = 128. Following Zhang
et al. (2022), for expert selection, we train 2-layered
MLP with tanh activation function, with hidden
and output units same as K, with Adam optimizer,
learning rate of 10−2, and batch size of 512, for 30
epochs.

To collect x and σ(h) values for training MLP
and calculating the representative value, we use
Wikipedia articles extracted with WIKIEXTRAC-
TOR.9 For mBERT, we sample 200 examples with
a sequence length of 128, spanning all languages
on which mBERT was pretrained. For SantaCoder-
1.1B, Phi-2 and Falcon-7B, with a sequence length
of 1024, we sample 5000 examples from English
Wikipedia for training MLP and to calculate the
representative values.

The evaluation settings of mBERT largely follow
Hu et al. (2020-07-13/2020-07-18). We fine-tune
with a batch size of 32, learning rate of 2e-5, for 2
epochs, or at least 2500 iterations. For SantaCoder-
1.1B, we use learning rate of 1e-5, batch size of
8. All fine-tuning and evaluation are conducted on
RTX 3090.

7We choose languages with the number of train and test
data examples larger than 100.

8huggingface.co/datasets/rombodawg/MegaCodeTraining
9https://github.com/attardi/wikiextractor
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SantaCoder Phi-2 Falcon
Java +params S-GLUE +params S-GLUE +params

G-MoEfication (ours) 13.77% 0.0041× 0.632 0.0021× 0.512 0.0029×
MoEficaion 8.44% 0.0038× 0.570 0.0019× 0.456 0.0028×
Oracle 17.81% - 0.641 - 0.539 -

Table 2: SantaCoder evaluation on multiPL-E Java, Phi-2 and Falcon evaluation on zero-shot SuperGLUE. We also
compare the added parameters for enabling MoEfication.
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Figure 5: UMAP projection of expert selection pattern over 103 languages. Each color corresponds to a specific
language family. We visualize expert selection of each layer; 1st layer (top left) to 12th layer (bottom right).

Baselines We compare G-MoEfication with the
following baselines: a) MoEfication: We directly
apply the conventional MoEfication (Zhang et al.,
2022) with arbitrary activation functions intact.
b) Random expert: We randomly choose and fix
some experts, bypassing dynamic selection from
the trained MLP. c) Pruning (SNIP): We utilize a
popular training-free pruning method, SNIP (Lee
et al., 2019) as an alternative to expert selection.
d) Oracle: The original dense PLM serves as a
reference point.

4.1 Experimental Results
RQ1: Effectiveness of G-MoEfication G-
MoEfication successfully MoEfy the given
PLM, mBERT (Table 1): We achieve above
96% of performance on both NER and POS, on
average. For example, utilizing only 35% of FFN
parameters, our MoEfied mBERT achieves 96% of
performance on NER, and 97.7% of performance

on POS, with only 58% of computation.
We emphasize that the original MoEfication (the

fourth line in the tables) cannot achieve such per-
formance. For example, even with more than twice
our FFN parameters (FFN 75%), the conventional
MoEfication is inferior to the performance of G-
MoEfication (FFN 35%). SantaCoder-1.1B exper-
iment with 85% of FFN (Table 2) shows that the
trend is similar for code generation also.

Finally, we highlight that the complexity intro-
duced by G-MoEfication is negligible compared to
MoEfication, having similar number of FLOPs and
added parameters (Table 1,2)

RQ2: G-MoEfication on Zero-Shot Scenarios
In contrast to prior research (Zhang et al., 2022;
Piórczyński et al., 2023), we isolate the impact of
fine-tuning within MoEfication. Specifically, we ap-
ply MoEfication to Phi-2 and Falcon-7B, selecting
experts with 85% of FFN parameters without any
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NER POS
Random expert + rep. value 85.66 91.37
Pruning (SNIP) + rep. value 86.01 91.41
G-MoEfication 86.46 91.55

Table 3: Comparison of various FFN parameter selection
methods on mBERT. We report the average scores over
all languages.

additional parameter updates. Our MoEfied model
consistently achieves over 95% performance on av-
erage, even with a limited number of experts (see
Table 2). This performance surpasses that of the
original MoEfication approach, which exhibits a
significant decline in performance.

RQ3: Alignment of Expert Selection With Hu-
man Knowledge We explore whether the pat-
tern of expert selection aligns with human knowl-
edge, such as linguistic genealogy. We sample the
selection frequencies of each expert given inputs
of each language and project these vectors using
UMAP (McInnes et al., 2018). Languages within
the same linguistic family are colored identically.

As depicted in Figure 5, expert selection corre-
lates with linguistic genealogy. Clusters of IE_Italic
or Turkic languages in every layer. While we ac-
knowledge that UMAP or visualization may have
its limitations in representing human knowledge,
this observation qualitatively suggests the align-
ment between expert clusters and human knowl-
edge.

RQ4: Effectiveness of Expert Selection Method
To validate the necessity of MoE architecture, we
replace the expert selection module with two base-
lines: Random expert and SNIP Pruning (Lee et al.,
2019). For SNIP, instead of dividing FFNs into
multiple experts we directly pruned activations on
selected channels. For a fair comparison, we apply
our representative values to compensate the unused
experts. We use 75% of FFN parameters.

As illustrated in Table 3, employing an expert
selection module yields superior results compared
to other baselines. This validates the necessity of
MoE to attain such performance levels. Importantly,
our approach also mitigated the occurrence of ex-
pert collapse, as evidenced by outperforming the
random expert selection baseline.

RQ5: Computational Impact of r as Static Value
A significant contribution of our work is the de-
sign of a representative value mapping r as a static

FLOPs
mBERT 100%
GMoE w/o static vector (FFN 35%) 101%
GMoE w/ static vector (FFN 35%) 58%

Table 4: mBERT FLOPs comparison of G-MoEfication
with and without designing r as a static vector. We report
the relative FLOPs compared with mBERT.

corpus SuperGLUE
Wikipedia 0.632
Twitter 0.578
Ubuntu 0.578

(a)

corpus Java
Wikipedia 13.8%
The Stack 13.4%

(b)

Table 5: Performance comparison varying corpus on (a)
SuperGLUE evaluation on Phi-2-2.7B, and (b) multiPL-
E Java evaluation on SantaCoder-1.1B.

vector, aimed at reducing computational costs. As
illustrated in Table 4, this design choice has a sub-
stantial impact. Without such a design, the number
of FLOPs slightly increases due to additional MLPs
for expert selection. Conversely, by designing r as a
static value, the number of FLOPs is nearly halved.

RQ6: Importance of General-Domain Corpus
for r The precalculated static vectors and MLPs
for expert selection are prepared once using
the Wikipedia corpus. A natural question arises:
Wouldn’t it be better to utilize target domain-
focused corpus? To address this question, we utilize
‘The Stack’ (Kocetkov et al., 2023), a collection of
code corpora, to compare performance on a Java
generation task. In addition, we consider Twitter
and Ubuntu corpora (Xing et al., 2022).

The short answer is no. Table 5a shows that a
utilizing domain-specific corpus hardly generalizes
to tasks in different domains. In contrast, general-
domain corpus such as Wikipedia shows decent
performance. Moreover, even if the domain aligns
well, such as ‘The Stack’ on Java generation task,
the performance gain is not noticeable (Table 5b).

Overall, employing a general-domain corpus is

#samples SuperGLUE
5000 0.632
1000 0.598
100 0.585

Table 6: SuperGLUE evaluation on Phi-2 varying the
number of sample sizes to calculate r.
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NER avg POS avg FLOPs
G-MoEfication (FFN 35%) 83.68 88.57 58%
G-MoEfication (FFN 50%) 85.12 89.92 68%
Oracle (SiLU-mBERT) 86.87 91.15 100%

Table 7: Averaged NER and POS F1 of 5 runs over total 42 languages. At the last column, we report the relative
number of FLOPs compared to the original SiLU-mBERT.

the most efficient solution, which generalizes to
diverse tasks.

RQ7: Impact of Number of Samples for r Intu-
itively, as the number of samples to calculate r is
increased, we would expect more accurate statistics,
leading to further performance gains. Table 6 em-
pirically validates such gains. Regarding the sam-
ple size, we empirically find using 5000 samples
is satisfactory, though how to choose the number
systematically is left as a future work.

RQ8: Experiments on Different Activation
Functions The experiments above are done
on GeLU-based models. We evaluate our
method on another popular activation function,
SiLU (Hendrycks and Gimpel, 2016; Elfwing
et al., 2018). We change the activation function of
mBERT to SiLU, then compare the G-MoEfication
performance with original one. Table 7 shows that
our method is successful on SiLU-based models.

5 Conclusion

This paper introduces G-MoEfication, a novel
methodology applicable to arbitrary dense mod-
els, overcoming the limitations imposed by ReLU-
based activation sparsity assumptions. Our techni-
cal contribution is identifying and overcoming the
dilemma of zeroing out deactivated experts, while
simultaneously preserving dense activation infor-
mation to ensure optimal model performance.

Limitation

In this work, we focused on MoEfying given
PLM as-is. However, the performance would
more increase if we change the activation func-
tions (Mirzadeh et al., 2024) or sparsification (Song
et al., 2024). Nevertheless, this would require con-
tinual pretraining, needing much more computa-
tional cost than ours, which we leave as future
work.
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