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Abstract

LLMs and RAG systems are now capable of
handling millions of input tokens or more.
However, evaluating the output quality of such
systems on long-context tasks remains chal-
lenging, as tasks like Needle-in-a-Haystack
lack complexity. In this work, we argue that
summarization can play a central role in such
evaluation. We design a procedure to synthe-
size Haystacks of documents, ensuring that spe-
cific insights repeat across documents. The
“Summary of a Haystack” (SummHay) task
then requires a system to process the Haystack
and generate, given a query, a summary that
identifies the relevant insights and precisely
cites the source documents. Since we have pre-
cise knowledge of what insights should appear
in a haystack summary and what documents
should be cited, we implement a highly re-
producible automatic evaluation that can score
summaries on two aspects – Coverage and
Citation. We generate Haystacks in two do-
mains (conversation, news), and perform a
large-scale evaluation of 14 LLMs and corre-
sponding 50 RAG systems. Our findings indi-
cate that SummHay is an open challenge for
current systems, as even systems provided with
an Oracle signal of document relevance lag our
estimate of human performance (56%) by 10+
points on a Joint Score. Without a retriever,
long-context LLMs like GPT-4o and Claude 3
Opus score below 20% on SummHay. We show
SummHay can also be used to study enterprise
RAG systems and position bias in long-context
models. We hope future systems can equal and
surpass human performance on SummHay.

1 Introduction

Recent progress in efficient attention mechanisms
has led to the expansion of the context length of
large language models (Beltagy et al., 2020; Su
et al., 2024). Previous state-of-the-art models such
as T5 (Raffel et al., 2020) and BART (Lewis et al.,
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2019) were limited to input contexts of 512 or 1024
tokens, while the latest models such as Claude-3
or Gemini-1.5-pro (Reid et al., 2024) can process
sequences of hundreds of thousands or millions of
tokens.

Another paradigm, Retrieval Augmented Gener-
ation (RAG) (Lewis et al., 2020; Guu et al., 2020),
has emerged as an alternative to these long-context
LLMs, proposing a pipelined approach in which a
retriever dynamically selects the context relevant
to a given input query, alleviating the need for the
generator to process long contexts directly.

Although both RAG and long-context LLMs of-
fer to solve the common problem of answering
queries over a large corpus of text, a direct compar-
ison on a common task is still lacking, and evaluat-
ing such systems is an open challenge. Some recent
work has popularized tests such as the Needle-in-
a-Haystack task (Kamradt, 2023), which requires
models to identify a small piece of information in
a large document. However, these tasks do not
offer the complexity needed to differentiate the ca-
pabilities of the latest generation of large-language
models, with several state-of-the-art models achiev-
ing near-perfect performance.

In this work, we propose to leverage the task
of summarization as a testbed for evaluating long-
context models and RAG systems. Summarization
requires reasoning over a long context and a careful
understanding of the relative importance of content.
However, most prior work on summarization eval-
uation, particularly in evaluating the relevance of
summaries, has focused on single-document sum-
marization or tasks in which the input content is on
the order of 1,000-2,000 tokens (Laban et al., 2020;
Fabbri et al., 2021a; Bhandari et al., 2020; Liu et al.,
2022). Apart from Chang et al. (2023), which fo-
cuses on summary coherence for 100k-token books,
other evaluation work on longer conversational and
multi-document news summarization is still often
limited to around 10k tokens (Zhong et al., 2021;
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Huang et al., 2023).
A central problem is that summarization eval-

uation often relies on low-quality reference sum-
maries and automatic metrics that do not correlate
well with human judgments. Within reference-
based evaluation, a candidate summary is com-
pared to a gold-standard reference summary, with
the optics that a higher overlap between the candi-
date and reference summary indicates higher qual-
ity. This paradigm may limit evaluation reliabil-
ity, due to the lack of gold-standard references,
particularly in long-context settings where obtain-
ing high-quality summaries would be prohibitively
expensive. Furthermore, automatic metrics may
still fail to correlate well with human judgments
with respect to these references; despite the human-
validated pipeline of Huang et al. (2023), the best
automatic metric for content coverage in that study
has a correlation of just 0.37 with human judgment.

In this work, we address these limitations
through synthetic data generation. An overview
of our Framework is found in Figure 1. We pro-
pose data synthesis programs to generate a large
corpus of documents (the “Haystack”) on a given
topic. By enforcing that certain units of informa-
tion (“insights”), categorized according to various
subtopics, repeat within Haystack documents, and
precisely controlling which insights occur in which
documents, we can automatically derive the rele-
vant insights within the Haystack for a given search
query. A system completing the Summary of a
Haystack (SummHay) task must then summarize
insights relevant to a search query and cite the
source documents of each insight. These sum-
maries can be evaluated based on whether they
cover the expected reference insights, and cite pre-
cisely and thoroughly the source documents.

Our first contribution is a procedure for gener-
ating Haystacks in two domains: conversations
and news articles. Section 3 details the carefully
designed pipeline to ensure the feasibility and va-
lidity of the task. A Haystack typically contains
100 documents on a topic, totaling approximately
100k tokens. We generate a total of 10 Haystacks,
each coupled with roughly 10 queries, for a total
of 92 SummHay tasks. Our pipeline can be scaled
and applied to other domains.

Our second contribution develops SummHay’s
evaluation protocol, centering on evaluating sys-
tem outputs on their Coverage of reference insights,
and the quality of their Citation. A manual anno-
tation confirms the strong reproducibility of the

protocol among knowledgeable annotators (0.77
correlation). We then experiment with LLM-based
evaluation, finding that although the level of cor-
relation is slightly lower (0.71), evaluation cost is
reduced by a factor of almost 50.

Our third contribution is an estimate of human
performance on SummHay and a large-scale eval-
uation of 50 RAG systems and 14 long-context
LLMs. Our findings indicate that: (1) SummHay
is challenging for all systems we evaluate, with all
models significantly below our estimate of human
performance, even when given oracle signals of
document relevance; (2) non-trivial trade-offs exist
when choosing between a RAG pipeline and a long-
context LLM, with RAG systems typically improv-
ing citation quality, at the cost of insight coverage,
(3) using advanced RAG components (e.g., Co-
here’s Rerank3) leads to end-to-end performance
boosts on the task, confirming that SummHay is
a viable option for holistic RAG evaluation, (4) a
positional bias experiment on SummHay confirms
the lost in the middle phenomenon, demonstrating
that most LLMs are biased towards information at
the top or bottom of the context window.

Our code and dataset are publicly released to
allow for the extension of the work1. A system that
achieves a high score on SummHay can reliably
reason over large corpora of documents, detect and
summarize insights, and accurately cite its sources.
Although human performance on SummHay is still
out of reach, we anticipate future systems will
achieve and surpass such performance, providing
more reliable and trustworthy answer engines.

2 Related Work

2.1 Summarization Evaluation

Existing work in summarization relevance, or cov-
erage, evaluation has largely focused on the short-
input, single-document setting (Gao and Wan,
2022; Fabbri et al., 2021b). Extending to long
input evaluation, recent work has performed meta-
evaluation on coherence in book summarization
(Chang et al., 2023) and faithfulness across several
domains (Krishna et al., 2023; Min et al., 2023;
Zhang et al., 2024a). For coverage evaluation, re-
cent work has studied content selection for book
summarization (Kim et al., 2024), evaluated a two-
step extract-evaluate framework (Wu et al., 2023),
and compared the correlation of LLM metrics in

1https://github.com/salesforce/
summary-of-a-haystack
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1. SUBTOPICS & INSIGHTS

Topic: study group session where three 
students discuss their strategies and 
insights for an upcoming exam.

Study 
resource

Subtopics
Study 
technique

Manage
stress

…

Insights

Pomodoro

Calm meditation

Deep breathing

Daily 30-min walk

2. DOC GENERATION

Haystack
Doc 1 Doc 2 Doc 3

Doc 4

…

Doc N

       Long-
       context
       LLM

3. SUMMARY OF A 
HAYSTACK

Summarize top insights about
using bullet point. Cite all sources.

Query

The top topics are:
-       mentioned in [3,4]
-       comes up in [N]
-       appears in [3] and [4].
-       in [1,N]

Ideal Summary

      Retriever

100 docs = ~100k tokens

≤15k   tokens

      Generator

Figure 1: Diagram illustrating the steps to synthesize a Haystack of documents given an input scenario: subtopic
and insight creation followed by document generation. Once a Haystack is synthesized, it can be used to benchmark
LLMs / RAG systems on query-focused summarization tasks.

coverage (Huang et al., 2023). We leverage sum-
marization relevance as a test-bed for long-context
evaluation, and we focus on our synthetic creation
pipeline and the simplified relevance evaluation
that results in a high-correlation automatic metric.

2.2 Long-Context LLM Evaluation

Needle-in-a-haystack (Kamradt, 2023) was pro-
posed to assess the long-context recall ability of
LLMs. Subsequent work has analyzed the effect of
needle placement (Machlab and Battle, 2024) and
multi-needle (LangChain, 2024) and multi-modal
variations (Song et al., 2024; Reid et al., 2024).

Additionally, several long-context evaluation
benchmarks have been created, for example by
building upon and revising existing tasks and
datasets (Bai et al., 2023; An et al., 2023) Some
work proposes ways to extend the context length
of shorter-context datasets; (Kuratov et al., 2024;
Kwan et al., 2023), while other work addresses data
contamination in long-context settings (Ni et al.,
2024; Dong et al., 2023). Several papers introduce
synthetic data in addition to existing tasks (Shaham
et al., 2023; Zhang et al., 2024b), which can prove
to be more difficult for current models, as seen in
Bai et al. (2023). Our benchmark focuses on syn-
thetic data on the scale of 100k input tokens, and as
opposed to existing synthetic tasks centered largely
around retrieving, counting, or sorting, our summa-
rization task requires aggregating and non-trivial
reasoning over the long context.

2.3 Attribution Evaluation
Several benchmarks have emerged to study the abil-
ity of LLMs to ground their generation with cita-
tions (Li et al., 2023a). AttributionBench (Li et al.,
2024) aggregates 7 existing attribution datasets, in-
cluding Hagrid (Kamalloo et al., 2023), consisting
of generative answers to questions annotated by
humans for attribution, and AttrEval-GenSearch
(Yue et al., 2023), which categorizes attribution
into three levels of support. Attribution evaluation
has also been performed along sources beyond doc-
uments such as knowledge graphs (Hu et al., 2024;
Li et al., 2023b) and for tasks such as long-form
question-answering (Chen et al., 2023b). Specific
to summarization, Seahorse (Clark et al., 2023) col-
lects annotations for summary attribution in the
short-context setting. In this paper, we study at-
tribution, or citation, in the context of long-input
summarization. Due to our synthetically gener-
ated data, we can trace reference insights to their
sources and directly evaluate summary citations.

3 Summary in a Haystack Framework

Figure 1 illustrates the process of synthesizing
Haystack data, and the task, which we now detail.

3.1 Preliminaries
In SummHay, as in the needle-in-a-haystack task,
the LLM responds to a query, but here it must gen-
erate a long-form answer (200-300 words) that re-
quires identifying and summarizing insights that re-
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Here are the main insights regarding exam stress tips:
- Students shared various methods for handling stress, 
including the use of meditation apps to promote 
relaxation and focus [79,11,46,53,54].
- The 25-5 minute Pomodoro Technique was 
discussed for its structure and possible positive impact 
on productivity and well-being [79,80].
- A structured schedule for study and breaks was 
discussed as crucial for preventing stress and 
promoting effective exam preparation [80,23].

REFERENCE INSIGHTS

One student suggests taking a 5-minute break 
after every 25 minutes of studying, and 
mentions the Pomodoro technique as helpful.
Reference Docs: 8, 32, 79, 83, 95
Coverage: 100; Citation P: 50;   R: 20;   F1: 29

A student recommends using a specific 
meditation app called 'Calm' that they use for 
15 minutes each morning to manage stress.
Reference Docs:  11, 30, 46, 53, 79, 80
Coverage: 50;  Citation P: 80;   R: 67;   F1: 73

One student shares that they do 10 minutes of 
deep breathing exercises each night before 
going to bed to help reduce stress.
Reference Docs:  8, 32, 46, 53, 69, 91, 95
Coverage:  0;

CANDIDATE SUMMARY

FULL
COVERAGE

PARTIAL

COVERAGE

Coverage
Score

Citation 
Score

Joint 
Score

50 51 22

3

Figure 2: Example evaluation of a candidate summary (right) for its coverage of reference insights (left). Each
reference insight is assigned a Coverage Score by mapping it to a single candidate bullet. A mapped bullet’s
citations are used to calculate the Citation Score. The total score is the average across reference insights. See
Appendix A.7 for four additional examples.

peat across documents and citing source documents.
The task resembles long-form question-answering
(Fan et al., 2019) and query-focused summarization
(Zhong et al., 2021; Vig et al., 2022).

In the following section, we describe the
Haystack synthesis, the steps taken to ensure the
quality of our benchmark, and the task framing.

3.2 Haystack Generation

Subtopic and Insight Generation (Figure 1, left)
One of the main motivations behind synthetically
generating documents is to precisely control infor-
mation distribution in the documents.

A Haystack centers around a topic (e.g., “three
students discuss strategies for an upcoming exam”).
The first step generates a list of potential subtopics
that can occur in documents about the topic.
Subtopics are generic (e.g., students discussing
study techniques, or how to manage stress). There
are two subtopic requirements: (1) each subtopic
should be distinctive and unique, such that no two
subtopics overlap thematically, and (2) subtopics
should be expandable into at least three distinct
insights that are specific to the subtopic. Ap-
pendix A.1 goes over the quality assurance to en-
sure the satisfaction of these requirements.

In a second step, each subtopic gets instantiated
into a list of specific insights, or facts that will be
placed into the documents of the Haystack. Insights
are defined as statements that contain specific in-
formation that may appear in a document about a

given subtopic. Insights are expected to mention
a number, a date, or an entity. For example, in the
“Managing stress” subtopic, an insight can be: “a
student explaining what the 25-5 Pomodoro tech-
nique is to the others”. Crucially, insights should
be specific, independent of each other, and solely
relevant to a single subtopic. Appendix A.1.2 goes
over the quality assurance to ensure insight quality.

The idea of breaking down documents into
smaller information units has proven beneficial in
recent work for both automatic and human evalua-
tion (Min et al., 2023; Liu et al., 2022). Concretely,
we use an LLM to generate subtopics and insights,
optionally include context documents to provide
seed ideas to the LLM, and aim to generate 10
subtopics, each with about 5-10 insights.

Document Generation (Figure 1, center)
The Haystack is synthesized one document at a

time. For each document, we randomly select a set
of insights across subtopics, and instruct an LLM
to generate a document that must include all se-
lected insights. The number of insights to include
per document varies based on the domain, target-
ing 750 words of content per document (or roughly
1,000 tokens). By generating 100 documents, a
Haystack totals on the order of 100k tokens. Ap-
pendix A.1 details quality assurance implemented
during synthesis and two validation annotations
evaluating the reliability of subtopic-to-insight and
insight-to-document mappings.

Evaluation of the SummHay task relies on pre-
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cise knowledge of the mapping between insights
and documents in the Haystack. We implement
over five domain-specific verification processes dur-
ing the synthesis of the Haystack to ensure that the
expected mapping is sound. Manual inspection and
the high performance of human annotators on the
final task, shown in Section 5.3 provide evidence
of the quality of the resulting Haystacks.

3.3 Haystack Summarization (Figure 1, right)
Having generated Haystacks following the above
protocol, we can now leverage them for the Sum-
mary of a Haystack task. Using an LLM, we trans-
form each subtopic into a query (e.g., “What do the
students discuss regarding stress management?”).

Each system completing the task is instructed to
generate a summary to answer the query (which
focuses on a single subtopic), which must be in
bullet-point format. Crucially, we instruct the LLM
on the number of bullet points that the summary
should contain, which matches the number of in-
sights of the subtopic. Although this can appear
as a simplifying assumption, this important design
choice allows us to control for the length of gen-
erated summaries, which are a known confound-
ing factor in summarization evaluation (Liu et al.,
2022). We find in Section 5 that this choice effec-
tively controls the length of generated summaries.
The prompt also instructs the system to cite source
documents in each of its bullet points, in a spe-
cific bracketed format (e.g., [1,2]), using document
identifiers provided in the Haystack. The bullet-
point structure and specific citation format are the
foundation for our evaluation, detailed in Section 4.

3.4 SummHay Benchmark
We instantiate the above protocol across two do-
mains: conversations and news, as these two do-
mains are common test beds for summarization
(Hermann et al., 2015; Gliwa et al., 2019). For each
domain, we generate 5 Haystacks, and the average
Haystack length is 93k tokens. Each Haystack con-
sists of on average 9.20 subtopics, each averaging
6.75 insights, for a total of 62 insights per topic. For
the news domain, we leverage the documents from
Huang et al. (2023) as the seed context documents.
Regarding LLM choice, we rely on a combination
of GPT-3.5 and GPT-4o and specify additional de-
tails in Appendix A.1. Annotations described in
Appendix A.1.2-A.1.3 confirm the accuracy of the
subtopic-to-insight and document-to-insight map-
pings.

Method Cov. Corr. Link Acc. Cost ($)
Manual Annot. 0.770 95.0 $325
Gemini-1.5-pro 0.751 89.3 $15.1
GPT-4o (9FS) 0.719 89.2 $26.1
GPT-4o 0.716 88.9 $6.9
Claude 3 Opus 0.677 87.9 $23.8
Claude 3 Haiku 0.498 87.7 $0.4
GPT3.5 0.495 86.7 $1.3

Table 1: Reproducibility and cost of manual and auto-
mated evaluation for SummHay. We compute coverage
correlation, linking accuracy, and evaluation cost.

4 Evaluation Protocol

We first define task metrics (illustrated in Figure 2),
establish the reproducibility of manual annotation,
and then assess the quality of automated evaluation.

4.1 Evaluation Metrics
Coverage Metric Given a candidate subtopic sum-
mary, we extract each bullet point (split on line
breaks) and want to measure the overlap between
these bullets and the subtopic’s reference insights.
To do so, we iterate over each reference insight and
assess whether the reference insight is fully, par-
tially, or not covered in any of the candidate bullet
points. For each insight, the summary receives a
score of 100 for full coverage, 50 for partial cover-
age, and 0 otherwise. The final coverage score of a
summary is the average coverage on all the insights
of the subtopic, such that it ranges from 0 to 100. In
Figure 2, the top reference insight is fully covered
by the second candidate bullet, the second insight
is partially covered by the first candidate bullet,
and the third insight is not covered in the summary.
The Coverage Score is: (100 + 50 + 0)/3 = 50.

While coverage can be framed as a binary deci-
sion (no coverage vs. full coverage), we believe
that incorporating partial coverage allows for a
more fine-grained analysis. Often a candidate sum-
mary bullet may partially include multiple insights,
which motivated the inclusion of a partial coverage
level. For example, a candidate summary insight
might list several stress-management apps in a sin-
gle bullet point. In the case where each app and
its explanation corresponds to a separate insight
in the reference summary, these insights are only
partially covered. Applying a no vs full coverage
metric would thus penalize a model that largely
covers the topic.

Citation Metric Because documents of the
Haystack are synthesized, each reference insight
can be traced to a gold-standard set of documents
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that contain the insight. When a summary’s bullet
covers a reference insight, we can compare gener-
ated citations to this reference set of cites. For each
partially or fully covered reference insight, cited
documents are extracted from the paired summary
bullet point using a regular expression ([.*]), and
we measure the precision and recall between the
generated and gold-standard cites. The Citation
Score of a reference insight is calculated as the
F1 score of the precision and recall, giving equal
weight to both. In short, a system must be both
precise and thorough in its citing to achieve a high
Citation Score. The Citation Score of an entire
summary is then the average insight Citation Score
of all reference insights that were covered by the
system. In Figure 2, the average Citation F1 of the
two covered bullets is: (29 + 73)/2 = 51.

Requiring that systems produce thorough cita-
tions (i.e., cite all documents relevant to an insight)
might appear unnatural at first hand. Several writ-
ing domains that involve citation (such as scholarly
writing) do not emphasize citation thoroughness, as
it is often impractical: it is simply impossible to cite
all papers that support a statement, as the universe
of citable papers is large. Because Haystacks in our
experiments contain 100 documents, this enables
us to evaluate not only if systems can achieve high
precision in their attribution, but also perform the
task thoroughly, which is more challenging. We
note that besides the added technical challenge,
thoroughness in attribution can be beneficial to
end users, for example helping them assess which
fact is supported by a broader group of sources
and which is more marginal (supported by 4 vs. 1
source).

Joint Metric The Joint Metric pieces Coverage
and Citation Scores together, measuring whether
a candidate summary both covers the expected in-
sights and cites documents appropriately. The Joint
Score of a summary is calculated by iterating over
each reference insight and multiplying its cover-
age score and citation scores (assigning a Cita-
tion Score of 0 in case the insight is not covered).
The Joint Score of a summary ranges from 0 to
100. In Figure 2, the summary’s Joint Score is:
(100 ∗ 0.29 + 50 ∗ 0.73 + 0 ∗ 0)/3 = 21.8. Ap-
pendix A.7 provides four additional examples on
the same subtopic with added details.

4.2 Annotation Reproducibility
To establish the reproducibility of the evaluation
protocol, two authors of the paper and two profes-

sional annotators independently annotated a com-
mon subset of 35 summaries, annotating for the
coverage of 240 insights within the summaries.
The Manual Annotation row of Table 1 reports
the inter-annotator agreement levels on the 240
coverage judgments. Coverage Score averaged a
Pearson correlation of 0.77 across pairs of annota-
tors, indicating a strong level of agreement between
participants. When annotators agree that a refer-
ence insight is covered, they agree on which candi-
date bullet originates the coverage in 95% of cases
(Linking Accuracy). In short, annotators have
strong agreement on which reference insights
are covered by a given candidate summary and
also agree on the specific bullets in the candidate
summary that cover each insight.

Annotating a single summary takes 4 minutes
on average. To reduce evaluation costs and scale
experiments, we next investigate LLM-based eval-
uation as an alternative to annotation.

4.3 Automatic Metric Validation
We recruited two professional annotators to anno-
tate 200 candidate summaries (100 for each of the
news and conversational domains) paired with ref-
erence insights. Annotators were compensated at
$25/hour, and annotation required a total of 13
hours of work, for a total of $325.

We prepared a prompt that contains task instruc-
tions and an example summary which has a fully
covered, a partially covered, and an uncovered in-
sight (see Appendix A.2). We evaluated 5 LLMs as
evaluators: GPT3.5, Claude 3 Haiku, Opus, GPT-
4o, and Gemini-1.5-pro. In Table 1, we report
evaluator performance in terms of correlation on
the insight-level coverage scores, linking accuracy,
which measures whether LLMs can attribute the
coverage to the correct bullet point, and the cost
of evaluating the 200 summaries. We find that
two models, GPT-4o and Gemini-1.5-pro achieve a
strong positive correlation (0.7+) with the human
annotation. We select the GPT-4o model as our
evaluator, as it achieves high evaluation correlation
at a fraction of the cost of Gemini-1.5-pro, and
does not have strict rate limits in place. We attempt
one improvement by preparing a prompt with 9
few-shot examples (three of fully, partially, and
uncovered insights each), and report the result as
GPT-4o (9FS). Although the increased number of
examples does lead to minor correlation improve-
ments, it comes at a large cost increase, and thus
we finalize the auto-evaluation setting as using the
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Coverage Score (↑) Citation Score (↑) Joint Score (↑)
Summarizer Rand Vect LongE KWs RR3 Orac Full Rand Vect LongE KWs RR3 Orac Full Rand Vect LongE Kws RR3 Orac Full #Wb

GPT3.5 36.2 45.8 46.0 48.4 51.9 56.2 – 9.3 15.2 15.0 15.9 16.8 23.0 – 3.6 7.3 7.2 7.9 9.0 13.2 – 28.2

Claude 3 Haiku 49.9 64.9 62.3 63.4 66.6 72.1 62.3 13.4 25.1 25.5 26.5 28.8 35.6 14.1 7.1 17.4 17.2 17.7 20.1 26.8 9.2 31.9

GPT4-turbo 49.4 61.0 56.7 61.2 61.8 67.1 57.9 17.9 28.6 28.1 31.1 31.8 41.4 5.5 9.6 18.7 16.9 20.1 20.6 28.9 3.2 37.9

Claude3.5 sonnet 57.0 69.3 70.8 71.3 75.7 80.0 71.8 18.4 30.5 30.7 30.7 32.5 39.9 18.3 11.5 22.2 23.0 23.1 25.8 32.7 13.8 27.7

Command-r 47.0 54.8 53.5 56.0 55.2 60.4 50.3 17.7 34.6 34.9 37.5 40.4 53.8 30.9 8.9 19.6 19.6 21.9 23.6 33.9 16.2 33.1

Gemini-1.5-flash 49.7 58.1 58.9 61.8 62.6 65.1 59.4 17.4 31.9 31.8 34.2 43.6 51.7 32.8 9.2 19.4 20.0 22.0 28.7 34.9 21.0 31.6

Command-r + 44.2 56.4 53.1 56.2 58.9 61.0 44.5 20.4 41.7 41.7 43.1 46.8 60.2 19.9 9.6 24.7 24.0 25.7 29.3 38.3 9.7 25.5

o1-mini 50.8 64.1 63.6 63.2 67.3 71.8 56.5 18.6 37.5 35.8 40.1 43.0 53.9 9.8 9.9 25.2 24.1 26.6 30.5 40.3 5.7 34.9

Mistral-large2 51.8 65.0 61.5 64.0 67.8 73.0 31.2 18.9 37.1 37.0 37.2 41.2 54.5 1.8 10.3 25.0 24.3 25.0 29.3 40.8 0.6 34.1

Claude 3 Sonnet 55.8 70.6 69.7 72.1 73.1 77.7 73.6 18.0 34.9 36.6 37.3 41.1 51.7 23.5 11.0 26.1 27.2 28.5 31.4 41.2 18.3 33.5

Claude 3 Opus 56.5 72.4 69.6 72.5 76.5 81.4 76.2 17.7 34.3 35.8 37.3 39.4 50.7 22.3 11.1 26.5 26.7 28.6 31.9 42.5 18.0 29.3

GPT-4o 54.0 67.1 67.8 66.6 70.4 76.6 66.1 21.9 38.4 38.0 38.6 41.3 54.6 16.2 12.6 27.3 27.6 27.3 30.8 43.4 11.4 36.5

Gemini-1.5-pro 53.0 63.5 64.9 63.6 68.4 67.6 70.0 21.9 43.1 44.5 46.6 49.7 64.1 51.0 12.3 28.6 31.0 30.8 36.0 44.6 37.8 30.5

o1-preview 56.8 73.9 72.1 74.2 78.7 83.9 73.7 24.9 51.5 51.3 52.5 57.0 67.4 35.3 15.1 40.3 39.1 41.1 47.3 58.2 27.4 34.6

Human Perf. – – – – – 74.5 – – – – – – 73.9 – – – – – – 56.1 – 29.7

Table 2: Summary of a Haystack results of human performance, RAG systems, and Long-Context LLMs. Results
are reported using three metrics: Coverage (left), Citation (center), and Joint (right) scores. Full corresponds to
model performance when inputting the entire Haystack, whereas Rand, Vect, LongE, KWs, RR3, Orac correspond
to retrieval components RAG systems. Models ranked by Oracle Joint Score. For each model, #Wb report the
average number of words per bullet point.

original prompt and the GPT-4o evaluator.
In Appendix A.3, we assess whether automatic

evaluation using GPT-4o could cause two types
of biases: first, whether it could systematically
favor or disfavor summaries generated by a family
of models (such as GPTs), and second whether it
could be partial to summaries of a certain length.
We find no sign of systematic bias in the LLM-
based evaluation in the case of our protocol.

5 Results

5.1 Experimental Settings

As illustrated in Figure 1 (right), we evaluate both
long-context LLMs that directly access the full
Haystack and RAG systems where a retriever filters
the Haystack down to documents it perceives as
relevant, which get passed to a generator (LLM).
By default, documents in the Haystack are ordered
in a single arbitrary order.

Full-Context Summarization We test a range
of recent LLMs with context lengths longer
than an individual Haystack, including Cohere’s
Command-R and Command-R+, Google’s Gemini-
1.5-pro and Gemini-1.5-flash (Reid et al., 2024),
OpenAI’s GPT4-turbo, GPT-4o, o1-preview and
o1-mini, Anthropic’s Claude models (haiku, son-
net, opus, and 3.5sonnet), and Mistral-large2. We
also include GPT-3.5 exclusively in the RAG set-
ting, as its context length is 16k tokens.

Retrieval-Augmented Summarization We
evaluate RAG systems to reduce the Haystack in-
put size. All retrieval models receive the query
and all Haystack documents and must produce a

query relevance score for each document. We sort
the documents in reverse order according to the
query relevance score and select the first 15k worth
of document tokens. We chose 15k enables us to
experiment with generators that have a 16k con-
text window (GPT-3.5-turbo). We experiment with
a total of six retrievers, each implemented as a
separate query relevance score function. Under
KWs, the document score is the number of over-
lapping keywords, extracted by NLTK, between
the document and the subtopic query. We compare
embedding methods that compute the cosine sim-
ilarity between each document and the subtopic
query, Vect, a SentenceTransformers (Reimers and
Gurevych, 2019) embedder and LongE (Zhu et al.,
2024), which extends standard embedders to cover
longer input contexts, and include the Rerank3
(RR3) model from Cohere (Inc., 2024). We also
include a Rand baseline that randomly assigns rel-
evance scores, and an oracle setting ranker Orac,
whose score is the number of subtopic insights that
appear in a given document. The last two provide
lower- and upper-bound retrieval quality estimates.

5.2 Benchmark Results

Table 2 summarizes the SummHay results across
long-context, in the Full column, and RAG set-
tings for all 17 Summarizers included in our study.

Coverage scores – which measure the presence
of expected insights in a system’s output summary
– range from 36.2% when using a random retriever
and GPT3.5-turbo as the summarizer, to 83.9%
using the Oracle retriever with the o1-preview gen-
erator. The choice of retriever impacts the Cov-
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erage score, with Random and Oracle retrievers
leading to the worst and best scores, respectively,
for almost all summarizers. Yet, top-performing
LLMs like Claude3-opus achieve strong Coverage
scores (70%+) under most retrieval settings, includ-
ing Full context. In other words, achieving strong
coverage of key insights in a large corpus of text
does not require retrieval, given a sufficiently
capable long-context LLM.

Citation scores – which account for both the pre-
cision and the thoroughness of the model’s attribu-
tion back to source documents – present a comple-
mentary narrative. The lowest citation score often
occurs in the full-context setting, with citation qual-
ity on par with random retrieval. On the other hand,
as retrieval improves (for example from Random
to RR3 to Oracle), citation scores increase. In a
nutshell, for use-cases where citation quality is
important, optimizing retrieval is paramount:
it removes irrelevant documents from the summa-
rizer’s context, narrowing and focusing options for
citation. Gemini-1.5-pro stands out as an outlier: it
is the only model that achieves comparable Citation
scores in RAG and long-context settings.

Taking Coverage and Citation into account, the
Joint Score provides the complete system perfor-
mance on SummHay. As expected, all Summariz-
ers perform best with the Oracle retriever, an unre-
alistic setting intended to evaluate score ranges.

All models except for Gemini-1.5-pro achieve
their realistic best performance in the RAG setting
using the RR3 retriever. The higher relative perfor-
mance of the more advanced RAG retriever RR3,
developed for enterprise search and RAG settings,
aligns with expectations compared to simpler re-
trievers. This result confirms the validity of our
SummHay as a test-bed for holistic RAG evalua-
tion; newer, more advanced RAGs can be bench-
marked in an end-to-end fashion on SummHay,
measuring direct impact on output quality.

We still observe two large gaps: all RAG sys-
tems underperform the Oracle setting, indicating
ample room for improvements in RAG systems,
and models achieve very low Joint scores in
the full-context setting (10-20), indicating that
SummHay is an unsolved task for long-context
LLMs. Gemini-1.5-pro stands with strong ability
to cite in the full-context setting, achieving the only
realistic score above 35 on the benchmark.

OpenAI’s o1-preview achieves the overall best
realistic performance when combined with the RR3
retriever with a 47.3 joint score, largely ahead of

the second best: Gemini-1.5-pro in long-context
setting (37.8). o1-preview achieves this impres-
sive performance by topping both coverage and
citation scores, whereas other top-performing mod-
els tend to trade-off between the two metrics (i.e.,
Claude 3 Opus tends to perform strongly on cov-
erage, whereas Gemini-1.5-pro tends to shine at
citation). This confirms the importance of the
Joint Score, measuring system ability to concur-
rently retrieve relevant insights and attribute
the insights to appropriate documents.

The right-most column of Table 2 shows each
system’s average bullet point length (number of
tokens). Several systems (Gemini-1.5-pro and
Claude 3 Opus) average 30 words per bullet, close
human-written bullet points (29.7). Others (GPT-
4o, GPT4-turbo) are more verbose, at 36-38 words
per bullet point. In Appendix A.3 we confirm that
verbosity does not bias evaluation: succinct meth-
ods can achieve strong performance on SummHay.

Appendix A.5 breaks down Citation Scores into
Precision and Recall. No system excels at either
precision or recall but we do observe trade-offs. For
example, Claude models generally achieve higher
precision and lower recall, whereas Command-r +
and GPT-4o favor recall over precision.

5.3 Estimating Human Performance
We estimate human performance on the task by
recruiting two annotators to perform the task. We
first define the setting in which annotation was
conducted, then go over the results.

The participants performed the task in the Or-
acle setting, only viewing documents relevant to
the query they are currently summarizing, as it re-
duces the volume of text they must read from about
100,000 tokens to 15,000 tokens. We assume this
effectively reduces the amount of time required
for annotation by a factor of 5-6, but this remains
unverified, as it is impractical to conduct human
annotation on the full Haystack.

In total, two annotators participated in writing
a total of 10 summaries, five for subtopics in the
conversational domain, and five for subtopics in
the news domain. Although this represents a subset
of the 92 subtopics in the entire SummHay bench-
mark, we believe it represents an unbiased estimate
of human performance on the benchmark.

Appendix Figure 3 aggregates results across the
ten annotation sessions. Overall, participants make
steady progress during the sessions, with both Cov-
erage and Citation rising rapidly in the first 90

9892



Document Order

Summarizer Top Bottom Random Sensitivity

GPT-4o 13.8 24.1 11.4 12.6
Claude3 Opus 20.4 28.0 18.0 10.0
Gemini-1.5-pro 47.1 38.9 37.9 9.2

Table 3: Joint Scores of LLMs in the Full Context Set-
ting, based on how documents are sorted. Documents
can be in Random order or sorted such that relevant ones
are at the Top or Bottom of the context window.

minutes, and then at a slower pace in the last 30.
The Citation Score corresponds to an F1 mea-

sure, and we also report on the Precision and Re-
calls of the Citations. We find that citation preci-
sion averages close to 80.0 throughout the session,
whereas recall rises steadily during the session.

Table 2 includes the summarized final scores in
contrast to system scores, showing that a human
annotator can significantly outperform LLMs and
RAG systems on the SummHay task, as the human
joint score (56.1) is significantly higher than the
best system performance (44.6). We caution the
reader not to consider our estimate of human perfor-
mance as an upper bound, as we believe that with
more time and explicit instructions to double-check
their work, annotators could further increase their
scores. We solely intend the human performance
to be a reference point for achievable performances
on the benchmark, and we expect future systems
to tie and surpass human performance on the task.
Appendix A.4 provides further detail on guidelines,
recruitment, and task framing.

5.4 Position Bias Sensitivity

In the Full Context experiment results (Table 2,
Full columns), documents in the Haystack are or-
dered arbitrarily, with relevant documents in the
top, middle, and bottom portions of the context win-
dow. Prior work (Huang et al., 2023; Chang et al.,
2023; Chen et al., 2023b; Ravaut et al., 2023) has
reported that models exhibit a position bias that
leads them to put more importance on information
in the context window’s extremities. SummHay
offers a framework to study position bias system-
atically. In Table 3, we report the results of the
Position Bias experiment, in which we run the
SummHay experiment with the top-3 performing
models on sorted Haystacks, where relevant doc-
uments to a subtopic are either all at the Top or
Bottom of the context window. Similar to prior
work, we find that all three models exhibit posi-
tion bias, with GPT-4o and Claude3 Opus perform-
ing better when relevant documents are at the bot-

tom of the context window, and Gemini-1.5-pro
favoring Top Haystacks. We compute a Position
Sensitivity score as the maximum absolute dif-
ference in Joint Score between the Random order-
ing and Top and Bottom conditions. Future sys-
tems should strive to attain minimal sensitivity on
SummHay, as document ordering is often arbitrary
in real-world applications.

5.5 No-Document Baseline

Because insights and documents are generated syn-
thetically, strong model performance could be tied
to models being able to “hallucinate” insights with-
out relying upon documents, and simply imagining
what the insights could be. This could be particu-
larly problematic for models used during Haystack
synthesis, such as GPT-4o.

To assess this limitation, we instruct GPT-4o to
imagine what the insights should be for any given
subtopic, without providing any of the documents
in the prompt, which we call the no-document base-
line. In this baseline, GPT-4o achieved a cov-
erage score of 23.2, less than three times what
it achieves in conditions that provide documents,
confirming that even when an LLM is involved in
SummHay synthesis, it cannot perform the task ac-
curately without having access to documents. The
no-document baseline has a citation score of 0.05:
despite lacking access to documents, the model still
attempts to cite nonexistent sources when follow-
ing prompt instructions.

6 Conclusion

In this work, we address the challenges of eval-
uating long-context LLMs and RAG systems by
introducing the SummHay benchmark task, synthe-
sized to assess the ability of systems to precisely
summarize large sets of documents. The SummHay
task requires generating summaries that accurately
cover and cite insights relevant to a particular query.
Our comprehensive evaluation reveals that current
models struggle with this task; even in an oracle
document setting, models lag behind human per-
formance by more than 10 points. We believe that
SummHay provides a robust framework for eval-
uating long-context systems and will encourage
researchers to utilize SummHay to drive progress
toward systems that can match or surpass human
performance in long-context summarization.
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7 Limitations

Task Upper Bound In Section 3.2 and Appendix
A.1, we detail our data pipeline and efforts to en-
sure the quality of our dataset. This includes insight
subtopic verification and verifying the inclusion of
only specified insights for each document. Despite
our efforts to prevent overlap among insights and
guarantee the presence of insights in the documents
generated, errors may be introduced from using
LLMs in scaling this data synthesis, making achiev-
ing a perfect joint score of 100 likely unachievable.
Although we estimate human performance in a sim-
plified setting, we do not determine the task upper
bound. However, we show significant room for
improvement between the realistic full-context and
RAG settings and the Oracle setting.

Simplifying Assumptions in Data Synthesis
The assumptions made when generating Haystack
documents likely introduce artificial signals that
simplify the task. For example, in order to max-
imize control over the data synthesis process,
Haystack documents are generated independently;
no dependencies or cross-references exist among
the documents. However, in a real-world multi-
document summarization task, documents may link
or refer to each other, and there may be temporal
between documents. We believe the introduction
of more realistic assumptions can further increase
the difficulty of the task, and we hope that future
work will take our synthesis processes as a starting
point for such improvements.

Controlling for Verbosity When generating
summaries, we specify the desired number of in-
sights for the LLM to generate. Furthermore, we
do not control for or penalize the verbosity of the
summaries, and summaries with longer insights
may result in higher coverage. Not specifying the
number of summary insights needed per query will
result in a more difficult task, and we leave a study
of the potential trade-offs between verbosity, hu-
man preference, and overall scores for future work.

Reliance on Automated Evaluation Although
we do not observe significant bias towards a par-
ticular family of models, as shown in Appendix
A.3, the results in Table 1 demonstrate that there is
room for improvement both in coverage and linking
evaluation. Gemini-1.5-pro, in addition to being
more costly than GPT-4o, had a rate limit which
inhibited its use in our study. Although highly-
cost effective, non-LLM based NLI and relevance

metrics (Chen and Eger, 2023; Liu et al., 2023)
were not tested; Chen et al. (2023b) found worse
performance among smaller NLI models for the
related task of unrelated sentence identification on
long-form question answering.

Model Choice The generation models included
in our study are all closed-source models. Although
these closed-source models currently generally out-
perform open-sourced models, this performance
comparison can be task-dependent (Chen et al.,
2023a). We exclude high-performing open-sourced
models such as Llama-3 (AI@Meta, 2024) as the
original models cannot handle the minimal 16k con-
text window necessary for our RAG experiments.
Restricting the length of the retrieved documents
to, for example, 8k would remove too many of the
insights for a given subtopic; by allowing up to 15k
tokens in the RAG setting, we find that the oracle
citation F1 achievable with this context length is
0.84 averaged across insights, which we believe
strikes a balance between the reduction of input
size and the feasibility of the task. We leave an
analysis of RAG systems across retrieved input
lengths, as well as models specifically designed
for output citation (Menick et al., 2022) for future
work and encourage and benchmarking of longer-
context, open-sourced models on SummHay.

Ethical Considerations

The models and datasets utilized in the project pri-
marily reflect the culture of the English-speaking
populace. Gender, age, race, and other socio-
economic biases may exist in the data, and models
trained on these datasets may propagate these bi-
ases. Text generation tasks such as summarization
have previously been shown to contain these biases.

In Section 4 and Section 5, we recruited profes-
sional annotators to perform evaluation, or directly
attempt the task. We ensured to remunerate the
participants fairly ($25/hour). Participants could
communicate with us to voice concerns, work at
their own pace, and choose to stop working on
the project at any time. Finally, we ensured to
anonymize the annotations (annotator identity is
instead marked as annotator1, annotator2, etc.).

In our work, we relied on several datasets as
well as pre-trained language models. We explic-
itly verified that all datasets and models are pub-
licly released for research purposes and that we
have proper permission to reuse and modify the
datasets.
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A Appendix

A.1 Haystack Synthesis Details
Below we specify additional details regarding our
data synthesis pipelines. For the news domain, we
leverage GPT-4o for all data synthesis steps. We
found it necessary to leverage this high-performing
LLM due to the longer seed context documents that
subtopics and insights are generated from. For the
conversation domain, we leverage GPT-4o to gener-
ate subtopics and insights, and for any LLM-based
verification step. Conversation generation (con-
ditioned on selected insights) is completed using
GPT-3.5-turbo.

Furthermore, we employ verification steps to en-
sure that subtopics and insights are distinct and
precisely mapped to Haystack documents. When
generating documents given a set of insights, we do
not want other insights to “leak” into the document,
as that would reduce the quality of the Haystack
and task. Below we list the verification steps taken
across the conversation and news domain. Differ-
ences in domain characteristics and the seed used
to generate Haystacks necessitate per-domain veri-
fication steps.

A.1.1 Subtopic Verification
In the news domain, to ensure distinct insights
and subtopics we first prompt an LLM to identify
any overlapping or duplicate subtopics and remove
these subtopics. This helps ensure that when query-
ing relevant insights for a subtopic, insights can
only belong to one of the distinct subtopics gener-
ated.

In the conversation domain, we use manual in-
spection to verify the distinctness of the subtopics
and regenerate subtopic candidates (at temperature
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T = 1) until obtaining a list where each subtopic
feels qualitatively unique.

A.1.2 Insight Verification
For the news domain, we prompt the LLM to re-
move duplicate insights. After producing an initial
set of insights for the subtopics, we take all insights
and prompt an LLM to categorize each insight into
one of the subtopics. As insights are initially gener-
ated for a particular subtopic, at this step we ensure
that no insight can fit into another subtopic. We
thus remove any insights for which the categorized
subtopic differs from the one it was initially gener-
ated for.

In the conversation domain, we iterate over
subtopics sequentially and use a prompt to gen-
erate the list of insights for one subtopic. In the
prompt, we provide not only the target subtopic
but also all other subtopics and insights, instructing
the LLM to avoid such subtopics and insights, and
only propose insights that are distinct and unique
in contrast to those. Manual inspection from the
authors reveals that: as long as the subtopics are
confirmed to be unique, and that the insights are
enforced to be specific (and include entities), very
little overlap occurs across subtopic insights.

To assess the validity of the subtopic-to-insight
mapping, we hired an annotator unfamiliar with the
SummHay generation process and tasked them to
assign each insight to one or several subtopics that
are most relevant. We ran the above experiment
by recruiting a professional annotator (non-author
of the paper) and having them annotate all insights
of 4 topics (2 in the conversation domain, 2 in the
news domain, randomly selected from our 10 total
topics). Since there are roughly 50-80 insights per
topic, this corresponds to a total of 245 annotations.

The results of the annotation are summarized
in Table 4. Accuracy is slightly higher for news:
92.4%, and slightly lower for conversation: 89.5%.

The findings indicate that the annotator assigned
less than 1% of insights to multiple subtopics. The
annotator achieved an overall accuracy of 91% in
assigning the insight to its expected subtopic. (The
number is slightly higher for news: 92.4%, and
slightly lower for conversation: 89.5%). In general,
this indicates that although the Subtopic to Insight
synthesis process is not perfect, it is largely one-to-
one. During the iterations of the project, we found
that one way to enforce that insights more uniquely
map to a subtopic is by ensuring that insights are
long, specific, and rich in entities. This helps in-

Conversation News Both
Insights Annotated 114 131 245
% Insights Assigned to 2+ Subtopics 0.9 0.8 0.8
% Insight → Subtopic Accuracy 89.47 92.37 91.02

Table 4: Quality verification of Subtopic-to-Insight map-
ping across conversation and news domains.

crease “the space of possible insights” and reduce
the chance of collision and ambiguity.

Ambiguous cases do occur. For example, the
insight: “The sales rep mentions a recent bench-
mark study that shows Salesforce’s performance
metrics compared to top competitors, highlight-
ing Salesforce’s speed and data reliability.” was
mapped by the annotator to the subtopic: “customer
asking how Salesforce compares with competitors”
whereas the synthesis process expected the insight
to belong to: “sales rep sharing success stories and
case studies”. Some ambiguity is bound to exist in
any such dataset, but we believe that a rate of less
than 10% is acceptable and doesn’t severely impact
task validity.

A.1.3 Document Verification
In the news domain, to ensure a precise mapping of
insights to documents in which an insight is present,
we prompt an LLM to label whether any of the
insights, across subtopics, other than those sampled
for that document are found in the document. If
any are found, we regenerate the document, asking
the LLM to remove the sentence(s) containing the
extraneous insights. This procedure is repeated
until no extraneous insights are found, up until 5
iterations. For a similar purpose, we prompt an
LLM to label whether the insights sampled for a
given document are indeed found in the document.
If not, we regenerate the document to add sentences
that contain this insight, up until 5 iterations.

To understand the relative quality of the mapping
between insights and documents, we conducted an
annotation. The task consisted of reading a doc-
ument and selecting from a list of insights which
ones they believe are present in the document, and
which ones are not.

We hired a professional annotator to read
through 10 documents (one from each of the ten
Haystacks: 5 conversation, 5 news), and annotate
for each which insights they believe occur in the
document. Results are summarized in Table 5. We
note that slightly lower is achieved in the in the
conversation domain vs the news domain.

Overall, the annotator achieved perfect precision:
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Title Conversation News Both
Num Samples 70 85 155
Accuracy 94.29 98.82 96.77
Precision 100 100 100
Recall 80.00 97.14 90.91
F1 88.89 98.55 95.24

Table 5: Quality verification of Document-to-Insight
mapping across conversation and news domains.

when they believe an insight is in the document,
it always is. The annotator achieves an average
recall of 90 (slightly lower in the Conversation do-
main, and higher in News), meaning that in some
rare cases, the annotator believes an insight is not
present, even if it is expected to be present accord-
ing to our synthesis process. The overall accuracy
of 96% confirms the reliability of our automatic
mapping process.

. We find that after 5 iterations of editing, dis-
crepancies in insights by the LLM were primarily
paraphrasing or partial detail upon manual inspec-
tion.

In the conversational domain, we generate the
documents iteratively, one chapter at a time, where
each chapter is intended to introduce a single in-
sight. When expanding an insight into a chapter,
we generate a candidate chapter and use GPT-4o
to classify whether the candidate chapter indeed
covers the expected subtopic and insight. If not,
we regenerate the candidate chapter up to ten times,
and otherwise, we accept the candidate chapter
into the document and proceed with the next chap-
ter. We find that in practice, the generation process
requires 5 iterations less than 1% of the time to gen-
erate a chapter that GPT-4o can correctly assign to
the expected insight.

A.2 Evaluation Prompt
Below, we list the prompt we use for automatic
evaluation in the SummHay task, as described in
Section 4.

You are given a list of bullet points (
each with a unique number), and a
specific reference insight. Your
objective is to determine whether
the reference insight is covered in
any of the bullet points. You must
further determine if the insight is
partially covered ("PARTIAL_COVERAGE
") or fully covered ("FULL_COVERAGE
") by the bullet points. If the

Evaluator Model

GPT-4o Opus Gem-1.5-Pro

Summarizer Model Bias

Claude 3 Sonnet 0.027 -0.001 -0.012
Gemini-1.5-flash 0.051 0.024 -0.009
GPT3.5 0.009 0.050 0.048
Claude 3 Opus 0.059 0.034 0.043
Gemini-1.5-pro 0.088 0.065 0.065
GPT4-turbo 0.075 0.091 0.056
Command-r + 0.064 0.128 0.071
Claude 3 Haiku 0.092 0.108 0.071
GPT-4o 0.097 0.102 0.106
Average 0.062 0.067 0.049

Summary Length Bias

Length to Score Corr. -0.122 -0.174 -0.178
Length to Delta Corr. 0.02 -0.051 -0.081

Table 6: Results of analysis of potential bias in auto-
mated evaluation. We explore potential bias caused by
what model is used, which is reported in differences of
scores with human annotation, and bias due to the length
of the summary, which is reported as a correlation. An
unbiased evaluator model should achieve a bias close to
zero on both analyses.

insight is not covered at all, you
must return "NO_COVERAGE". See
examples below:

[[FEW_SHOT_EXAMPLES]]

Now complete the task for the following
insight and bullet points:

Reference Insight:
[[INSIGHT]]

Bullet Points:
[[BULLETS]]

Requirements:
- Do not hallucinate that the insight is

covered by the bullet points if it
is not.

- Your response should only be the JSON
output in the format above, such
that it can directly parsed by
Python's json module. DO NOT OUTPUT
ANY EXPLANATION OR ANYTHING THAT IS
NOT THE JSON RESPONSE.
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A.3 Automatic Results Bias

There is a concern that since we propose to use an
LLM to automate the evaluation of the SummHay
experiment, the choice of the evaluator model
might affect the validity of the results if such a
model has a systematic bias in its judgment. We
evaluate the possible presence of two biases. First,
whether the automatic evaluation could favor out-
puts of one model family over the other (e.g., GPT-
4o systematically favoring outputs of the GPT*
family).

To study this, we perform an automatic evalu-
ation of score bias by calculating the difference
(∆) between the Coverage Score according to the
auto-evaluation, and the Coverage Score from the
manual annotation. A positive ∆ indicates that the
auto-evaluation assigned a higher score than the
manual evaluation, and a negative ∆ indicates the
opposite. We calculate the average ∆ for each Sum-
marizer model in our experiment, and inspect the
bias of three evaluator models: GPT-4o, Claude3
Opus, and Gemini-1.5-pro.

The top portion of Table 6 summarizes the Sum-
marizer model bias analysis results. First, we find
that auto-evaluation results almost always have
a positive bias, indicating that on average, the
auto-evaluation overestimates Coverage by roughly
5 points across models. Second, we find that
evaluator models tend to have a positive bias for
top-performing Summarizer models (e.g., GPT-4o,
Claude3 Opus, and Gemini-1.5-pro), but do not
systematically prefer outputs from a specific model
family. In fact, Claude3 Opus seems to be particu-
larly critical of Claude3 model outputs (with biases
very close to zero). All models have a strong posi-
tive bias towards GPT-4o outputs, but it does not
translate to bias for a model family. Overall, we
find no evidence of systematic bias of automatic
evaluation that would favor one model family
over the other. The analysis does reveal a pat-
tern of overestimating coverage by an average of 5
points, which should be taken into account when
interpreting the results.

In a second analysis, we study whether automatic
evaluation leads to favoring summaries based on
their length.

To study length bias, we first see whether a sum-
mary’s score correlates with its length, as measured
by the number of words divided by the number of
bullet points. We divide by the number of bullet
points as each query requires a different number

of bullet points, which directly affects length of
the summary in a way that is not controlled by
the LLM. By measuring length bias based on the
length of individual bullet points, we remove this
confounding variable.

In the Length to Score Corr. row of Table 6,
we find that there is a slight negative correlation
(-0.12 to -0.178) between a summary’s score and
the number of words in its bullet points. This corre-
lation could be explained by results from Section 5,
which showed that several of the top-performing
models (Claude3-opus, Gemini-1.5-pro) generate
the shortest bullet points. In other words, short bul-
let points could achieve higher scores not because
they are short, but because they were generated by
better models. To remove this confounding vari-
able, we measure whether automatic score ∆ (com-
puted above) correlates with bullet point length.
This analysis, summarized in te Length to Delta
Corr. row of Table 6, indicates a non-existent cor-
relation between bullet-point length, and whether
the automatic evaluator was biased in its scoring
(-0.081 to 0.02). In conclusion, we do not find
evidence that using automatic evaluation with our
evaluation protocol will cause length bias in our
results, which would systems to generate shorter or
longer bullets points.

A.4 Details on Establishing SummHay
Human Performance

To establish task duration, we considered an av-
erage reading speed of 200 words per minute.
Carefully reading the documents (roughly 12,000
words) would therefore require one hour. Account-
ing for the need to write the summary, and scan
multiple times over documents to identify and cite
insights, annotators were told they had a maximum
of two hours to complete the task. Participants
could take breaks (i.e., pause their work) and finish
the task early if they felt the task was completed.
After their initial sessions, participants were asked
whether two hours seemed appropriate to complete
the task without rushing, and both agreed. Partici-
pants sometimes used the entirety of the two hours,
and in other cases completed the task in as little as
80 minutes.

We relied on professional annotators known and
trusted by our research group (based on perfor-
mance on previous annotation work), and they were
compensated at 25 USD per hour. One of the anno-
tators participated in the annotation of automated
summaries (and therefore had access to reference
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Figure 3: Estimates of human performance on the SummHay task, plotted over time as participants complete the
task in the Oracle setting during two-hour sessions.

insights for certain subtopics), and we ensured that
this annotator only performed the summarization
task for subtopics and document sets they had not
seen during that annotation, ensuring they had no
prior knowledge of the documents in the Haystack.

Participants were given all documents in a shuf-
fled order and were instructed to read them care-
fully and summarize any insight that seemed to be
repeating across documents. Participants were told
the number of present insights (similar to LLM
prompt in our experiment). In practice, we found
that participants chose to write slightly more bullet
points than the number they were given.

Regarding citation, participants were instructed
to be as thorough as possible and to explicitly look
for additional citations when they had identified an
insight.

Regarding tool use, participants were allowed
to use string search (i.e., Ctrl+F), but were pro-
hibited from copying the text from the documents,
and were explicitly instructed they should not use
ChatGPT or equivalent LLM-based interfaces in
any way to assist them with the task. Because
this cannot be strictly enforced practically, we rely
on trusted professional annotators to complete the
task.

Participants were instructed to gradually write
their summary in a text box in the annotation in-
terface, and we recorded the progress on the sum-
mary during each annotation summary. We then
performed auto-evaluation using the same settings
used in our benchmarking experiments on the fi-
nal summary of the session, as well as a summary
every 10 minutes during the session.

A.5 Citation Precision & Recall Analysis

The Citation Score in the SummHay benchmark is
an F1 calculation between the set of cites generated
by a system in a given bullet point, and the expected
cites of the matched reference insight, based on
knowledge from the Haystack generation of what
documents include the insight. F1 is chosen as a
measure to ensure that systems balance between

Precision Recall F1 (Citation)

Summarizer Orac Full Orac Full Orac Full

GPT3.5 46.7 – 17.9 – 23.0 –
Claude 3 Haiku 49.3 24.7 31.6 24.2 35.6 14.1
GPT4-turbo 62.3 14.1 35.7 3.8 41.4 5.5
Claude 3 Opus 66.0 30.7 45.8 24.0 50.7 22.3
Gemini-1.5-flash 57.8 38.2 54.5 44.2 51.7 32.8
Claude 3 Sonnet 67.3 42.2 47.2 19.9 51.7 23.5
Command-r 58.9 38.9 55.9 31.7 53.8 30.9
GPT-4o 65.7 28.0 51.0 13.0 54.6 16.2
Command-r + 67.6 24.2 60.8 21.2 60.2 19.9
Gemini-1.5-pro 76.2 59.0 60.9 52.4 64.1 51.0
Human Perf. 78.8 – 82.4 – 76.7 –

Table 7: Breakdown of Citation Precision and Recall of
models on the SummHay Benchmark, combined into
an F1 Score (Citation Score). Numbers are reported for
the Full Context and the Oracle settings of SummHay.

precise and thorough cites.
Table 7 reports the precision and recall of all

systems on the benchmark, as well as the F1 (i.e.,
the Citation score) to shed light on how different
systems balance between precision and recall.

A.6 Model Access Details

For each model in our study, we specify its model
card and how it was accessed.

We access the Google models Gemini-1.5-pro
(gemini-1.5-pro-preview-0514) and Gemini-
1.5-flash (gemini-1.5-flash-preview-0514)
through Vertex AI 2.

We include three OpenAI models in our study:
GPT-3.5-turbo (gpt-3.5-turbo-0125), GPT-4-
turbo (gpt-4-turbo-2024-04-09), and GPT-4o
(gpt-4o). All models were accessed through Ope-
nAI’s official API3.

Cohere summarizers Command-R
(cohere.command-r-v1:0) and Command-
R+ (cohere.command-r-plus-v1:0) were
accessed through Amazon Bedrock4, while
Rerank3 (rerank-english-v3.0) was accessed

2https://cloud.google.com/vertex-ai
3https://github.com/openai/opeai-python
4https://aws.amazon.com/bedrock/
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through Cohere’s official API5.
Anthropic models were also accessed

through Amazon Bedrock: Claude 3 Haiku
(anthropic.claude-3-haiku-20240307-v1:0),
Claude 3 Sonnet
(anthropic.claude-3-sonnet-20240229-v1:0),
and Claude 3 Opus
(anthropic.claude-3-opus-20240229-v1:0).

The embedders Vect
(sentence-transformers/all-mpnet-base-v2")
and LongEmbed (dwzhu/e5-base-4k) were ac-
cessed through SentenceTransformers (Reimers
and Gurevych, 2019) and huggingface’s transform-
ers library (Wolf et al., 2019), respectively.

A.7 Additional Output Examples
Figure 4 provides four examples of real summary
outputs from different RAG pipelines on a common
subtopic related to managing stress when prepar-
ing to an exam. For each summary, we also report
on the Coverage, Citation and Joint scores, as cal-
culated by the LLM-based automatic evaluation.
We add color coding and bolding to facilitate the
interpretation of the evaluation.

A.8 Additional Discussion
We point to several additional areas for future work.

English-centric While our data pipeline can be
extended to non-English languages with access to
a seed scenario in a given language, our benchmark
was developed only on English and may be more
reliable in English. However, the task is language-
agnostic, and future work can create a multilingual
version of the SummHay task, similar to efforts
such as Seahorse (Clark et al., 2023).

Beyond Relevance We restrict our data synthesis
process and analysis to target summarization rele-
vance, but we believe that similar data procedures
and evaluations could be applied to factual consis-
tency. We leave an extension of our pipeline and
analysis of model outputs along other dimensions
such as coherence, efficiency (brevity), or factuality
to future work.

Focus on Factoid-Style Insights. Our Haystack
synthesis process incentivizes the creation of spe-
cific insights that focus on a number or entity.
Specificity helps simplify evaluation, and ensure
we can achieve reproducible automatic evaluation.
Yet real-world scenarios might have less clear-cut

5https://docs.cohere.com/reference/rerank

insights, with different documents only partially
overlapping on insights, or with potentially dis-
agreeing conclusions (e.g., some people like the
Pomodoro Technique while others don’t). Prior
work has shown that NLP methods struggle in such
cases of coverage diversity (Laban et al., 2022b;
Huang et al., 2023), and including such discord
within the Haystack could yield more complex and
realistic tasks.

Investigating Low Scores. Manual inspection
reveals different failure modes in low-scoring sum-
maries, including (1) retrieving insights that are not
relevant to the query (other subtopics), (2) framing
very high-level information as a specific insight
(e.g., “all the participants are polite to each other”),
(3) hallucinating insights not directly supported in
the documents. We do not systematically evaluate
the frequency of each failure, but future work can
explore this more systematically, for example using
efficient NLI-based alignment (Laban et al., 2022a;
Zha et al., 2023; Tang et al., 2024).
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• One student shares that they do 10 minutes of deep 
breathing exercises each night before going to bed. 
Reference docs: 8, 32, 46, 53, 69, 91, 95
• A student mentions that taking a 30-minute walk each 
afternoon helps clear their mind and manage stress 
levels. Reference docs: 11, 20, 48, 54, 80, 91
• One student suggests taking a 5-min break after every 
25 min of studying, and that the Pomodoro technique is 
helpful. Reference docs: 8, 32, 37, 48, 79, 83, 95
• A student recommends using the meditation app 
'Calm' that they use for 15 minutes each morning to 
manage stress. In docs: 11, 30, 46, 53, 79, 80
• Another student shares they write down 3 positive 
affirmations about their capabilities each day.
Reference docs: 13, 27, 37, 54, 68, 83

REFERENCE INSIGHTS

 - They discussed various relaxation techniques to 
manage stress, such as deep breathing exercises, which 
were mentioned as beneficial for reducing anxiety and 
improving focus [8][11][46][53][91].
- Walking and physical activity were commonly 
recommended as stress-relief strategies, with multiple 
participants highlighting the benefits of taking short 
walks to clear their minds and reduce stress levels 
[11][53][54][80][91].
- The Pomodoro technique, where one studies for a set 
time (typically 25 minutes) followed by a short break, was 
suggested as a useful method to maintain concentration 
and prevent burnout [8][11][37][53][54][79][83][95].
- Mindfulness and meditation practices, particularly 
using apps like 'Calm,' were shared as effective ways to 
manage stress before and during exam preparation 
[11][53][79][83][91].
- The importance of taking regular breaks and 
incorporating positive affirmations into daily routines to 
boost morale and reduce stress was emphasized, as 
these small adjustments can make a significant 
difference in maintaining a positive mindset 
[37][46][83][13].

Retriever: Oracle - Generator: GPT-4o
Coverage: 70    -    Citation: 64    -    Joint: 46

- The students shared various relaxation techniques to manage 
exam stress, such as deep breathing exercises before 
sleeping[54][83], and meditation using the 'Calm' app for 15 
minutes each morning[54][79][91].
- Some students mentioned using the Pomodoro Technique, 
studying for 25 minutes followed by a 5-minute break.[27][30][79]
- Incorporating physical activity into routines, such as taking a 
30-minute walk each afternoon, was mentioned as a way to clear 
the mind, and reduce stress levels.[54][91][11]
- Positive affirmations and mindfulness practices were suggested 
to help students stay calm, confident, and focused.[37][54] 
Writing down three positive affirmations about their capabilities 
each morning was one specific technique shared.[37]

Retriever: Rerank3 - Generator: Claude3 Opus
Coverage: 90    -    Citation: 33    -    Joint: 32

* Deep breathing exercises can help clear the mind and reduce 
anxiety. [4][46][95]
* Meditation apps like 'Calm' can promote relaxation and focus. 
[46][53][80]
* Short walks outside or stretching provide a refreshing break from 
studying. [46][74][80]
* Mindfulness practices can set a positive tone for the day and 
help manage stress. [53]
* Engaging in enjoyable activities like reading, watching movies, or 
spending time with friends and roommates offers a healthy 
distraction from exam preparation. [53][95]
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- Tips for managing exam stress were shared among the students during 
the study group sessions [54][80][46].
- Strategies such as practicing mindfulness, deep breathing exercises, 
and taking short breaks were suggested to help reduce anxiety and stay 
focused [54][80][46].
- The importance of finding balance between studying and self-care, 
such as incorporating physical activity and mindfulness, was highlighted 
to improve overall well-being during exam preparation [54][80][46]
- The idea of implementing structured study breaks using the Pomodoro 
Technique to enhance productivity and prevent burnout was discussed 
[54][80][46].
- Students discussed the significance of supporting each other, sharing 
tips, and creating a positive, collaborative study environment to alleviate 
exam stress and stay motivated [54][80][46].
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Figure 4: Examples of five insights within a subtopic, and four SummHay outputs from RAG systems, including the
final Coverage, Citation, and Joint scores, as calculated by our LLM-based automatic evaluation. We add color
coding and bolding to facilitate the interpretation of the evaluation.
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