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Abstract

Large language models (LLMs) have shown
surprisingly good performance in multilingual
neural machine translation (MNMT) even if
not being trained explicitly for translation. Yet,
they still struggle with translating low-resource
languages. As supported by our experiments,
a bilingual dictionary between the source and
the target language could help. Motivated by
the fact that multilingual training effectively im-
proves cross-lingual performance, we show that
a chained multilingual dictionary with words
expressed in more languages can provide more
information to better enhance the LLM transla-
tion. To this end, we present a novel framework,
CoD, Chain-of-Dictionary Prompting, which
augments LLMs with prior knowledge with the
chains of multilingual dictionaries for a subset
of input words to elicit translation abilities for
LLMs. Experiments indicate that ChatGPT and
InstructGPT still have room for improvement
in translating many language pairs. And CoD
elicits large gains by up to 13x chrF++ points
for MNMT (3.08 to 42.63 for English to Ser-
bian written in Ciyrillic script) on FLORES-200
full devtest set. We demonstrate the impor-
tance of chaining the multilingual dictionaries,
as well as the superiority of COD to few-shot
in-context learning for low-resource languages.
Using CoD helps ChatGPT to obviously sur-
pass the SOTA translator NLLB 3.3B.!

1 Introduction

Large language models (LLMs) possess the ability
to carry out high-quality machine translation tasks
without specific training, as observed in previous
studies (Brown et al., 2020; Lin et al., 2022; Le
Scao et al., 2022; Zhang et al., 2022; Wang et al.,
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der the Innovation and Technology Commission’s InnoHK
scheme.

T Equal Contribution.

'Code and resources available at https://github.
com/HongyuanLuke/Chain-of-Dictionary.

2023; Tang et al., 2024). LLMs can be prompted
to do so by requesting them to complete a prompt,
such as “Translate the following sentence to En-
glish from French:” followed by an input sentence
written in French. However, despite their training
on extensive datasets, these models may encounter
difficulties in correctly translating rare words that
frequently occur in low-resource situations.

Motivated by such a lexical-level problem, we
seek how to incorporate dictionaries for improving
MNMT. Further, motivated by the fact that multilin-
gual training effectively improves cross-lingual per-
formance (Liu et al., 2020; Lu et al., 2023, 2024),
we use multilingual dictionaries to enhance the
translation performance of LLM prompting.

To this end, we leverage the multilingual dic-
tionaries as the prior knowledge, and we describe
a method to prompt LLMs with hints that indi-
cate a set of possible chained multilingual transla-
tions for specific words in the input. This method
involves adding a string such as “‘limit’ means
‘Grenze’ means ‘¢dk’.” to the start of the standard
machine translation prompt as lexicon hints for MT.
This approach is motivated by the fact that super-
vised machine translation models have effectively
used dictionaries to enhance translation (Zhang
and Zong, 2016; Arthur et al., 2016; Zheng et al.,
2021). We also propose the method as a chain of
dictionary in the light of Chain-of-Thought (CoT)
reasoning (Wei et al., 2022) that represents the rea-
soning procedure as intermediate thinking steps. In
our case, we show how to incorporate multilingual
knowledge in a zero-shot manner by chaining the
translations of words across various languages to
improve LLM’s MNMT capabilities. This allows
us to specify the task in the prompt and provide
background knowledge that is useful in completing
the task of machine translation, without placing
any strict constraints on how the model employs
this knowledge, as demonstrated in Figure 1.

We conducted extensive experiments with the
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Shared Translation Prompt

p
Translate the following text from English into Tamil:

"We now have 4-month-old mice that are non-diabetic that used to be diabetic,” he added.
N

J

/_[ Standard Prompting ]_\
###No extra input###

The standard prompting method uses the shared
translation prompt described above only for
prompting LLMs. There is no other text included as
the prompt.

###No extra input###

- /

Chain-of-Dictionary Prompting
“have" means [GEUGIBIBIDN means “haben” means favoir'.

“4-month-old"” means _ means ['4 Monate alt” means ['4

mois”.
“"mice” means [lGTGOIGINY means *Maus" means fsouris”.

"non-diabetic" means _ means "nicht-diabetisch” means

"non diabétique”.

“used" means [GHNEHSUNEE means Gebrauch” means Futilisés”.

"diabetic” means_ means ["Diabetiker” means "diabétique”.
&added.“ means— means - und hinzugef" means ["ajoutée. /

f Translation Output

/—[ Translation Output }
Translation from ChatGPT with lower quality:

gucungﬂ Ll)LDLﬁ]l_LD
SEW (e B
Q&meLeOIGUIT.

PRI LOMS QUWIFI FENETSET 2 6TETEN SIHEU

Uaﬂﬂ'ﬂll_ GHmensen g‘geﬁlu.lmm G[WQI 3|61.II]

Translated back to English using NLLB Translator for reader's convenience:

"Now we have two month old soaps that have been removed, soap soaps with

\diabetes", he said. /

¢
Translation from ChatGPT with higher quality:

v

grrmw.m QuUCUTg) F7&5mY CHTWMHMD 4 LOMS EUWS) Te0HEMENS
SR 2 6TGanLd, (y)mmu SlmeU F&&HMY CHTWTS QHHS60,"
Qe CafhgleTeTmy. »

Translated back to English using NLLB Translator for reader's convenience:

“We now have 4 month old diabetic rats, who were previously diabetic", he added.

Figure 1: An illustration for COD for English to Tamil translation. COD consists of two sections: the standard
translation prompt (the upper box) and the chained multilingual dictionaries. We highlight by languages the chained
dictionary part for COD, containing the words and their translations in different languages. CoD outperforms
standard prompting in this example, and other methods such as the conventional Chain-of-Thought have been shown
as less effective for MT (Peng et al., 2023). We bold the text for the actual inputs/outputs. Other non-bolded texts

are placed for the explanation to the readers.

novel framework we propose, namely CoD (Chain-
of-Dictionary Prompting for Machine Translation),
which achieved notable improvements in low-
resource translation on FLORES-200 benchmarks
(NLLB-Team, 2022) between English to almost all
the other languages, using various language models.
To gain a better understanding of COD’s capabil-
ities, we analyzed and examined the model’s be-
haviour by comparing it to both settings that incor-
porate bilingual dictionaries as well as separating
the word mappings instead of chaining the multilin-
gual dictionaries. COD achieves the best empirical
performance, which demonstrates its necessity in
chaining the multilingual dictionary. Also, our ex-
periments demonstrate that COD achieves better
performance than the standard few-shot demonstra-
tions for low-resource languages. We speculate
that the retrieved few-shot demonstrations are not
relevant to the target translation, and therefore not
particularly useful for low-resource translations.
Our main contributions are three-fold:

* This paper proposes a novel framework called
CoD (Chain-of-Dictionary Prompting for Ma-
chine Translation) which adds chains of multi-
lingual dictionaries to prompt LLMs that sub-
stantially improve machine translation.

* We conduct experiments on FLORES-200 for

all translation directions between English and
other languages. We observe that ChatGPT
and InstructGPT still have room for improve-
ment in translating many language pairs. We
found that CoD can improve ChatGPT on a
large portion of the languages, and can elicit
translation in some languages that ChatGPT
almost completely fails in translating.

* We observe that COD can also be favourable
to few-shot demonstrations, and CoD on
ChatGPT can even surpass the SOTA trans-
lator NLLB 3.3B. We also verify that it is
possible to save computation by truncating
stopwords from the dictionary.

2 Chain-of-Dictionary Prompting for
Neural Machine Translation

Large language models show their promising trans-
lation performance when sufficiently pre-trained
(Lu et al., 2023; Wang et al., 2023). However, this
is frequently not the case, especially for these low-
resource languages. There are thousands of lan-
guages around the world, and current research on
MT has scaled to at least 200 (NLLB-Team, 2022).
It is an important research topic to explore the ca-
pabilities of LLMs to cover as many languages as
possible. Despite the importance of covering low-
resource languages in LLMs, we will report in this
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paper that the latest LLMs are still far from satisfy-
ing in covering these low-resource languages from
FLORES-200 (NLLB-Team, 2022).

We propose a novel framework called CoD
(Chain-of-Dictionary Prompting) to address these
difficulties by chaining multilingual dictionary
knowledge into prompting-based machine trans-
lation. Compared to in-context learning that uses
few-shot demonstrations to prompt the LLMs, dic-
tionaries are comparatively easier to store and
acquire than the demonstrations, particularly for
low-resource languages (Zhang and Zong, 2016;
Arthur et al., 2016; Himéldinen and Alnajjar, 2020;
Ghazvininejad et al., 2023). This makes CoD an
attractive external resource for MT with LLMs.

Our novel approach, CoD, utilizes prompting-
based translation and integrates chained multilin-
gual dictionary information as prior knowledge di-
rectly into the prompt. When presented with a
source sentence, we search for the multilingual
dictionary entries for a subset of the words: be-
fore making the conventional translation request to
LLMs, we append additional textual inputs to the
prompt that outline possible chained multilingual
translations for those specific words.

Therefore, the prompts for each sentence consist
of two parts, as illustrated in Figure 1:

(1) the translation prompt: “Translate the
following text from <source-language> into
<target-language>: <source-sentence>".

(2) the chained multilingual dictionaries:
“<word X in source-language> means <word
X in target-language> means <word X in
auxiliary-language 1> means <word X in
auxiliary-language 2>.”;

We do not include few-shot in-context learning
in our methodology as we inspected that it is usu-
ally hard to retrieve relevant demonstrations for
low-resource languages, which yields limited im-
provements. In the remaining sections, we will
report relevant experimental results which indicate
that few-shot demonstrations are less favourable to
our methods for low-resource translations.

We also found that using non-chained decom-
posed multilingual dictionaries instead of CoOD
degrades the results:

“<word X in source-language> means <word
X in target-language>.
language> means <word X in auxiliary-language
1>. <word X in source-language> means <word X

<word X in source-

in auxiliary-language 2>.”?

We evaluate Machine Translation performance
for all available languages using the LLM which we
subsequently enhance with CoOD. We then employ
top languages that report the highest evaluation
scores as our auxiliary languages to construct our
multilingual dictionaries.

Multilingual Dictionary We propose to use the
prompt “Extract the words from the following texts:
<input-sentence>" to extract the keywords from
the source language with LLMs such as ChatGPT.
We then translate the extracted words into different
languages with off-the-shelf MT models such as
NLLB to create the dictionaries for COD. During
inference, the matched keywords and their trans-
lations are extracted from the dictionary to be ap-
pended to the translation prompt.

We use French (fra_Latn), German (deu_Latn),
and Portuguese (por_Latn), three high-resource lan-
guages that our LLM performs well on, as our aux-
iliary languages for multilingual dictionaries. This
means that we have a chain of 5 languages in the
prompt, including the three auxiliary languages
mentioned above and the source and the target lan-
guage. We leave the exploration of further chaining
to future work.

3 Experimental Setup

3.1 Baselines

We experiment with ChatGPT, a multilingual large
language model that has shown strong abilities for
the task of machine translation (Wang et al., 2023).
At the time of writing, this LLM was widely popu-
lar. We experiment with ChatGPT to test COD. We
also conduct experiments on InstructGPT with the
version of text-davinci-003 as well as BLOOM-7b
(Le Scao et al., 2022):

* GPT-3.5-TURBO We use a ChatGPT model
GPT-3.5-TURBO accessed via the official
API through Python. All paired results are
run within a week for fair comparison.

e TEXT-DAVINCI-003 This is one of the In-
structGPT models accessed via the official
API provided by OpenAl through Python.

*We also attempted using different linking words such
as “-” and “translates to” instead of “means”, where on-par
performance is spotted. Also, note that keeping the dictionary
word order to their order of appearance in the source sentence
is important. Shuffling the word order can degrade the results.
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« BLOOM BLOOM (Le Scao et al., 2022) is an
open-sourced LLM trained in 46 natural lan-
guages. We use its 7B version as our baseline
without any further tuning in this paper.

* NLLB NLLB (NLLB-Team, 2022) is an open-
sourced SOTA translator. We use its 3.3B
version as our baseline.

Based on the different versions of GPT models,
we use the following prompting methods as the
baselines to be compared:

* Monolingual Dictionary: This is a baseline
that uses a monolingual dictionary that con-
tains the words from the target language only.

 Bilingual Dictionary: This is a baseline
that uses a bilingual dictionary for prompting
large language models on the task of machine
translation (Zhang and Zong, 2016; Arthur
et al., 2016; Himéldinen and Alnajjar, 2020;
Ghazvininejad et al., 2023). It replaces the
multilingual dictionaries in blue from Figure
1 with a bilingual dictionary built with the
source language and the target language for
the task of MT.

* Decomposed Dictionary: This is a baseline
that removes the chaining of the dictionary
and replaces the chained multilingual dictio-
naries in blue from Figure 1 with decomposed
multilingual dictionaries. Refer to Section 2
for more details of this baseline model.

* Few-shot Demonstration: This is a baseline
that does not use any dictionary. Instead, it
retrieves from FLORES-200 devtest the top
one/three translation pairs that are semanti-
cally similar to the current input translation,
measured by BertScore (Zhang* et al., 2020)
using the English sentences.

3.2 Datasets and Evaluation Metrics

For our evaluations on the task of machine trans-
lation for various languages including many low-
resource languages, we use the dev-test division
from FLORES-200 benchmarks (NLLB-Team,
2022), There are 1,012 sentences included in
the dataset, which were extracted from English
Wikipedia covering a variety of topics and domains.
These sentences have been manually curated by
professional translators into about 200 languages.
We report on all the languages in FLORES-200
for both directions from English and into English.

For the evaluation metrics, we report the chrF++
(Popovi¢, 2015) and the BLEU (Papineni et al.,
2002) evaluations provided by the sacreBLEU
repository.> We use the model [eamt22-cometinho-
da]* for generating the COMET scores (Rei et al.,
2020).

3.3 Dictionaries

To create the offline dictionaries used in our ex-
periments, we first use the prompt “Extract the
words from the following texts: <input-sentence>"
to extract the keywords from the source language
with LLMs such as ChatGPT. We then use the
NLLB translator’ to translate the monolingual En-
glish corpus from FLORES-200 into the remaining
languages as our dictionaries. We excluded three
languages which are not supported by the NLLB
translator from our experiments. We use an off-the-
shelf stopwords list for experiments on truncating
stopwords to save computations with CoD.%

We use the English corpora from FLORES-200
to create our dictionary in this paper. For experi-
ments on translating into English, we remove the
English reference words from the dictionary to en-
sure there is no information leakage.

3.4 Dictionary Quality

With NLLB 3.3B, we translated the words into
rare words with multiple attempts and translated
them back into English. We then asked ChatGPT
whether the translated-back version had the equiva-
lent meaning to the original English. The process
was done repeatedly until GPT reported that they
were the same or the max tries (3 times) had been
hit. In this manner, 71% of the words are success-
fully translated without hitting the max tries. For
those failed translations, we exclude them from the
dictionaries used by the bilingual chain or CoD.

3.5 Prompting Design

This section outlines the prompt design we opted
for in creating the green text depicted in Figure 1.
Prior work compared various prompts for ma-
chine translation on LLM (Wang et al., 2023), and
they have found similar performance of different
prompts reported on a limited number of languages.
They have opted for a basic prompt “Translate the

3https://github.com/mjpost/sacrebleu

*https://github.com/Unbabel/COMET

Shttps://huggingface.co/spaces/Narrativaai/NLLB-
Translator

®https://gist.github.com/sebleier/554280
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following text into <target-language>: <source-
sentence>" as their best prompt. In contrast, our
preliminary experiments show that removing the
source language name can hurt the performance
of translation. Therefore, we opted for “Translate
the following text from <source-language> into
<target-language>: <source-sentence>".

Our preliminary experiments show that missing
the keyword ‘Tradition Script’ for Chinese prompts
the model to keep generating Simplified Chinese.
Therefore, we specify the language script in our
prompt when the languages can be written in dif-
ferent scripts and should be differentiated. For
example, we write “Achinese with Arabic script”
for the language “ace_Arab”.

4 Results and Analysis

4.1 En-X Results

En-X: ChatGPT We firstly compare ChatGPT
(GPT-3.5-TURBO) with the normal prompt in
chrF++ on FLORES-200 with CoD. We plot the
results in Figure 2 for better clarity. In Figure 2,
we sort the chrF++ scores from ChatGPT in de-
scending order, and we split the whole results into
two figures. The upper figure represents the first
half, and the bottom figure represents the second
half. It can be observed in the bottom figure that
ChatGPT does not handle the translation perfectly
and it reports a score under 30 points in chrF++ for
around 100 out of the 200 languages. The results
indicate that COD brings clear improvements. For
space reasons, we leave Table 7 in the Appendix
to present the detailed results for translating from
English into the remaining languages. Table 11 in
the Appendix also reports the detailed BLEU eval-
uations. Those results also indicate strong improve-
ments with COD. We speculate there are two rea-
sons for improvement with CoD. Firstly, putting
the desired translation target lexical shrinks the
translation space and eases the translation. Sec-
ondly, using auxiliary languages in the chain gives
better cross-lingual cues when there is no direct
mapping between source and target lexical.

En-X: Languages Improved on ChatGPT Ta-
ble 1 reports that more than 67% (135 out of 200) of
the languages can be improved by CoD. For those
languages that can be improved by CoD, more
than 50% (71 out of 135) is improved by at least 5
points in chrF++. 13 languages can be improved
by at least 10 points in chrF++ and 2 languages

can be improved by at least 20 points in chrF++.
We also observe quite strong results with COD that
bring 13x improvement (3.08 to 42.63) when trans-
lating from English into Serbian written in Cyrillic
script. This leads to the conclusion that COD gives
promising results with good improvements in most
languages and excellent improvements in several
languages. COD can even elicit translation in some
languages that ChatGPT almost completely fails in
translating, which is quite promising.

En-X: Languages Not Improved on ChatGPT
As in Table 1, some languages are not benefited
from CoD. We observe there are no languages with
more than 20 points of decrease in chrF++ with
CoD, and there are only 2 languages with more
than 5 points of decrease in chrF++ with CoD.
Compared to the languages with improvements re-
ported above, the advantages of using CoD clearly
outweigh the disadvantages when used indistin-
guishably regardless of the languages.

En-X: Languages Selection Though one could
use CoD regardless of the languages, it will be bet-
ter to use COD only for those low-resource ones.
This can be told visually from Figure 2 that CoD
brings better improvements for the bottom figure
that the baseline reports lower scores compared to
the upper figure with higher baseline scores. The se-
lection can be done with a threshold on the scores,
and we observe that for those languages with a
baseline score under 20 points in chrF++, CoD
brings consistent improvements. We found using
our universal list of high-resource auxiliary lan-
guages performs well and one can tune the list for
specific languages for further improvements.’

En-X: COMET Scores We first obtain 99 lan-
guages out of the 200 languages from FLORES-
200, which is supported by COMET (this list is
obtained by matching the language names to the
description in the official COMET repository)® Ta-
ble 4 reports COMET scores, which aligns with
our previous conclusion and indicates that CoD is
effective. The average score of COMET is 0.325
for CoD, which is apparently higher than 0.277
from the baseline. We also found the same conclu-
sion in the remaining 101 languages not perfectly

"We have found putting source and target language at the
head of the chain empirically works well via early attempts.
We empirically suggest to set the chain length as 5. Further
increasing the length can further improve the information,
while making the method less cost-effective.

$https://github.com/Unbabel /COMET
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Figure 2: An illustrated comparison of 200 languages from English into the languages between the baseline ChatGPT
(GPT-3.5-TURBO) and CoD. We sorted the language scores in chrF++ for ChatGPT in descending order, and we
split the whole figure into two parts for clarity. We present the first half in the upper figure, and we present the
second half in the bottom figure. COD is effective for many languages, especially for low-resource ones.

Direction ‘ # improved > 5 points > 10 points > 20 points ‘ # degraded > 5 points > 20 points

X-En
En-X

200/200
135/200

200/200
71/135

200/200
13/135

197/200
2/135

0/200 0/0
65/200 2/65

0/0
0/65

Table 1: Statistics of the changes in chrF++ with COD on GPT-3.5-TURBO with 200 languages. 83.75% of the
directions (335 out of 400) are improved. The advantage of COD clearly outweighs the disadvantage.

supported by COMET. Since they are not perfectly
supported, we do not report those languages here
to avoid confusion.

4.2 X-En Results

X-En: ChatGPT In addition to the results for
translation from English into other languages, we
also use our multilingual dictionary for testing
translation into English. Table 8 and Table 13 in
the Appendix report the comparison between GPT-
3.5-TURBO and CoD. We observe very good im-
provements in all languages when translating into
English. We speculate that the underlying reason
is that English is the major language used to pre-
train GPT-3.5-TURBO. Dictionaries give hints to
the model to produce better translation output by
relying on the dictionary vocabulary and predict-
ing the relationship between them. We also found
that the translation capacity of ChatGPT can be
non-symmetric, e.g., for umb_Latn, English trans-
lation reports a score of 17.41 in chrF++, while
translating into English reports a score of 4.64 only.

X-En: BLOOM Table 3 reports results in chrF++
on BLOOM on 10 randomly selected low-resource

Model | chrF++ BLEU
GPT-3.5 35.30 12.52
Monolingual Dictionary{ 31.58 10.97
Bilingual Dictionary} 36.37 12.63
Decomposed Dictionary 31.20 8.96

Few-shot ICL (1) 36.72 12.78
Few-shot ICL (3) 36.93 12.95
CoD (Partially Replaced I) 37.78 13.72
CoD (Partially Replaced II) 37.47 13.29
CoD (Chain 1)} 31.58 10.97
CoD (Chain 2)§ 36.37 11.06
CoD (Chain 3) 35.47 12.29
CoD (Chain 4) 37.90 13.90
CoD (Chain 5) 38.27 13.90

Table 2: Evaluations of COD and various baselines on
GPT-3.5 averaged from 200 languages. We report on
translating from English into other languages. t,1: the
models are the same except for their different names.

languages translating into English. While the im-
provement is clear (e.g., from 7.05 to 12.50 on
ckb_Arab), the improvement on BLOOM seems
less significant than on ChatGPT. One reason could
be that we are using a smaller model on BLOOM
(7B). This can make the instruction less native to
the LLMs as we do not do any instruction tuning
or fine-tuning on BLOOM. We leave this to future
work for further improvement.
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Language \ BLOOM CoD CoD w/o stopwords

srp_Cyrl 26.20 39.26 38.66
tzm_Ting 12.55 10.93 13.12
ckb_Arab 7.05 12.50 9.83
kon_Tatn 14.09 17.03 14.56
smo_Latn 13.80 15.09 16.01
uig_Arab 11.97 14.86 13.54
azb_Arab 12.42 14.39 12.50
amh_Ethi 13.12 17.00 16.82
nus_Latn 13.24 14.70 14.27
kac_Latn 13.25 16.28 14.73

Table 3: Evaluations in chrF++ of CoD on BLOOM
in the direction of translating from other languages into
English. We report results on 10 randomly selected low-
resource languages on the FLORES-200 full devtest set.

Model | FLORES-200
GPT-3.5-TURBO | 0.277
CoD | 0.325

Table 4: Results of COMET scores for 99 supported
languages on the FLORES-200 full devtest. We report
on translating from English into other languages.

X-En on BLOOM: Save Computations via Re-
moving Stopwords Table 3 truncate stopwords
and reduces 4,978 dictionaries from the total of
15,074. The experiments are conducted on 10 ran-
domly selected low-resource languages. The re-
sults in chrF++ indicate that such truncation can
effectively save about 1/3 of the dictionary prompts,
while still maintaining satisfying translation perfor-
mance. While the original COD shows better per-
formance in most directions, removing stopwords
can even occasionally surpass the original CoD,
for example on tzm_Ting: CoD(10.93), removing
stopwords (13.12). We postulate that it is hard for
GPTs to translate even those stopwords for low-
resource languages.

4.3 X-Y Results

X-Y: ChatGPT Table 10 compares COD to GPT-
3.5-TURBO on X-Y translations that we randomly
select from the 30 languages as experiments with
InstructGPT. The languages contain both higher-
resourced and lower-resourced ones. COD brings
excellent improvements to 25/30 of the translations,
by up to more than 10x improvements (1.33->14.48
in chrF++ scores for srp_Cyrl->kac_Latn).

Model | X-En En-X
GPT-3.5-TURBO 44.98 33.22
NLLB 54.77 43.39
CoD | 66.12 36.49

Table 5: Results of COD (based on GPT-3.5-TURBO)
compared to SOTA translator NLLB with chrF++ scores
on 200 languages from FLORES-200 full devtest set.

Model | chrF++ BLEU
GPT-3.5 3297 1145
Ghazvininejad et al. (2023) | 35.60 11.58
CoD | 3630  12.01

Table 6: Evaluations of COD and various baselines on
GPT-3.5 averaged from 200 languages. We report on
translating from English into other languages.

4.4 Comparison to SOTA Translators

Table 5 reports the translation performance of COD
on both X-En and En-X directions. While NLLB
surpasses COD on EX, we observe that COD can
give a promising performance on X-En and even
surpass the SOTA translator NLLB.’

4.5 Ablation Study

Table 2 reports the ablation study using GPT-3.5
that was accessed through the online GUI user in-
terface. More details are in the Appendix A.

Multilingual Dictionary As in Table 2, using
multilingual dictionaries from COD instead of us-
ing a bilingual dictionary clearly improves the
translation performance. Compared to using a bilin-
gual dictionary that brings improvements of 1.07
chrF++ points to GPT-3.5, CoD brings a further im-
provement of 1.56 points in chrF++. This is more
drastic on GPT-3.5-TURBO in Table 6, where bilin-
gual dictionary (Ghazvininejad et al., 2023) clearly
shows lower performance than COD. In compari-
son, CoD effectively improves the BLEU score on
the baseline from 11.45 to 12.01. Also as in Table
2, using a monolingual dictionary with target trans-
lation only can be harmful, and we suspect that it
can confuse the model as there is no cross-lingual
cue in the monolingual dictionary.

®We also found that using perfect English dictionaries on
X-En improves COD from 66.12 to 68.37. This means that
our generated dictionaries are of good quality.
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Source Sentence

Target Sentence

Standard GPT4 Output

With only eighteen medals available a day, a number of countries have failed to make the medal
podium.

Translate the following text from English into Kikongo with Latin script: {Source Sentence}

"o oo

"eighteen" means "kumi na nana". "medals" means "bamedayi". "available" means "kele na kati".
"countries" means "bansi". "failed" means "me nunga ve". "podium" means "kisika ya lukumu".
Translate the following text from English into Kikongo with Latin script: {Source Sentence}
"eighteen" means "kumi na nana" means "dix-huit" means "achtzehn" means "dezoito". "medals
means "bamedayi" means "médailles" means "Auszeichnungen" means "medalhas". "available"
means "kele na kati" means "a disposition" means "verfugbar" means "disponiveis". "countries"
means "bansi" means "pays" means "Lander" means "paises". "failed" means "me nunga ve"
means "échoué" means "Versagen" means "falhou". "podium" means "kisika ya lukumu" means
"le podium" means "Podium" means "pddio".

Translate the following text from English into Kikongo with Latin script: {Source Sentence}

"

Na bidimbu kumi na nana yina ba ke Iwatisaka muntu me nunga vandaka na kilumbu yina, bansi
mingi lembanaka kuvanda na zulu ya nduatusulu ya bidimbu ya binungi...

Na pamba ve kuna banzété zémi na nane na mokolo moko, mabundu mingi mazangaka kokoma

BLEU=2.02,
chrF++=40.59

na podium ya banzété.

Bilingual Dictionary
CoD Output
BLEU=7.13,
chrF++=55.01

CoD Output
BLEU=10.62,
chrF++=62.76

Source Sentence
podium.

Standard GPT4 Back
BLEU=8.48,
chrF++=48.84

Bilingual CoD Back
BLEU=13.34,
chrF++=63.12

to the medal rankings.

CoD Back
BLEU=24.46,
chrF++=69.80

Na me kele na "kumi na nana bamedayi" kele na kati ye kilumbu, diaka bansi ve me nunga ve
kuyela kisika ya lukumu bamedayi.

Na bamedayi kele na kati ya kumi na nana mosi kaka na kilumbu, bansi mingi me nunga ve
kufika na kisika ya lukumu ya bamedayi.

With only eighteen medals available a day, a number of countries have failed to make the medal

With as many as eight trees in a day, many congregations missed the tree platform.

In the current "eighteen medals" there are and to date, no more countries have failed to progress

With only 18 medals a day, most nations have failed to m the medal podium.

Figure 3: A case study on translating from English into Kikongo with Latin script using GPT-4 throughout the cases.
We evaluate the results on BLEU and chrF++. We highlight in green the words translated wrong by baselines but
translated correctly by CoD, even if the words are not presented in the multilingual dictionary chains.

Chained Dictionary Removing chained dictio-
naries and using non-chained dictionaries that flat-
ten all the dictionaries clearly deteriorates the trans-
lation results. We postulate that one reason is that
a flattened dictionary introduces repeated source
language text as redundant information, which can
degrade the results. This claim aligns with the fact
in Shi et al. (2023) that LLMs can be easily dis-
tracted by irrelevant context. Reducing the chain-
ing length (CoD (Chain 1, 2, 3, 4)) also drops the
performance. We kindly note that our goal is rather
research-oriented. We leave longer chaining and
more choices of chained languages to future work,
which might yield better performance.

Few-shot In-context Learning (ICL) Retriev-
ing few-shot demonstrations for in-context learn-
ing instead of CoD for languages in FLORES-
200 brings minor improvement. We postulate that
the reason is the difficulty in understanding low-
resource languages, and therefore the retrieved
demonstrations are still not very useful to the de-
sired translation. While increasing the number of
demonstrations in the prompt can further boost the
performance, the results are still not very promis-
ing, below CoD.

Selection of Auxiliary Languages Partially re-
placing the auxiliary language (COD (Partially Re-
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placed I, II)) to arbitrary other languages (for ex-
ample, Arabic (arb_Arab) instead of high-resource
German (deu_Latn)) drops the performance.'® We
should use more high-resource languages in the
chain for better performance. We suspect that
such high-resource languages yield stronger cross-
lingual hints to be used for the translations.

4.6 Case Study

Figure 3 presents a case study demonstrating the
powerfulness of CoD. The baseline output from
GPT4 is almost lost about which topics are dis-
cussed in the sentence. Using a bilingual dictio-
nary is useful, but the bilingual baseline is still
lost about the detailed semantics. In comparison,
CoD successfully provides a high-quality transla-
tion, scoring the best in BLEU and chrF++. We
also highlight in green where the translation is suc-
cessfully elicited by CoD, even if the words are
not provided in the multilingual dictionary. We
hypothesise that COD provides richer context to
the LLMs to translate relevant words in the source
sentences, even if they are not directly presented by
CoD. Figure 4 and Figure 5 demonstrate cases that
show a similar phenomenon, and they are available
in the Appendix, at the end of this paper.

5 Related Work

Neural Machine Translation via Prompting Lan-
guage Models Limited research has been con-
ducted on effective methods for prompting large
language models in machine translation. The ma-
jority of existing research has concentrated on eval-
uating the translation capabilities of large language
models, utilizing uncomplicated prompts such as
“Translate to language_name: text’ (Brown et al.,
2020; Lin et al., 2022; Le Scao et al., 2022; Zhang
et al., 2022). Various prompt formats have been
explored by the scholars (Reynolds and McDonell,
2021; Wang et al., 2023), whereas Garcia and Firat
(2022) have examined the potential use of prompts
for regulating the formality or specific dialect of
the output. Furthermore, Agrawal et al. (2022) and
Vilar et al. (2022) have focused on identifying ap-
propriate in-context examples to improve machine
translation quality with LLMs.

1We also found that using other languages that are similar
to the target language, such as the languages written in the
same script, can lead to an obvious drop in performance. We
suspect that putting a similar language to the target language
tends to produce those languages in the output. However,

using high-resource language in Latin script as the auxiliary
language does not suffer from such a problem.

Lexical-based Neural Machine Translation
Our research is connected to the concept of lexical
restrictions in MT, which can be categorized into ei-
ther hard constraints (Hokamp and Liu, 2017; Post
and Vilar, 2018) or soft constraints (Song et al.,
2019; Dinu et al., 2019; Chen et al., 2021).

Also, several works have explored the use of
dictionaries in supervised MT. Zhang and Zong
(2016) improves NMT with a bilingual dictionary
that includes less common or unseen words present
in the bilingual training data. Arthur et al. (2016)
enhances the translation of infrequent words by
supplementing the system with discrete translation
lexicons and utilizing the attention vector to se-
lect the pertinent lexical probabilities. Himéldinen
and Alnajjar (2020) uses a dictionary to generate
synthetic parallel data to better train the NMT mod-
els. A previous work uses bilingual dictionaries to
improve MT (Ghazvininejad et al., 2023).

CoD is one of the first applications of apply-
ing dictionaries on Machine Translation on LLMs.
Note that this paper focuses on proving the effec-
tiveness of applying a dictionary to LLMs rather
than providing an actual dictionary to be used.

6 Conclusions

CoD is a novel framework that uses chained multi-
lingual dictionaries when prompting large language
models (LLMs) for MNMT. We evaluate ChatGPT,
InstructGPT, and BLOOM on the FLORES-200
dataset for MNMT. We found that ChatGPT and
InstructGPT still have room for improvement in
translating many language pairs. CoD elicits large
gains by up to 13x chrF++ points for MNMT (3.08
to 42.63 for English to Serbian written in Cyrillic
script) on FLORES-200 full devtest set. We also
verified the necessity of the chained multilingual
dictionaries, and we found that both of them are
quite important to CoD. CoD also outperforms
few-shot demonstrations which struggle to retrieve
relevant demonstrations for low-resource settings.
CoD can even surpass the strong SOTA NLLB
translator in translation. Extensive case studies
demonstrate that COD elicits translation even if the
words are not directly presented by COD. There are
over 7,000 languages around the world, and CoD
is the first work that scales the translation capabil-
ity of LLMs to over 200 languages. We hope that
CoD can help researchers to improve cross-lingual
performance on neural models further.
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Limitations

This paper presents an analysis of 200 languages
only. However, there are more than thousands of
languages around the world.

Although CoD can lead to a very slight degrada-
tion in translation performance for a small subset of
languages, our experiments have shown that the im-
pact is typically insignificant and can be probably
simply due to randomness. Therefore, the practical
usage of COD remains unaffected.

While CoD brings by up to 1.8x inference time
as found in our implementation, the inference time
for actual LLM APIs can be down to milliseconds,
so this is realistic to apply CoD to real products.

While CoD brings by up to 3x prompt length,
many LLMs support very long input lengths, for
example, 32K for GPT4. So this is realistic to apply
CoD to real products. One can also save the tokens
by prompting rare words only with CoD.

This work also does not directly compare to
those ones that require fine-tuning on LLMs (Jiao
et al., 2023) which requires error-guided data. Nev-
ertheless, COD is easy to use and does not require
additional data. It is comparatively easy to curate
good-quality dictionaries with off-the-shelf tools.

We also consider and focus on the task of Ma-
chine Translation, as it is one of the most funda-
mental NLG tasks.

Ethical Statement

We honour and support the EMNLP Code of Ethics.
There is no ethical issue known to us. A well-
known and widely used LLM is used in our work,
which is subjected to generating offensive context.
However, the above-mentioned issues are widely
known to commonly exist for LLMs. Any content
generated does not reflect the view of the authors.
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A More Experimental Details

For the ablation study with GPT-3.5, We manually
tested 800 instances from the FLORES-200 dataset
that covers all the languages. For the ablation study
with GPT-3.5-TURBO, we report the full devset
evaluations.

B Creating the Dictionary

Other tools such as FastAlign (Dyer et al., 2013)
can also be used for word alignment in creating
dictionaries with bilingual corpora.

C InstructGPT

Table 12 and Table 14 compare COD against TEXT-
DAVINCI-003 on 30 languages that we found CoD
works well on ChatGPT from FLORES-200 full
devtest set. The results indicate that COD improves
all of them on InstructGPT as well, with an average
boost of 12.02 in chrF++ (from 18.99 to 31.01) and
2.61 in BLEU (from 3.73 to 6.34).
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Language | GPT CoD | Language | GPT CoD | Language | GPT CoD | Language | GPT CoD | Language | GPT CoD
ace_Arab 10.96 12.87 ace_Latn 24.38 30.94 acm_Arab 40.16 38.37 acq_Arab 43.46 40.02 aeb_Arab 38.16 36.19
afr_Latn 65.25 64.71 ajp_Arab 43.38 42.47 aka_Latn 22.01 25.69 als_Latn 52.60 51.64 amh_Ethi 10.05 19.93
apc_Arab 42.60 41.24 arb_Arab 49.85 49.08 ars_Arab 46.68 45.13 ary_Arab 33.53 32.04 arz_Arab 39.25 38.77
asm_Beng 19.83 27.11 ast_Latn 52.81 52.52 awa_Deva 32.16 32.47 ayr_Latn 21.05 25.76 azb_Arab 2.96 18.11
azj_Latn 34.17 36.65 bak_Cyrl 20.15 31.90 bam_Latn 17.43 23.02 ban_Latn 31.68 35.63 bel_Cyrl 33.90 35.00
bem_Latn 22.63 27.46 ben_Beng 35.29 38.08 bho_Deva 27.98 29.43 bjn_Arab 12.06 13.35 bjn_Latn 32.88 36.87
bod_Tibt 20.70 24.37 bos_Latn 56.10 55.38 bug_Latn 17.62 26.56 bul_Cyrl 58.23 57.73 cat_Latn 63.29 62.19
ceb_Latn 48.75 52.04 ces_Latn 54.79 52.88 cjk_Latn 17.89 19.17 ckb_Arab 13.23 32.63 crh_Latn 24.79 31.68
cym_Latn 59.53 56.03 dan_Latn 67.01 66.12 deu_Latn 62.42 61.04 dik_Latn 16.12 18.74 dyu_Latn 14.90 17.30
dzo_Tibt 18.82 25.29 ell_Grek 48.01 46.85 epo_Latn 55.88 55.76 est_Latn 53.50 51.53 eus_Latn 39.71 42.16
ewe_Latn 18.44 25.22 fao_Latn 37.13 39.11 fij_Latn 31.55 36.21 fin_Latn 53.83 51.55 fon_Latn 11.26 14.49
fra_Latn 68.09 67.02 fur_Latn 37.32 41.31 fuv_Latn 16.94 17.84 gaz_Latn 20.03 26.24 gla_Latn 35.68 38.53
gle_Latn 42.38 42.69 glg_Latn 58.48 57.36 grn_Latn 19.40 26.26 guj_Gujr 33.56 39.56 hat_Latn 43.68 46.34
hau_Latn 29.14 38.57 heb_Hebr 46.52 47.42 hin_Deva 4488 47.07 hne_Deva 32.00 35.74 hrv_Latn 55.58 53.36
hun_Latn 50.92 50.40 hye_Armn 28.80 37.34 ibo_Latn 2143 31.37 ilo_Latn 32.32 42.18 ind_Latn 66.67 65.31
isl_Latn 42.28 25.52 ita_Latn 56.40 55.15 jav_Latn 37.89 43.37 jpn_Jpan 33.95 31.96 kab_Latn 18.76 20.54
kac_Latn 3.59 28.07 kam_Latn 20.79 22.29 kan_Knda 33.02 39.36 kas_Arab 15.16 20.52 kas_Deva 13.01 14.30
kat_Geor 30.22 35.66 kaz_Cyrl 29.99 37.51 kbp_Latn 11.65 20.71 kea_Latn 33.64 37.30 khk_Cyrl 24.14 30.22
khm_Khmr 19.20 24.44 kik_Latn 19.66 26.86 kin_Latn 24.31 32.01 kir_Cyrl 24.42 3238 kmb_Latn 17.84 22.10
kmr_Latn 26.38 30.71 knc_Arab 7.76 9.09 knc_Latn 17.55 18.37 kon_Latn 21.12 34.89 kor_Hang 31.61 30.85
lao_Laoo 21.01 30.04 lij_Latn 27.68 29.03 lim_Latn 37.21 36.56 lin_Latn 26.48 37.02 lit_Latn 48.34 46.75
Imo_Latn 26.79 27.75 Itg_Latn 27.68 28.34 Itz_Latn 44.50 44.11 lua_Latn 20.85 28.46 lug_Latn 22.85 28.04
luo_Latn 14.50 15.52 lus_Latn 27.98 28.59 lvs_Latn 50.52 48.10 mag_Deva 36.66 38.99 mai_Deva 28.12 30.54
mal_Mlym 28.95 35.13 mar_Deva 30.67 35.65 min_Latn 34.26 36.70 mkd_Cyrl 52.97 53.62 mlt_Latn 43.76 48.23
mni_Beng 11.22 17.95 mos_Latn 15.57 18.17 mri_Latn 37.47 40.11 mya_Mymr 20.06 26.94 nld_Latn 55.52 54.00
nno_Latn 54.85 53.96 nob_Latn 58.27 58.07 npi_Deva 34.20 40.68 nso_Latn 25.53 37.80 nus_Latn 11.50 18.95
nya_Latn 27.11 35.98 oci_Latn 49.07 50.73 ory_Orya 24.47 30.76 pag_Latn 28.51 33.59 pan_Guru 32.29 36.83
pap_Latn 47.51 46.27 pbt_Arab 18.95 25.67 pes_Arab 44.75 44.69 plt_Latn 31.58 39.04 pol_Latn 48.30 46.51
por_Latn 69.87 68.18 prs_Arab 41.71 43.96 quy_Latn 23.08 24.09 ron_Latn 60.75 59.49 run_Latn 2293 28.56
rus_Cyrl 53.38 52.39 sag_Latn 15.67 27.96 san_Deva 17.64 22.01 scn_Latn 33.27 34.70 shn_Mymr 9.72 20.18
sin_Sinh 19.02 26.30 slk_Latn 53.49 51.99 slv_Latn 53.02 51.45 smo_Latn 31.80 40.43 sna_Latn 24.90 32.49
snd_Arab 21.45 30.11 som_Latn 28.75 33.95 sot_Latn 26.57 35.02 spa_Latn 53.91 52.89 srd_Latn 35.88 40.48
srp_Cyrl 3.08 42.63 ssw_Latn 23.12 31.02 sun_Latn 34.90 39.13 swe_Latn 66.50 64.92 swh_Latn 56.93 56.66
szI_Latn 29.02 31.95 tam_Taml 32.30 39.80 taq_Latn 17.50 18.66 taq_Tfng 12.65 13.84 tat_Cyrl 20.10 33.33
tel_Telu 30.85 38.26 tgk_Cyrl 28.03 36.01 tgl_Latn 55.45 55.13 tha_Thai 38.46 36.51 tir_Ethi 7.34 15.15
tpi_Latn 34.45 39.29 tsn_Latn 26.84 35.68 tso_Latn 25.68 34.71 tuk_Latn 23.33 29.74 tum_Latn 21.51 27.43
tur_Latn 54.46 53.42 twi_Latn 22.84 26.77 tzm_Tfng 7.14 18.56 uig_Arab 19.50 29.53 ukr_Cyrl 51.65 50.10
umb_Latn 17.41 22.03 urd_Arab 37.86 41.17 uzn_Latn 35.22 39.93 vec_Latn 37.49 39.77 vie_Latn 55.81 42.21
war_Latn 43.93 48.31 wol_Latn 18.30 20.76 xho_Latn 2543 33.32 ydd_Hebr 28.88 32.58 yor_Latn 15.51 20.60
yue_Hant 22.36 17.41 zho_Hans 30.99 28.92 zho_Hant 23.83 23.80 zsm_Latn 61.85 58.52 zul_Latn 27.03 36.29

Table 7: Comparison between GPT-3.5-TURBO and CoD. Results in chrF++ for MT on the FLORES-200 dataset.
The best results are bolded and highlighted. We report on translating from English into the languages.

Language | GPT CoD | Language | GPT CoD | Language | GPT CoD | Language | GPT CoD | Language | GPT CoD
ace_Arab 343 44.72 ace_Latn 10.20 57.40 acm_Arab 28.57 59.86 acq_Arab 29.49 61.15 aeb_Arab 24.18 54.56
afr_Latn 53.42 73.29 ajp_Arab 33.14 63.78 aka_Latn 7.33 46.52 als_Latn 33.69 63.26 amh_Ethi 3.84 50.16
apc_Arab 30.26 61.71 arb_Arab 33.75 63.22 ars_Arab 31.83 62.53 ary_Arab 21.72 53.29 arz_Arab 25.74 55.55
asm_Beng 12.10 52.60 ast_Latn 36.38 60.59 awa_Deva 19.87 54.48 ayr_Latn 4.44 42.24 azb_Arab 8.61 49.86
azj_Latn 17.48 46.86 bak_Cyrl 8.87 47.07 bam_Latn 4.95 48.20 ban_Latn 17.35 58.12 bel_Cyrl 17.16 41.73
bem_Latn 7.58 47.98 ben_Beng 20.56 59.26 bho_Deva 15.54 49.91 bjn_Arab 4.06 41.10 bjn_Latn 19.08 60.84
bod_Tibt 2.18 43.64 bos_Latn 3791 63.31 bug_Latn 7.41 48.21 bul_Cyrl 35.93 63.12 cat_Latn 42.26 65.33
ceb_Latn 31.97 65.14 ces_Latn 35.64 60.83 cjk_Latn 4.32 41.62 ckb_Arab 8.81 57.24 crh_Latn 18.42 52.10
cym_Latn 45.87 73.44 dan_Latn 45.04 65.50 deu_Latn 41.01 61.28 dik_Latn 5.21 46.62 dyu_Latn 4.01 41.79
dzo_Tibt 1.78 43.47 ell_Grek 30.18 60.42 epo_Latn 37.90 62.61 est_Latn 33.51 59.36 eus_Latn 21.30 50.40
ewe_Latn 4.63 45.04 fao_Latn 29.36 61.53 fij_Latn 9.26 44.69 fin_Latn 31.06 56.56 fon_Latn 3.69 43.84
fra_Latn 42.07 63.68 fur_Latn 29.46 60.09 fuv_Latn 4.84 42.54 gaz_Latn 4.30 43.33 gla_Latn 21.07 55.88
gle_Latn 28.45 59.61 glg_Latn 37.44 61.50 grn_Latn 7.48 47.28 guj_Gujr 20.13 60.41 hat_Latn 28.32 62.44
hau_Latn 10.06 58.24 heb_Hebr 34.87 67.53 hin_Deva 27.99 61.85 hne_Deva 18.04 58.22 hrv_Latn 34.31 58.49
hun_Latn 30.15 57.97 hye_Armn 16.00 59.32 ibo_Latn 6.84 54.52 ilo_Latn 17.23 58.31 ind_Latn 38.00 67.27
isl_Latn 28.22 57.93 ita_Latn 29.95 52.02 jav_Latn 22.75 64.47 jpn_Jpan 22.62 49.73 kab_Latn 4.46 48.52
kac_Latn 3.53 39.22 kam_Latn 6.45 48.81 kan_Knda 17.92 56.25 kas_Arab 743 50.76 kas_Deva 7.11 44.15
kat_Geor 12.32 49.73 kaz_Cyrl 15.20 52.77 kbp_Latn 3.98 44.44 kea_Latn 34.65 68.33 khk_Cyrl 9.36 46.79
khm_Khmr 10.19 59.19 kik_Latn 6.78 50.63 kin_Latn 12.75 55.58 kir_Cyrl 9.61 44.01 kmb_Latn 522 42.84
kmr_Latn 1522 53.58 knc_Arab 2.55 28.22 knc_Latn 4.80 42.19 kon_Latn 5.85 47.39 kor_Hang 23.97 57.30
lao_Laoo 735 60.86 lij_Latn 29.21 61.76 lim_Latn 35.69 64.23 lin_Latn 8.34 51.59 lit_Latn 28.29 54.88
Imo_Latn 2.18 3.75 Itg_Latn 12.80 55.21 Itz_Latn 35.92 66.06 lua_Latn 6.48 49.75 lug_Latn 7.82 52.45
luo_Latn 4.48 49.09 lus_Latn 7.14 39.55 Ivs_Latn 30.01 57.89 mag_Deva 21.45 58.77 mai_Deva 15.28 56.73
mal_Mlym 16.42 55.04 mar_Deva 18.08 56.50 min_Latn 17.00 62.12 mkd_Cyrl 36.50 65.19 mit_Latn 38.20 70.00
mni_Beng 3.29 40.55 mos_Latn 3.98 41.18 mri_Latn 15.94 53.64 mya_Mymr 3.51 47.27 nld_Latn 28.24 47.58
nno_Latn 42.33 62.62 nob_Latn 39.54 60.44 npi_Deva 20.98 59.29 nso_Latn 11.05 56.51 nus_Latn 3.54 48.61
nya_Latn 12.30 53.52 oci_Latn 43.66 70.67 ory_Orya 14.66 52.97 pag_Latn 14.73 48.91 pan_Guru 21.73 59.52
pap_Latn 38.24 68.25 pbt_Arab 8.99 52.05 pes_Arab 29.11 63.37 plt_Latn 12.71 55.42 pol_Latn 2591 49.40
por_Latn 45.35 67.57 prs_Arab 29.22 63.77 quy_Latn 5.18 37.49 ron_Latn 38.71 62.48 run_Latn 8.56 49.75
rus_Cyrl 31.51 59.16 sag_Latn 4.28 43.93 san_Deva 10.07 48.64 scn_Latn 29.06 61.36 shn_Mymr 4.19 46.06
sin_Sinh 4.41 50.02 slk_Latn 34.41 60.61 slv_Latn 32.00 57.15 smo_Latn 12.54 55.08 sna_Latn 10.18 52.33
snd_Arab 11.23 55.49 som_Latn 11.93 56.17 sot_Latn 10.65 57.30 spa_Latn 27.07 50.01 srd_Latn 28.68 62.98
srp_Cyrl 38.43 66.65 ssw_Latn 9.28 52.91 sun_Latn 20.93 61.45 swe_Latn 44.56 67.92 swh_Latn 36.04 70.62
szIl_Latn 31.06 63.08 tam_Taml 13.15 55.50 taq_Latn 4.74 38.96 taq_Tfng 244 50.04 tat_Cyrl 10.53 48.99
tel_Telu 16.44 55.97 tgk_Cyrl 14.12 55.12 tgl_Latn 37.32 67.56 tha_Thai 20.02 60.53 tir_Ethi 249 46.58
tpi_Latn 16.97 44.33 tsn_Latn 9.47 49.83 tso_Latn 10.07 52.51 tuk_Latn 13.71 50.86 tum_Latn 7.23 43.80
tur_Latn 32.87 61.14 twi_Latn 8.00 47.02 tzm_Tfng 2.56 52.38 uig_Arab 7.88 46.95 ukr_Cyrl 34.80 63.45
umb_Latn 4.64 41.97 urd_Arab 22.46 57.77 uzn_Latn 17.58 51.81 vec_Latn 35.77 64.54 vie_Latn 28.84 64.69
war_Latn 31.13 66.47 wol_Latn 6.01 47.45 xho_Latn 14.35 59.45 ydd_Hebr 20.51 70.76 yor_Latn 7.86 49.83
yue_Hant 25.13 53.60 zho_Hans 23.39 55.13 zho_Hant 22.97 51.96 zsm_Latn 37.48 67.78 zul_Latn 14.43 60.28

Table 8: Comparison of COD against GPT-3.5-TURBO. Results in chrF++ for MT on the FLORES-200 dataset.
The best results are bolded and highlighted. We report on translating from the languages into English.
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Language GPT CoD Language GPT CoD Language GPT CoD Language GPT CoD

ace_Arab -0.41 -0.22 ace_Latn -0.97 -0.52 acm_Arab 0.72 0.67 acq_Arab 0.65 0.58
aeb_Arab 0.70 0.63 afr_Latn 0.48 0.37 ajp_Arab -0.34 -0.13 aka_Latn -0.72 -0.71
als_Latn -0.48 -0.32 amh_Ethi 0.66 0.59 apc_Arab 0.28 0.40 arb_Arab 0.33 0.38
ars_Arab 0.71 0.65 ary_Arab 0.85 0.81 arz_Arab 0.42 0.32 asm_Beng 0.01 0.21
ast_Latn -0.03 0.05 awa_Deva -0.24 -0.23 ayr_Latn -0.89 -0.74 azb_Arab -0.03 0.22
azj_Latn 0.62 0.54 bak_Cyrl -0.46 -0.08 bam_Latn -1.46 0.68 ban_Latn -0.60 -0.51
bel_Cyrl 0.84 0.80 bem_Latn -0.67 -0.49 ben_Beng -0.13 0.02 bho_Deva -0.46 -0.31
bjn_Arab -0.59 -0.34 bjn_Latn -0.62 -0.39 bod_Tibt -0.55 -0.43 bos_Latn 0.58 0.60
bug_Latn -0.76 -0.35 bul_Cyrl 0.70 0.66 cat_Latn -0.24 -0.14 ceb_Latn 0.47 0.42
ces_Latn -0.64 -0.34 cjk_Latn -0.31 -0.12 ckb_Arab 0.72 0.65 crh_Latn -0.42 -0.13
cym_Latn 0.78 0.71 dan_Latn -0.68 -0.39 deu_Latn -0.44 -0.17 dik_Latn 0.32 0.43
dyu_Latn -0.88 -0.84 dzo_Tibt -0.34 -0.32 ell_Grek 0.75 0.68 epo_Latn 0.84 0.79
est_Latn 0.90 0.86 eus_Latn 0.65 0.59 ewe_Latn -0.62 -0.42 fao_Latn -0.31 -0.29
fij_Latn -0.60 -0.39 fin_Latn -0.42 -0.20 fon_Latn -0.50 -0.33 fra_Latn 0.52 0.49
fur_Latn -0.48 -0.17 fuv_Latn -1.39 -0.27 gaz_Latn -0.62 -0.38 gla_Latn -0.24 -0.01
gle_Latn 0.31 0.44 glg_Latn 0.75 0.72 grn_Latn -0.28 -0.29 guj_Gujr 0.65 0.62
hat_Latn -0.95 -0.59 hau_Latn 0.60 0.57 heb_Hebr -0.75 -0.39 hin_Deva -1.21 -1.00
hne_Deva -0.53 -0.43 hrv_Latn 0.65 0.63 hun_Latn 0.17 0.30 hye_Armn -0.01 0.20
ibo_Latn -0.30 -0.55 ilo_Latn 0.42 0.42 ind_Latn 0.63 0.52 isl_Latn 0.60 0.50
ita_Latn -0.95 -0.52 jav_Latn 0.69 0.64 jpn_Jpan -0.08 -0.03 kab_Latn -0.08 -0.13
kac_Latn 0.08 0.25 kam_Latn -0.60 -0.50 kan_Knda -0.76 -0.43 kas_Arab 0.20 0.20
kas_Deva -0.49 -0.31 kat_Geor -0.19 0.02 kaz_Cyrl 0.02 0.30 kbp_Latn -1.06 -0.48
kea_Latn -0.67 -0.32 khk_Cyrl -0.20 0.05 khm_Khmr 0.21 0.40 kik_Latn -0.25 -0.17
kin_Latn -0.86 -0.91 kir_Cyrl -0.17 -0.05 kmb_Latn -0.43 -0.28 kmr_Latn 0.72 0.64
knc_Arab -0.35 -0.25 knc_Latn 0.00 0.02 kon_Latn -0.49 -0.55 kor_Hang -0.15 0.04
lao_Laoo 0.71 0.68 lij_Latn -0.71 -0.62 lim_Latn -0.57 -0.47 lin_Latn -0.68 -0.45
lit_Latn 0.41 0.33 Imo_Latn -0.19 -0.23 Itg_Latn -0.38 -0.36 ltz_Latn -0.58 -0.59
lua_Latn -0.53 -0.29 lug_Latn -0.26 -0.26 luo_Latn -0.43 -0.41 lus_Latn -0.62 -0.29
lvs_Latn 0.81 0.76 mag_Deva -0.95 -0.95 mai_Deva -1.49 -1.45 mal_Mlym -0.31 0.08
mar_Deva 0.75 0.69 min_Latn -0.87 -0.72 mkd_Cyrl 0.77 0.70 mlt_Latn -0.25 0.08
mni_Beng 0.51 0.51 mos_Latn -0.51 -0.37 mri_Latn -1.01 -0.49 mya_Mymr 0.55 0.55
nld_Latn -0.41 -0.11 nno_Latn 0.15 0.32 nob_Latn 0.73 0.69 npi_Deva 0.16 0.12
nso_Latn -0.36 -0.30 nus_Latn -1.11 -0.09 nya_Latn -0.97 -0.91 oci_Latn -0.89 -0.67
ory_Orya -0.35 -0.33 pag_Latn -0.82 -0.90 pan_Guru -1.62 -0.73 pap_Latn -0.66 -0.57
pbt_Arab -0.43 -0.38 pes_Arab 0.84 0.79 plt_Latn 0.79 0.72 pol_Latn 0.33 0.38
por_Latn 0.76 0.70 prs_Arab -0.19 -0.05 quy_Latn -0.53 -0.29 ron_Latn 0.67 0.63
run_Latn -0.11 -0.08 rus_Cyrl 0.60 0.53 sag_Latn -0.03 0.06 san_Deva 0.60 0.56
scn_Latn -0.66 -0.54 shn_Mymr -0.89 -0.86 sin_Sinh 0.82 0.79 slk_Latn 0.54 0.43
slv_Latn -0.69 0.05 smo_Latn -0.34 -0.28 sna_Latn -0.99 -0.65 snd_Arab 0.81 0.75
som_Latn 0.77 0.73 sot_Latn -0.35 -0.23 spa_Latn 0.74 0.70 srd_Latn -0.01 -0.00
srp_Cyrl 0.81 0.74 ssw_Latn -0.69 -0.53 sun_Latn 0.30 0.37 swe_Latn 0.24 0.25
swh_Latn 0.39 0.40 szl_Latn 0.26 0.37 tam_Taml -0.97 -0.87 taq_Latn -1.07 -1.03
taq_Tfng -0.82 -0.76 tat_Cyrl -0.06 0.05 tel_Telu -0.05 0.16 tgk_Cyrl -0.81 -0.80
tgl_Latn 0.01 0.07 tha_Thai 0.35 0.33 tir_Ethi -1.17 -0.71 tpi_Latn 0.60 0.50
tsn_Latn -0.36 -0.23 tso_Latn -1.13 -0.95 tuk_Latn -0.22 -0.21 tum_Latn -0.62 -0.50
tur_Latn 0.03 -0.12 twi_Latn -0.48 -0.32 tzm_Tfng -0.74 -0.60 uig_Arab -0.41 -0.10
ukr_Cyrl 0.52 0.45 umb_Latn -0.52 -0.52 urd_Arab 0.60 0.56 uzn_Latn 0.38 0.32
vec_Latn 0.04 -0.04 vie_Latn -0.67 -0.36 war_Latn 0.32 0.26 wol_Latn -0.64 -0.60
xho_Latn 0.61 0.57 ydd_Hebr 0.39 0.31 yor_Latn -0.73 -0.57 yue_Hant 0.69 0.65
zho_Hans 0.25 0.12 zho_Hant 0.47 0.44 zsm_Latn 0.30 0.19 zul_Latn -1.15 -0.89

Table 9: Comparison between GPT-3.5-TURBO and CoD. Results in COMET for MT on the FLORES-200 dataset.
The best results are bolded and highlighted. We report on translating from English into the languages.

Direction |GPT CoD | Direction |GPT CoD | Direction |GPT CoD | Direction |GPT CoD | Direction |GPT CoD

amh_Ethi->lao_Laoo|15.43 16.40| azb_Arab->tsn_Latn |20.68 24.81 | bak_Cyrl->amh_Ethi | 7.68 10.72| bug_Latn->tgk_Cyrl |15.41 16.16| ckb_Arab->tzm_Tfng | 8.68 7.72
hau_Latn->kac_Latn | 4.51 11.69|hye_Armn->tsn_Latn|22.56 24.00 |ibo_Latn->hye_Armn|16.74 16.47| kac_Latn->srp_Cyrl | 6.93 11.55|kbp_Latn->shn_Mymr| 4.73 6.99
kir_Cyrl->bug_Latn |10.17 14.10| kon_Latn->srp_Cyrl | 5.01 3.72 [lao_Laoo->snd_Arab [12.61 7.80 | lin_Latn->zul_Latn [21.35 23.00| nso_Latn->bug_Latn [10.65 16.40
nya_Latn->sag_Latn |15.57 18.13| plt_Latn->nso_Latn [23.60 28.42| sag_Latn->lin_Latn (21.70 24.23|shn_Mymr->amh_Ethi| 4.39 5.92 | smo_Latn->lao_Laoo [19.36 19.84
snd_Arab->bug_Latn| 8.26 15.68| sot_Latn->amh_Ethi | 8.86 10.83| srp_Cyrl->kac_Latn | 1.33 14.48| tat_Cyrl->hye_Armn [22.22 23.51| tgk_Cyrl->amh_Ethi | 8.82 11.30
tsn_Latn->plt_Latn [23.99 25.14| tso_Latn->sot_Latn |25.90 25.77|tzm_Tfng->amh_Ethi| 3.42 3.43 | uig_Arab->tgk_Cyrl |14.94 17.74| zul_Latn->amh_Ethi | 8.75 11.19

Table 10: Comparison of COD against GPT-3.5-TURBO. Results in chrF++ for MT on the FLORES-200 dataset.
The best results are bolded and highlighted. We report on translating from X into Y.

972



Language GPT CoD Language GPT CoD Language GPT CoD Language GPT CoD

ace_Arab 1.88 1.94 ace_Latn 5.19 5.95 acm_Arab 11.31 10.77 acq_Arab 13.81 13.56
aeb_Arab 10.61 9.37 afr_Latn 36.89 36.22 ajp_Arab 13.07 13.10 aka_Latn 425 4.54
als_Latn 23.99 23.11 amh_Ethi 1.86 3.38 apc_Arab 12.24 11.27 arb_Arab 20.11 18.97
ars_Arab 16.87 16.50 ary_Arab 7.84 7.29 arz_Arab 11.20 10.73 asm_Beng 3.02 4.75
ast_Latn 2241 21.97 awa_Deva 7.33 7.36 ayr_Latn 3.69 348 azb_Arab 2.23 2.50
azj_Latn 8.44 8.86 bak_Cyrl 348 541 bam_Latn 3.05 3.58 ban_Latn 7.59 8.65
bel_Cyrl 8.50 8.73 bem_Latn 4.40 512 ben_Beng 8.66 9.37 bho_Deva 6.26 6.83
bjn_Arab 2.19 2.06 bjn_Latn 8.04 8.82 bod_Tibt 0.86 0.77 bos_Latn 27.80 26.42
bug_Latn 4.01 4.73 bul_Cyrl 29.56 28.70 cat_Latn 37.62 36.93 ceb_Latn 20.32 22.93
ces_Latn 26.91 25.14 cjk_Latn 297 299 ckb_Arab 2.66 5.00 crh_Latn 4.54 5.84
cym_Latn 33.71 30.34 dan_Latn 42.25 40.69 deu_Latn 35.46 33.02 dik_Latn 2.95 3.29
dyu_Latn 2.48 2.60 dzo_Tibt 0.17 0.28 ell_Grek 21.70 20.34 epo_Latn 25.05 24.90
est_Latn 21.50 19.58 eus_Latn 8.63 8.82 ewe_Latn 3.09 4.03 fao_Latn 12.72 13.05
fij_Latn 5.81 8.02 fin_Latn 21.18 18.90 fon_Latn 2.07 231 fra_Latn 47.09 43.97
fur_Latn 10.85 13.44 fuv_Latn 2.87 3.03 gaz_Latn 2.60 3.31 gla_Latn 8.91 9.70
gle_Latn 15.77 15.91 glg_Latn 31.05 30.06 grn_Latn 3.99 4.54 guj_Gujr 8.94 11.38
hat_Latn 15.67 17.23 hau_Latn 6.06 10.45 heb_Hebr 17.79 18.74 hin_Deva 19.18 19.73
hne_Deva 7.58 8.62 hrv_Latn 25.92 23.75 hun_Latn 19.17 18.22 hye_Armn 5.61 8.35
ibo_Latn 4.52 7.66 ilo_Latn 8.97 11.84 ind_Latn 39.70 37.89 isl_Latn 15.80 14.82
ita_Latn 28.28 26.14 jav_Latn 1151 15.11 jpn_Jpan 30.09 27.94 kab_Latn 321 3.95
kac_Latn 0.72 3.68 kam_Latn 4.06 4.37 kan_Knda 6.68 9.04 kas_Arab 1.93 2.58
kas_Deva 1.71 1.75 kat_Geor 5.53 6.36 kaz_Cyrl 6.32 8.51 kbp_Latn 2.54 3.53
kea_Latn 7.61 9.40 khk_Cyrl 4.21 5.67 khm_Khmr 1.94 2.32 kik_Latn 4.17 5.15
kin_Latn 4.51 6.40 kir_Cyrl 4.45 5.88 kmb_Latn 332 2.98 kmr_Latn 5.56 6.48
knc_Arab 1.18 1.14 knc_Latn 2.73 2.89 kon_Latn 343 7.27 kor_Hang 12.30 11.36
lao_Laoo 7.58 8.79 lij_Latn 4.84 557 lim_Latn 8.77 8.28 lin_Latn 4.94 8.39
lit_Latn 17.64 16.01 Imo_Latn 5.15 5.51 Itg_Latn 5.46 525 Itz_Latn 13.87 13.52
lua_Latn 3.77 4.57 lug_Latn 4.22 5.28 luo_Latn 341 4.23 lus_Latn 6.00 5.85
Ivs_Latn 20.99 19.02 mag_Deva 10.42 11.34 mai_Deva 5.10 5.04 mal_Mlym 5.02 6.16
mar_Deva 6.81 8.52 min_Latn 8.58 9.76 mkd_Cyrl 23.79 23.26 mlt_Latn 13.70 15.90
mni_Beng 1.11 1.42 mos_Latn 2.63 270 mri_Latn 11.65 13.07 mya_Mymr 1.35 195
nld_Latn 24.82 23.32 nno_Latn 25.90 25.15 nob_Latn 29.56 29.05 npi_Deva 7.52 9.97
nso_Latn 5.30 10.49 nus_Latn 2.19 3.05 nya_Latn 542 7.50 oci_Latn 19.63 20.34
ory_Orya 4.27 5.76 pag_Latn 5.93 7.08 pan_Guru 9.82 11.64 pap_Latn 18.91 16.88
pbt_Arab 3.19 4.73 pes_Arab 17.00 15.83 plt_Latn 5.80 8.55 pol_Latn 18.97 17.24
por_Latn 47.12 44.80 prs_Arab 15.16 16.08 quy_Latn 3.85 3.58 ron_Latn 34.84 33.26
run_Latn 397 5.27 rus_Cyrl 26.34 23.90 sag_Latn 271 4.89 san_Deva 1.86 2.44
scn_Latn 7.30 7.85 shn_Mymr 1.69 2.09 sin_Sinh 2.96 3.83 slk_Latn 25.38 24.26
slv_Latn 25.01 23.27 smo_Latn 7.81 13.30 sna_Latn 4.50 5.95 snd_Arab 3.92 6.47
som_Latn 535 6.52 sot_Latn 535 8.23 spa_Latn 26.00 24.98 srd_Latn 9.74 11.85
srp_Cyrl 2.94 18.64 ssw_Latn 4.00 4.89 sun_Latn 8.97 10.88 swe_Latn 40.67 38.81
swh_Latn 27.98 26.57 szl_Latn 6.86 7.30 tam_Taml 5.67 7.67 taq_Latn 3.30 3.49
taq_Tfng 1.40 1.56 tat_Cyrl 3.74 6.30 tel_Telu 6.89 8.67 tgk_Cyrl 5.84 8.71
tgl_Latn 27.30 27.00 tha_Thai 5.24 4.79 tir_Ethi 0.97 2.56 tpi_Latn 9.22 12.54
tsn_Latn 491 8.82 tso_Latn 4.34 7.57 tuk_Latn 4.47 5.72 tum_Latn 3.99 4.95
tur_Latn 22.49 21.12 twi_Latn 4.39 5.18 tzm_Tfng 2.20 2.74 uig_Arab 3.25 4.92
ukr_Cyrl 23.22 21.95 umb_Latn 3.15 2.66 urd_Arab 12.68 13.91 uzn_Latn 7.21 9.13
vec_Latn 9.31 10.25 vie_Latn 34.42 32.06 war_Latn 15.38 18.62 wol_Latn 3.67 4.28
xho_Latn 4.53 5.96 ydd_Hebr 6.51 7.96 yor_Latn 3.27 4.03 yue_Hant 26.40 23.78
zho_Hans 39.82 36.30 zho_Hant 29.30 28.00 zsm_Latn 31.51 30.35 zul_Latn 4.49 6.78

Table 11: Comparison of COD against GPT-3.5-TURBO. Results in BLEU for MT on the FLORES-200 dataset.
The best results are bolded and highlighted. We report on translating from English into the languages.

Language | GPT CoD | Language | GPT CoD | Language | GPT CoD | Language | GPT CoD | Language | GPT CoD
srp_Cyrl 10.19 22.18 kac_Latn 9.27 20.38 ckb_Arab 18.73 32.59 azb_Arab 21.40 25.44 tzm_Tfng 16.87 31.00
kon_Latn 34.07 40.00 tat_Cyrl 26.62 36.36 nso_Latn 19.73 30.46 sag_Latn 13.05 29.22 bak_Cyrl 11.15 20.55
shn_Mymr 21.73 31.61 lin_Latn 21.79 33.80 uig_Arab 23.57 32.35 hau_Latn 25.01 34.22 ibo_Latn 23.59 32.24
amh_Ethi 23.27 32.52 zul_Latn 27.89 36.19 bug_Latn 16.46 27.75 lao_Laoo 5.66 22.29 tso_Latn 28.26 37.79
kbp_Latn 16.22 28.17 tsn_Latn 23.51 32.12 smo_Latn 5.28 46.61 snd_Arab 19.90 33.19 hye_Armn 22.44 33.29
nya_Latn 23.49 31.70 sot_Latn 25.32 33.68 tgk_Cyrl 2.02 18.49 plt_Latn 8.15 29.03 kir_Cyrl 25.33 35.22

Table 12: Comparison of COD against TEXT-DAVINCI-003. Results in chrF++ for MT on the FLORES-200
dataset. The best results are bolded and highlighted. We report on translating from the languages into English.
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Language | GPT CoD | Language | GPT CoD | Language | GPT CoD | Language | GPT CoD

ace_Arab | 3.35 45.43 | ace_Latn 10.12  56.56 | acm_Arab | 27.78 59.66 | acq_Arab 2945 61.01
aeb_Arab | 24.38 54.72 | afr_Latn 53.62 [72.57 | ajp_Arab 3345 62.98 | aka_Latn 7.87 46.86
als_Latn 33.73 62.52 | amh_Ethi 4.10 51.04 | apc_Arab 29.70 61.44 | arb_Arab 33.30 62.87
ars_Arab 32.31 61.93 | ary_Arab 21.67 53.13 | arz_Arab 25.54 55.65 | asm_Beng 12.09 53.20
ast_Latn 36.22 60.15 | awa_Deva | 19.51 53.83 | ayr_Latn 449 43.40 | azb_Arab 8.37 49.53
azj_Latn 16.96 46.19 | bak_Cyrl 8.63 47.04 | bam_Latn 4.85 48.18 | ban_Latn 17.36 59.05
bel_Cyrl 17.05 42.43 | bem_Latn 7.84 4790 | ben_Beng | 20.66 58.67 | bho_Deva 14.90 50.09
bjn_Arab 4.12 40.50 | bjn_Latn 19.12 61.20 | bod_Tibt 2.22  43.97 | bos_Latn 38.22 63.50
bug_Latn 7.43 48.05 | bul_Cyrl 35.84 62.73 | cat_Latn 42.42 65.37 | ceb_Latn 31.85 65.36
ces_Latn 36.18 61.24 | cjk_Latn 4.81 42.89 | ckb_Arab 8.98 56.80 | crh_Latn 18.32 52.26
cym_Latn | 4590 73.99 | dan_Latn 45.39 65.68 | deu_Latn 40.51 61.48 | dik_Latn 5.14 48.32
dyu_Latn 3.93 42.68 | dzo_Tibt 1.79 42.59 | ell_Grek 30.53 60.12 | epo_Latn 37.60 62.90
est_Latn 33.66 59.58 | eus_Latn 21.10 50.68 | ewe_Latn 4.64 45.93 | fao_Latn 29.33 61.67
fij_Latn 9.21 44.86 | fin_Latn 31.07 55.91 | fon_Latn 3.59 43.36 | fra_Latn 42.02 63.87
fur_Latn 29.28 60.58 | fuv_Latn 479 4343 | gaz_Latn 454 4391 | gla_Latn 21.09 56.10
gle_Latn | 28.53 59.30 | glg_Latn 37.42 61.86 | grn_Latn 743 48.15 | guj_Gujr 19.97 59.71
hat_Latn 28.12  62.50 | hau_Latn 9.98 57.93 | heb_Hebr | 34.75 67.09 | hin_Deva 27.76  62.22
hne_Deva | 18.31 58.17 | hrv_Latn | 33.90 59.12 | hun_Latn 31.08 5748 | hye_Armn | 15.75 59.69
ibo_Latn 6.98 54.39 | ilo_Latn 16.95 58.19 | ind_Latn 37.62 67.28 | isl_Latn 28.66 58.33
ita_Latn 30.12 52.28 | jav_Latn 22.78 63.84 | jpn_Jpan 22.87 49.58 | kab_Latn 456 49.96
kac_Latn 3.78 40.68 | kam_Latn | 6.42 48.78 | kan_Knda | 18.13 55.96 | kas_Arab 7.56 50.38
kas_Deva | 7.18 45.60 | kat_Geor 12.51 50.18 | kaz_Cyrl 15.35 52.41 | kbp_Latn 3.86 44.19
kea_Latn | 35.17 68.21 | khk_Cyrl 9.43 46.67 | khm_Khmr | 10.09 59.33 | kik_Latn 6.66 51.01
kin_Latn | 12.50 56.50 | kir_Cyrl 9.53 44.09 | kmb_Latn | 5.24 43.07 | kmr_Latn 14.87 54.00
knc_Arab | 2.54 27.88 | knc_Latn 5.04 43.30 | kon_Latn 5.82 47.48 | kor_Hang | 23.65 58.02
lao_Laoo | 7.64 60.68 | lij_Latn 29.70 61.27 | lim_Latn 3597 63.71 | lin_Latn 8.40 51.53
lit_Latn 28.36 55.20 | Imo_Latn | 28.16 61.42 | ltg Latn 12.63 55.58 | 1tz_Latn 35.99 65.84
lua_Latn 6.45 49.93 | lug_Latn 7.92 51.68 | luo_Latn 4.66 48.09 | lus_Latn 7.74  40.62
lvs_Latn 30.24 57.50 | mag_Deva | 21.31 59.37 | mai_Deva | 15.98 56.00 | mal Mlym | 16.31 55.22
mar_Deva | 18.50 56.44 | min_Latn | 17.83 61.81 | mkd_Cyrl | 35.93 65.21 | mlt_Latn 38.24 69.79
mni_Beng | 3.35 41.00 | mos_Latn | 4.07 41.80 | mri_Latn 16.36 53.46 | mya_Mymr | 3.52 46.61
nld_Latn | 28.29 48.10 | nno_Latn | 42.43 62.41 | nob_Latn 39.44 60.62 | npi_Deva 20.99 59.30
nso_Latn | 10.61 56.78 | nus_Latn 3.61 49.63 | nya_Latn 11.86 53.30 | oci_Latn 45.60 71.14
ory_Orya | 14.19 53.04 | pag_Latn | 1493 48.79 | pan_Guru | 21.52 59.82 | pap_Latn 39.13 68.55
pbt_Arab 9.16 51.80 | pes_Arab | 29.21 63.56 | plt_Latn 13.40 55.84 | pol_Latn 26.05 50.42
por_Latn 4532 67.64 | prs_Arab 29.57 64.31 | quy_Latn 5.16 38.41 | ron_Latn 38.90 62.75
run_Latn 8.75 49.24 | rus_Cyrl 31.17 58.97 | sag_Latn 427 44.78 | san_Deva 10.26 48.61
scn_Latn | 29.03 61.42 | shn_Mymr | 4.17 46.02 | sin_Sinh 448 49.37 | slk_Latn 34.61 59.74
slv_Latn 3191 56.46 | smo_Latn | 12.90 54.71 | sna_Latn 10.22 52.77 | snd_Arab 11.40 55.61
som_Latn | 11.78 56.63 | sot_Latn 10.85 56.56 | spa_Latn 27.10 50.19 | srd_Latn 29.21 63.24
srp_Cyrl 38.67 66.70 | ssw_Latn 9.08 53.04 | sun_Latn 20.81 61.58 | swe_Latn 44.43 67.44
swh_Latn | 36.36 70.61 | szl_Latn 30.86 62.58 | tam_Taml 12.73 54.97 | taq_Latn 5.11 40.81
taq_Tfng 242  49.72 | tat_Cyrl 10.59 49.60 | tel_Telu 15.88 56.35 | tgk_Cyrl 14.10 53.95
tgl_Latn 37.25 67.86 | tha_Thai 20.48 59.97 | tir_Ethi 2.58 45.77 | tpi_Latn 16.99 44.01
tsn_Latn 9.52 49.81 | tso_Latn 10.03 52.40 | tuk_Latn 13.67 50.77 | tum_Latn 7.19 44.40
tur_Latn 33.03 60.81 | twi_Latn 7.81 46.98 | tzm_Tfng 2.52 52.68 | vig_Arab 8.05 46.64
ukr_Cyrl 3390 63.83 | umb_Latn | 4.78 42.39 | urd_Arab 22.60 57.89 | uzn_Latn 17.65 51.93
vec_Latn | 35.76 64.59 | vie_Latn 29.38 64.75 | war_Latn 31.18 65.74 | wol_Latn 6.09 47.40
xho_Latn | 14.82 59.65 | ydd_Hebr | 20.34 70.65 | yor_Latn 7.98 50.36 | yue_Hant 24.66 52.89
zho_Hans | 23.80 54.52 | zho_Hant | 22.75 51.99 | zsm_Latn 37.47 67.79 | zul_Latn 14.61 60.45

Table 13: Comparison of COD against GPT-3.5-TURBO. Results in chrF++ for MT on the FLORES-200 dataset.
The best results are bolded and highlighted. We report on translating from the languages into English.

Language | GPT CoD | Language | GPT  CoD | Language

GPT CoD | Language | GPT  CoD | Language | GPT CoD

srp_Cyrl 2.08 4.84 kac_Latn 222 2.73 ckb_Arab 3.24 542 azb_Arab 3.92 443 tzm_Tfng 2.55 4.54
kon_Latn 8.33 11.27 tat_Cyrl 4.70 6.96 nso_Latn 3.86 7.12 sag_Latn 1.78 4.75 bak_Cyrl 2.32 3.19
shn_Mymr 3.49 5.15 lin_Latn 3.54 7.22 uig_Arab 7.80 8.46 hau_Latn 4.43 7.28 ibo_Latn 4.33 7.50
amh_Ethi 4.45 5.75 zul_Latn 4.73 7.11 bug_Latn 2.58 5.01 lao_Laoo 1.30 1.38 tso_Latn 5.83 10.96
kbp_Latn 241 5.51 tsn_Latn 4.15 6.76 smo_Latn 3.83 17.43 snd_Arab 3.55 5.84 hye_Armn 3.88 6.69
nya_Latn 3.75 6.57 sot_Latn 4.28 6.72 tgk_Cyrl 2.03 3.00 plt_Latn 2.35 4.38 kir_Cyrl 4.10 6.18

Table 14: Comparison of COD against TEXT-DAVINCI-003. Results in BLEU for MT on the FLORES-200
dataset. The best results are bolded and highlighted. We report on translating from the languages into English.
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Source Sentence Using ships to transport goods is by far the most efficient way to move large amounts of people
and goods across oceans.

Translate the following text from English into Central Kurdish with Arabic script: {Source
Sentence}

"transport" means "> il £, "efficient” means "«/_JS". "amounts" means "o\ »".
Translate the following text from English into Central Kurdish with Arabic script: {Source
Sentence}

"transport" means "s s £" means "le transport" means "Verkehr" means "transporte”.
"efficient" means "« _\s" means "efficaces" means "effizient" means "eficiente". "amounts”
means "JSe_x" means "Les montants" means "Betréage" means "Montantes".

Translate the following text from English into Central Kurdish with Arabic script: {Source

Sentence}

Target Sentence S VIS 5 SIa (5555 g0k 3 o st S 30 iy 0 i s Linalh 6 Jag sS 5o il € 3y S ki Sy
Ol 58 35

Standard GPT4 S 5550 alo gl 5 ailadias 555 (s A4 (laeds Ay AiaS i iS4y
Output

BLEU=4.81,

chrF++=38.75

Bilingual Dictionary OISl 5 s e I VIS 5 llea S0 555 0 0 (5 condiin 52 oK) ol S YIS (oo i) £ 5 484 5S i Sy
CoD Output

BLEU=5.09,

chrF++=48.52

CoD Output OISL Al YIS 5 SIA (5 )55 48Ss 2 (0 st S 32 el IS (5180 0l YIS (0 st S 3o S liia JlSa
BLEU=27.85,
chrF++=67.47

Source Using ships to transport goods is by far the most efficient way to move large amounts of people
Sentence and goods across oceans.

Standard GPT4 Back | The use of ships for production has been increasingly documented in the islands.
BLEU=2.33,
chrF++=40.33

Bilingual CoD Back The use of the bubble to transport cargo is the most efficient way to implement the large
BLEU=27.79, amounts of people and cargo on the surface of the oceans.
chrF++=74.31

CoD Back The use of ships to transport goods is the most efficient way to large amounts of
BLEU=49.73, people and goods on the seas.
chrF++=81.74

Figure 4: A case study on translating from English into Central Kurdish with Latin script using GPT-4 throughout
the cases. We evaluate the results on BLEU and chrF++. We highlight in green the words translated wrong by
baselines but translated correctly by CoD, even if the words are not presented in the multilingual dictionary chains.
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Source Sentence There's a tradition to pass the Easter night awake at some exposed point to see the sunrise.
Translate the following text from English into Central Kurdish with Arabic script: {Source
Sentence}
"tradition" means "cu A" . "exposed” means "ssiAS_4" \n "sunrise" means "cgada A"
Translate the following text from English into Central Kurdish with Arabic script: {Source
Sentence}
"tradition" means "<u 4" means "tradition" means "Tradition" means "tradicdo". "exposed"
means "5 #S 4" means "exposés" means "ausgesetzt" means "expostos". "sunrise" means
"cuds 33" means "le lever du soleil" means "Sonnenaufgang" means "Sol nascente".
Translate the following text from English into Central Kurdish with Arabic script: {Source
Sentence}
Target Sentence YA A i G 1SSl A (G 4l o g8y 40 i (5 4 1A s S
Standard GPT3.5 A A a8 (U (SR 53 5008 55l s S el 4 i o Ry pda 05 st Sy sl
Output Ssshad U530
BLEU=2.35,
chrF++=43.23
Bilingual Dictionary A Sy 0 53 S G S S iala R S 4 o ey sl (33 S pledi (55548
CoD Output
BLEU=2.91,
chrF++=43.23
CoD Output e 3a i s SAS A Ay 0 s el (KA (Sl S g0 sl A8 G Ay A Sl
BLEU=7.66,
chrF++=59.60
Source Sentence There's a tradition to pass the Easter night awake at some exposed point to see the sunrise.
Standard GPT3.5 There was a court of law, and in particular the presence of some of the most learned writings of
Back the people, which were read in the course of the day or night.
BLEU=1.13,
chrF++=57.74
Bilingual CoD Back The step of the eclipse of the moon by night, the sun rises by night, has the connotations of a
BLEU=2.18, traditional experiment.
chrF++=55.57
CoD Back There are some traditions for the return of the night special people from Taxairat S elerae] to
BLEU=8.65, see the sun rise.
chrF++=65.67

Figure 5: A case study on translating from English into Central Kurdish with Latin script using GPT-3.5 throughout
the cases. We evaluate the results on BLEU and chrF++. We highlight in green the words translated wrong by
baselines but translated correctly by CoD, even if the words are not presented in the multilingual dictionary chains.
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