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Abstract

Minimal pairs are a well-established approach
to evaluating the grammatical knowledge of lan-
guage models. However, existing resources for
minimal pairs address a limited number of lan-
guages and lack diversity of language-specific
grammatical phenomena. This paper intro-
duces the Russian Benchmark of Linguistic
Minimal Pairs (RuBLiMP), which includes
45k pairs of sentences that differ in grammat-
icality and isolate a morphological, syntactic,
or semantic phenomenon. In contrast to ex-
isting benchmarks of linguistic minimal pairs,
RuBLiMP is created by applying linguistic
perturbations to automatically annotated sen-
tences from open text corpora and decontam-
inating test data. We describe the data collec-
tion protocol and present the results of evalu-
ating 25 language models in various scenar-
ios. We find that the widely used LMs for
Russian are sensitive to morphological and
agreement-oriented contrasts, but fall behind
humans on phenomena requiring the under-
standing of structural relations, negation, transi-
tivity, and tense. RuBLiMP, the codebase, and
other materials are publicly available.

1 Introduction

Acceptability judgments are the main empirical
test in generative linguistics for assessing humans’
linguistic competence and language acquisition
(Chomsky, 1965; Schütze, 1996). One of the well-
established approaches to judging a sentence’s ac-
ceptability is a forced choice between minimal
pairs of sentences, where a native speaker is ex-
pected to prefer a grammatical sentence to an un-
grammatical one, as in Example 1.

(1) a. The cat is on the mat. (grammatical)
b. *The cat are on the mat. (ungrammatical)

* Equal contribution.
† Work is partially done while at HSE University.

Language Size # Paradigm Method

BLiMP English 67k 67 Dictionary & templates
CLiMP Chinese 16k 16 Translation & templates
JBLiMP Japanese 331 39 Extract from articles
SLING Chinese 38k 38 UD Treebank & templates
NoCoLAzero Norwegian 99.1k 11 Extract from an L2 corpus
DaLAJ Swedish 4.8k 4 Extract from an L2 corpus

LINDSEA Indonesian 380 38
Expert-written min. pairs

Tamil 200 20

CLAMS

English 153.5k 13

Translation & templates
French 49.3k 7
German 47.8k 7
Hebrew 40.8k 7
Russian 40.1k 7

RuBLiMP Russian 45k 45
Open text corpora, rules,
automatic UD annotation,
pretraining data detection

Table 1: Comparison of benchmarks of linguistic mini-
mal pairs for different languages: BLiMP (Warstadt
et al., 2020), CLiMP (Xiang et al., 2021), JBLiMP
(Someya and Oseki, 2023), SLING (Song et al., 2022),
NoCoLAzero (Jentoft and Samuel, 2023), DaLAJ (Volo-
dina et al., 2021), LINDSEA (Leong et al., 2023),
CLAMS (Mueller et al., 2020), and RuBLiMP (ours).

The paradigm of minimal pairs has been widely
adopted for evaluating the grammatical knowledge
of language models (LMs) across various linguis-
tic phenomena (Linzen et al., 2016; Marvin and
Linzen, 2018; Wilcox et al., 2018; Warstadt et al.,
2019, 2020). The evaluation design implies that an
LM assigns a higher probability to the grammatical
sentence than the ungrammatical one if it is sensi-
tive to the isolated phenomenon. Over the last few
years, a broad range of LMs has been analyzed via
this paradigm in typologically diverse languages,
except for Russian (e.g., Hartmann et al., 2021;
Pérez-Mayos et al., 2021; Leong et al., 2023).

This paper introduces the Russian Benchmark
of Linguistic Minimal Pairs (RuBLiMP), which
consists of 45 datasets, each including 1k minimal
pairs. Our benchmark covers morphological, syn-
tactic, and semantic phenomena well-represented
in Russian theoretical linguistics. In contrast to
existing benchmarks of linguistic minimal pairs
(see Table 1), RuBLiMP is created by (i) extracting
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Figure 1: Overview of the RuBLiMP’s minimal pair generation approach. Example: Vpervye kosmonavt spal v
nevesomosti “For the first time an astronaut slept in zero gravity”. (a) Extract sentences from publicly available
corpora of Wikipedia texts, news articles, and books. (b) Annotate each extracted sentence in the Universal
Dependencies scheme (Nivre et al., 2017) with a multidomain morphosyntactic parser for Russian (Anastasyev,
2020). (c) Search the dependency trees for specific lexical units and linguistic structures and apply expert-written
perturbation rules to create a pool of minimal pairs for a target paradigm. (d) Compute MIN-K% PROB (Shi et al.,
2023) for each grammatical sentence in the pool using a set of LMs. Select t (the threshold for the maximum
MIN-K% PROB value), which allows to find an intersection of 1k minimal pairs between the LMs. The minimal
pairs in the intersection contain grammatical sentences that are not detected as the LMs’ pretraining examples.

sentences from open text corpora across multiple
domains, (ii) annotating the sentences with one of
the state-of-the-art multidomain morphosyntactic
parsers, (iii) creating minimal pairs by perturbing
the annotated sentences with expert-written rules,
and (iv) discarding the pairs if the grammatical sen-
tence is detected as a pretraining corpus example
for at least one of 25 widely used LMs for Russian.
Our method allows for generating minimal pairs
at scale and ensures high customizability w.r.t. do-
main, dataset size, and LMs. Validating RuBLiMP
by 20 native speakers with a background in lin-
guistics confirms that the generated minimal pairs
unambiguously isolate the target phenomenon and
contrast in grammaticality.

Our main contributions are: (i) we create
RuBLiMP, the first diverse and large-scale bench-
mark of minimal pairs in Russian, (ii) we conduct
ablation studies to analyze the effect of pretraining
data decontamination on the model performance,
(iii) we evaluate 25 monolingual and cross-lingual
Transformer LMs (Vaswani et al., 2017) and crowd-
sourcing workers, (iv) we release RuBLiMP1, our
codebase2, and all data collection, data annotation,
and other materials.

1hf.co/datasets/RussianNLP/rublimp
2github.com/RussianNLP/RuBLiMP

2 RuBLiMP

Figure 1 outlines our approach to generating min-
imal pairs for RuBLiMP, which includes the fol-
lowing stages: sentence extraction and annotation
(§2.1), minimal pair generation (§2.2) and curation
(§2.4). Our framework allows the user to customize
each component and provides the foundation to mit-
igate the limitations of static benchmarks (Bowman
and Dahl, 2021) through continuous generation of
minimal pairs for a domain of interest and decon-
taminating the data for specific Russian LMs.

2.1 Corpora Annotation

Sentence Extraction Three open text corpora
are used as the source of grammatical sentences:
Wikipedia3, Wikinews4, and Librusec, a collec-
tion of digitalized Russian books (Panchenko et al.,
2017). We extract articles from Wikipedia and
Wikinews using WikiExtractor (Attardi, 2015) and
literary texts from Librusec using corus5. Next,
we segment the documents into sentences and tok-
enize the sentences with the help of natasha6. We
filter out the sentences based on the number of to-

3dumps.wikimedia.org/ruwiki/latest
4dumps.wikimedia.org/ruwikinews/latest
5github.com/natasha/corus
6github.com/natasha/natasha
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kens (6-to-50) and shallow heuristics to avoid the
sentence segmentation errors.

Sentence Annotation Each extracted sentence is
annotated in the Universal Dependencies scheme
(Nivre et al., 2017) with a multidomain morphosyn-
tactic parser for Russian (Anastasyev, 2020).

2.2 Minimal Pair Generation

We search the dependency trees for specific lex-
ical units and linguistic structures and edit them
using expert-written perturbation rules to create a
pool of minimal pairs for a target paradigm (§2.3).
Our rules are written by three authors of this paper
(native Russian computational linguistics) based
on theoretical works on Russian morphology, syn-
tax, and semantics. Each set of rules undergoes a
peer-review stage by one of the authors. Below, we
provide a general description of the minimal pair
generation procedure, which involves four main
edit operations: addition, replacement, swapping,
and movement. These operations ensure the equal
length of the grammatical and ungrammatical sen-
tences. The implementation details and a complete
list of the literature are documented in Appendix B.

Morphology Our morphological perturbations
violate the principles of the affix order (Greenberg,
1963; Reynolds, 2013) and properties of inflec-
tional classes. We introduce derivational and inflec-
tional errors using pymorphy27 (Korobov, 2015),
morphological dictionaries (Bocharov et al., 2013)
available in pymorphy2, and word formation dic-
tionaries (Bolshakova and Sapin, 2021).

Syntax Here, we corrupt adpositional and ver-
bal government, negative concord rules, and agree-
ment in number, gender, person, or case (Testelets,
2001). We search for a word from curated lists or
with specific morphosyntactic features in relevant
syntactic constructions and move it to a different
constituent or change its form using pymorphy2.
We consider various types of the subject (a noun
phrase, genitive, and clause) and additional con-
texts with attractors, which introduce contextual
ambiguity in the ungrammatical sentence.

Semantics Our semantic perturbations alter the
verb’s argument structure and introduce temporal
and aspectual violations across the entire sentence.

7A rule-based morphological analyzer, which allows for
inflecting a word w.r.t. a given set of grammatical features
and searching a word and its grammatical properties in the
supported dictionaries.
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Figure 2: Distribution of phenomena in RuBLiMP.

(Hopper and Thompson, 1980; Paducheva, 2010).
We search for a word or phrases with certain mor-
phosyntactic features (e.g., a transitive verb) and
semantic properties using a manually curated list
of temporal markers and word co-occurrence and
semantic dictionaries from the Russian National
Corpus (Savchuk et al., 2024).

2.3 Phenomena

RuBLiMP includes 45 minimal pair types or
paradigms, each containing 1k minimal pairs. All
paradigms are grouped into 12 phenomena (see
Figure 2), which are well represented in Russian
theoretical and corpus linguistics. We provide a
minimal pair example for each paradigm in Ap-
pendix A and describe each phenomenon below.
• WORD FORMATION: uninterpretable combina-

tions of derivational affixes and violation of verb
prefix stacking rules.

• WORD INFLECTION: incorrect use of declension
affixes or verb conjugation endings.

• GOVERNMENT: incorrect use of a word gov-
erned by a nominalization, preposition, or verb.

• SUBJECT-PREDICATE AGREEMENT: violations
of the subject-predicate agreement w.r.t. number,
gender, person, or case. We include more com-
plex agreement violation contexts with attractors.

• ANAPHOR AGREEMENT: incorrect agreement
between an anaphoric relative pronoun and its
antecedent in number or gender.
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• NOUN PHRASE AGREEMENT: agreement vio-
lation between the head of a noun phrase and
its modifiers, such as adjectives and determiners,
w.r.t. number, gender, or case.

• FLOATING QUANTIFIER AGREEMENT: lack of
number, gender, or case agreement between a
floating quantifier and a noun.

• REFLEXIVES: incorrect use of a reflexive pro-
noun in constructions with an external possessor.

• NEGATION: negative particle movement and in-
appropriate use of negative and indefinite pro-
nouns.

• ARGUMENT STRUCTURE: violations of the an-
imacy requirement for a transitive verb’s argu-
ments via the replacement of a subject, direct
or indirect object, and predicate in the active or
passive voice.

• ASPECT: incorrect use of perfective verbs in con-
texts with semantics of duration and repetition
and in negative constructions with deontic verbs.

• TENSE: incorrect choice of (i) a single or con-
joined verb form in a sentence with temporal
adverbial (an adverb or a noun phrase) and (ii)
a temporal adverbial in a sentence with a tense-
marked verb.

2.4 Minimal Pair Curation
Detecting pretraining data helps measure test data
contamination and becomes a necessary component
of the evaluation design (Brown et al., 2020; Gao
et al., 2023). In our work, we employ a pretrain-
ing data detection method as a filtering stage when
creating RuBLiMP. In particular, we use MIN-K%
PROB (Shi et al., 2023), which relies on the hy-
pothesis that a pretraining example is less likely
to include outlier tokens with low probability com-
pared to a non-pretraining example. The main idea
is to compute the average log-likelihood of K%
tokens with minimum probability and determine
a threshold t used to classify an example as pre-
training or non-pretraining. MIN-K% PROB does
not require an access to an LM’s pretraining corpus
and is highly efficient for scoring-based evaluation,
since both MIN-K% PROB and a sentence’s proba-
bility are computed via a single forward pass.
We compute MIN-K% PROB for each grammati-
cal sentence in a pool of generated minimal pairs
using 25 LMs described in §3. For each paradigm,
we then run a grid search for t, which allows to
find an intersection of 1k minimal pairs between

all LMs. The minimal pairs in the intersection con-
tain unique grammatical sentences, which are not
detected as pretraining examples for any LM8. We
conduct ablation studies on choosing K% in §4.

2.5 Human Validation
Annotation Design We conduct an in-house hu-
man validation to verify that the generated minimal
pairs unambiguously isolate a target phenomenon
and illustrate a grammaticality contrast. We cre-
ate a team of 20 undergraduate BA and MA stu-
dents in fundamental and computational linguistics
from several Russian universities. We collaborate
closely with the students over the course of the
annotation project and maintain communication
in a group chat. Our project includes a training
phase and a main annotation phase. Each student
is given detailed annotation guidelines available
at any time during both annotation phases. We
train the students to perform the task on 10 exam-
ples with explanations and ensure that their training
performance is above 70% (Nangia and Bowman,
2019). The main annotation phase counts 2,350
examples (50 minimal pairs per paradigm). Each
student receives a page with 5 minimal pairs, one
of which is a honeypot example9. The pay rate
is on average $20/hr, the minimum response time
per page is 25 seconds, and the average honeypot
performance exceeds 75%. A shortened version of
the guidelines and an example of the web interface
are in Appendix C.1.

Vote Aggregation The students’ votes are ag-
gregated with the Dawid-Skene method (Dawid
and Skene, 1979) using Crowd-Kit (Ustalov et al.,
2024). We compute the inter-annotator agree-
ment using the Worker Agreement with Aggregate
(WAWA) coefficient (Ning et al., 2018), which in-
dicates the average fraction of the annotators’ votes
that agree with the aggregated vote for each pair.

8We limit the maximum number of the generated minimal
pairs for each paradigm to 350k. If the threshold search allows
us to find more than 1k pairs in the LMs’ intersection, we
downsample the decontaminated pairs to 1k in a stratified
fashion w.r.t. domain, length, and paradigm-specific features.

9Honeypot examples are a standard practice to estimate
the annotation quality (Ustalov et al., 2024). Three authors of
this paper prepare 250 honeypot minimal pairs by manually
labelling the generated pairs as “positive” and “negative”. Var-
ious inconsistencies are manually introduced to balance the
number of “negative” examples, such as violation of several
phenomena, perturbing multiple sentence units, or usage of
ambiguous word forms. An annotator labels a honeypot ex-
ample without knowing the ground truth label, and then the
annotator’s labels are compared against the authors’ labels in
order to measure the annotator’s performance.
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Paradigm % WAWA

WORD FORMATION 95.77 92.83
WORD INFLECTION 95.33 93.90
GOVERNMENT 91.83 91.84
SUBJECT-PREDICATE AGREEMENT 95.87 92.46
ANAPHOR AGREEMENT 94.06 93.00
NOUN PHRASE AGREEMENT 96.50 94.33
FLOATING QUANTIFIER AGREEMENT 97.28 92.37
REFLEXIVES 100.0 96.50
NEGATION 93.33 92.60
ARGUMENT STRUCTURE 93.51 89.94
ASPECT 95.28 92.97
TENSE 93.79 92.10
AVERAGE 94.35 92.51

Table 2: The ratio of plausible minimal pairs (%) by phe-
nomenon and per-phenomenon WAWA inter-annotator
agreement rates.

Results We report the per-phenomenon results in
Table 2 and per-paradigm results in Table 7 (see
Appendix C.2). Overall, we observe a high ratio
of plausible minimal pairs (94.35%), with more
than 85% of correctly generated pairs for most of
the paradigms. The average IAA as measured by
WAWA is 92.5, indicating a strong agreement.

2.6 General Statistics

The RuBLiMP’s general statistics are summarized
in Table 3 and compared with the Russian subset of
CLAMS (Mueller et al., 2020), a pattern-generated
benchmark for subject-predicate agreement.

Length and Frequency We compute the ratio
of high-frequency tokens in the grammatical sen-
tences as follows. We divide the number of tokens
whose number of instances per million in our cor-
pus (§2.1) is ≥ 1 by the sentence length in tokens.
The sentences contain on average 11.3 tokens and
87.4% of high-frequency tokens. In CLAMS, the
sentences are shorter on average (7.55 tokens) and
similar in terms of the high-frequency tokens ratio
(86.3%). We also observe that the overall number
of unique tokens in CLAMS’s 40.1k grammatical
sentences is 126, which indicates its low lexical
diversity. In contrast, RuBLiMP’s subset for the
syntactic phenomena counts 57.9k unique tokens.

Syntactic Diversity We compute the dependency
tree depth and the number of unique POS 5-
grams and syntactic patterns at the benchmark- and
sentence-level. The sentences vary in terms of the
word order, with the number of unique POS 5-
grams ranging between 18.9k (morphology) and
50k (syntax). The average tree depth in RuBLiMP
is 4.18, and there are 24.6k unique syntactic pat-

RuBLiMP CLAMSMorphology Semantics Syntax Overall

Benchmark-level

# Pairs 6k 11k 28k 45k 40k
# Patterns 3,9k 7,4k 15,9k 24,6k 70
Pattern Frequency 1.52 1.48 1.76 1.82 573.1
# Unique Tokens 20.7k 33.8k 57.9k 86.5k 126
# POS 5-Grams 18,9k 30,9k 50k 64,9k 99

Sentence-level

Frequency (%) 86.6 88.9 87.0 87.4 86.3
Depth 4.02 4.41 4.12 4.18 2.94
# Tokens 10.46 12.23 11.14 11.31 7.55
# POS 5-Grams 6.46 8.23 7.14 7.31 3.56

Table 3: Benchmark- and sentence-level general statis-
tics in comparison with CLAMS.

terns, with the average pattern frequency of 1.82
(see Appendix D). Comparing RuBLiMP’s mini-
mal pairs for the syntactic phenomena to CLAMS,
we find that CLAMS has significantly less variety,
with 70 unique syntactic patterns, and their average
frequency of 573.1. The number of unique POS
5-grams and average tree depth are smaller: 99 and
2.94, respectively. This confirms that utilizing open
text corpora promotes high linguistic diversity. We
report the CLAMS’s manual analysis results in §6.

3 Experimental Setup

Model Source Size Corpus

Encoder-only LMs

ruBERT-base
Zmitrovich et al. (2024)

178M
Wikipedia, news

ruBERT-large 427M

ruRoBERTa Zmitrovich et al. (2024) 355M Wikipedia, news, books

distil-MBERT Sanh et al. (2019) 134M
Wikipedia

MBERT Devlin et al. (2019) 177M

XLM-Rbase Conneau et al. (2020)
279M

C4
XLM-Rlarge 560M

RemBERT Chung et al. (2021) 575M Wikipedia
MDeBERTa He et al. (2022) 276M C4

Decoder-only LMs

ruGPT-small
Zmitrovich et al. (2024)

125M
Wikipedia, C4, news, booksruGPT-medium 355M

ruGPT-large 760M

ruGPT-3.5-13B N/A 13B Wikipedia, news, books, other

SambaLingo Csaki et al. (2023) 7B CulturaX

mGPT-1.3B
Shliazhko et al. (2024)

1.3B
Wikipedia, C4

mGPT-13B 13B

bloom-1b7
Scao et al. (2023)

1.7B
ROOTSbloom-3b 3B

bloom-7b1 7.1B

xglm-1.7B
Lin et al. (2022)

1.7B
C4xglm-4.5B 4.5B

xglm-7.5B 7.5B

Llama-7b
Touvron et al. (2023)

7B
Web corpora

Llama-13b 13B

Mistral Jiang et al. (2023) 7B Web corpora

Table 4: The LMs used in our work. Corpora references:
C4 (Raffel et al., 2020), CulturaX (Nguyen et al., 2024),
and ROOTS (Laurençon et al., 2022).

Language Models Table 4 summarizes a broad
range of 25 pretrained decoder- and encoder-
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Figure 3: ∆-scores (↓) for each LM and K% ∈ {30, 40, 50, 60}. All values are in %.

only LMs used in our work and accessed via
Transformers (Wolf et al., 2020). Each LM is
used in our MIN-K% PROB ablation studies (§4)
and empirical evaluation experiments in monolin-
gual (§5) and cross-lingual scenarios (§6).

Method The sentences in a minimal pair are
ranked based on their perplexity (PPL) or pseudo-
perplexity (PPPL). The PPL of a sentence s is
inferred with a decoder-only LM as Equation 1,
where |s| is the sentence length in tokens and Θ
denotes the LM’s parameters.

PPL(s) = exp(− 1

|s|

|s|∑

i=0

logPΘ(xi|x<i)) (1)

The PPPL (Salazar et al., 2020) is computed
with an encoder-only LM as in Equation 2.
Each token xj in s is masked out and pre-
dicted based on the past and future tokens x\i =
(x1, . . . , xi−1, . . . , xi+1, . . . , x|s|).

PPPL(s) = exp(− 1

|s|

|s|∑

i=0

logPΘ(xi|x\i)) (2)

Human Baseline We establish the human base-
line on 5% of RuBLiMP (2,350 pairs; 50 pairs per
paradigm) using ABC10, a crowdsourcing platform.
Each of the 144 hired workers is certified as a native
Russian speaker and paid $15/hr on average. The
annotation task is to select a grammatical sentence
in a given pair (see Appendix E). The sentences
in a pair are randomly shuffled. We use 10 train-
ing and 100 honeypot examples and aggregate the
votes using the Dawid-Skene method. The average
response time per one pair is 10 seconds, and the
average honeypot performance exceeds 90%.

4 MIN-K%: Ablation Studies

We begin with ablation studies on the effect of the
minimal pair curation stage and the hyperparam-

10Available only in Russian: elementary.center

eter K% ∈ {30, 40, 50, 60}. For each paradigm
in RuBLiMP, (i) we randomly sample 1k gener-
ated minimal pairs and evaluate the LMs to get the
reference scores (the accuracy scores are averaged
over 100 runs), and (ii) decontaminate the gener-
ated minimal pairs through a greed search for t
and select 1k pairs with the maximum MIN-K%
PROB as described in §2.4 and evaluate the LMs’
performance. We then compute the ∆-score be-
tween (i) and (ii) for each LM, which measures
the performance drop when using MIN-K% PROB

with certain K%.

Higher K% is More Effective Figure 3 shows
that MIN-K% PROB ensures adversarial filtering
of the pool of generated minimal pairs. In general,
the higher K% value, the lower the ∆-score for
most LMs. We find that the overall performance
can drop from 2.9% to 12% and the ∆-score can
depend on the model size (e.g., ruGPT, bloom, and
Llama-2). However, the ∆-scores for RemBERT and
MDeBERTa are positive; we relate it to the fact that
these LMs perform close to random guessing on
RuBLiMP (§5) and other related benchmarks (§6).
We select K% of 60 to create RuBLiMP.

5 Results on RuBLiMP

This section describes the empirical evaluation
results on RuBLiMP. We report the results by
phenomenon in Table 5 and by paradigm in Ap-
pendix F. Overall, we find that the best performing
and the largest monolingual LM (ruGPT-3.5-13B)
still falls short compared to humans, whose perfor-
mance exceeds 95% on all RuBLiMP’s paradigms.
Analyzing the results for the monolingual and mul-
tilingual LMs, we observe that the former gen-
erally perform better, and the latter can achieve
the random baseline performance (e.g., RemBERT,
MDeBERTa, xglm-1.7B). We evaluate the multilin-
gual LMs on five related BLiMP-style benchmarks
to explore this behavior in more detail (§6). Below,
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Model WORD FORM.

WORD INFL.

GOVERNMENT

SUBJ.-P
RED. AGR.

ANAPHOR AGR.

NP AGR.

FLOAT. QUANT. AGR.

REFLEXIVES

NEGATION

ARG. STRUCTURE

ASPECT

TENSE
AVERAGE

ruBERT-base 81.90 84.87 90.72 91.16 85.90 83.57 91.40 78.70 77.77 88.52 96.07 87.17 86.48
ruBERT-large 82.83 86.03 90.66 91.43 86.35 84.70 91.23 81.00 82.13 89.20 96.47 88.17 87.52
ruRoBERTa 89.67 91.63 96.68 93.62 95.60 88.83 96.17 91.10 89.83 91.64 97.20 92.40 92.86
ruGPT-small 88.53 91.57 92.94 90.33 94.30 95.33 87.63 83.20 73.17 88.82 93.93 84.30 88.67
ruGPT-medium 91.77 86.37 94.88 91.57 95.90 97.37 96.17 79.90 80.53 91.98 95.60 88.70 90.89
ruGPT-large 89.23 91.37 94.58 91.51 95.80 96.77 90.83 87.80 78.60 92.24 95.53 87.03 90.94
ruGPT-3.5-13B 94.33 95.20 97.10 96.12 97.05 98.47 98.17 94.70 87.53 96.34 97.77 95.37 95.68
SambaLingo 79.87 85.73 89.20 80.85 92.95 89.83 90.43 96.20 77.63 82.74 87.40 80.47 86.11

distil-MBERT 83.97 79.63 70.84 75.90 52.35 79.43 83.13 56.00 75.27 55.88 59.47 55.83 68.98
MBERT 88.83 84.63 78.88 80.37 86.35 87.07 82.77 52.90 66.30 61.22 59.77 52.70 73.48
XLM-Rbase 88.57 90.57 88.42 87.55 91.85 92.67 92.97 69.90 72.50 75.48 81.57 74.67 83.89
XLM-Rlarge 88.80 91.03 90.52 87.73 93.15 94.37 93.07 79.10 80.67 81.30 87.70 79.77 87.27
RemBERT 51.40 54.70 48.90 49.77 32.05 51.17 62.63 45.30 51.17 49.28 52.40 52.20 50.08
MDeBERTa 52.57 43.63 47.50 36.77 75.35 41.03 37.43 40.20 43.57 41.90 44.10 53.53 46.47
mGPT-1.3B 94.37 95.97 89.64 87.69 92.15 94.20 85.13 82.50 67.80 79.94 85.43 79.53 86.20
mGPT-13B 94.53 95.53 92.08 88.75 94.35 95.33 88.50 85.60 68.27 84.46 87.70 83.03 88.18
bloom-1b7 86.10 89.70 67.86 85.55 69.75 79.10 66.87 13.10 65.20 53.78 54.67 68.87 66.71
bloom-3b 89.53 90.23 71.44 86.66 65.85 81.10 68.33 19.30 67.83 54.22 51.13 72.30 68.16
bloom-7b1 88.90 91.87 73.62 88.91 73.10 84.63 75.37 23.30 68.40 57.64 55.07 77.43 71.52
xglm-1.7B 37.70 45.03 51.72 44.26 65.70 61.57 47.23 64.10 54.63 38.20 75.27 51.93 53.11
xglm-4.5B 92.40 92.17 87.96 82.70 92.80 92.70 91.30 82.90 73.97 82.62 90.47 80.57 86.88
xglm-7.5B 92.80 93.43 88.46 83.75 93.45 93.70 91.03 90.80 74.43 83.12 90.27 82.37 88.13
Llama-7b 94.70 90.83 85.20 89.45 48.35 89.23 72.10 84.80 72.40 79.96 81.20 81.93 80.85
Llama-13b 95.83 93.50 88.50 91.23 56.00 91.53 76.97 89.00 74.00 83.08 85.50 85.63 84.23
Mistral 96.87 95.00 88.16 92.99 72.10 93.20 87.83 32.40 72.40 83.28 86.60 88.13 82.41

Human 100.0 99.33 98.80 98.53 98.0 98.67 99.33 98.00 100.0 100.0 100.0 99.33 98.62

Table 5: The average accuracy scores (%) of the 25 LMs and human baseline by phenomenon. Random baseline is
50%. The monolingual and multilingual LMs are separated by a line.

we discuss our findings from the perspective of the
LM size, phenomenon, domain, and length.

Larger ̸= Better We find that smaller LMs
can outperform or perform on par with larger
LMs. In particular, ruGPT-medium performs close
to ruGPT-large on average, while ruBERT-base
& ruBERT-large, xglm-4.5B & xglm-7.5B, and
mGPT-1.3B & mGPT-13B perform on par on certain
phenomena (e.g., WORD FORMATION, ANAPHOR

AGREEMENT, and TENSE). This finding aligns
with Warstadt et al. (2020); Song et al. (2022).

Higher Sensitivity to Local Edits The LMs are
robust to local perturbations for WORD INFLEC-
TION and WORD FORMATION. We observe that
the LMs can perform on par with humans in identi-
fying an incorrect order of the verb prefixes. The

presence of a modifier helps the LMs resolve an in-
correct word’s declension, improving the accuracy
by up to 5% (e.g., ruBERT, ruGPT, and mGPT).

Lower Sensitivity to Structural Relations The
LMs achieve lower performance on the structural
phenomena (Reinhart, 2016). The behavior is more
pronounced for the multilingual LMs, which fall be-
hind humans by up to 40% on ANAPHOR AGREE-
MENT and 45% on REFLEXIVES.

LMs Struggle with Negative Pronouns NEGA-
TION is one of the challenging phenomena in
RuBLiMP. In particular, most LMs are least sensi-
tive to the replacement of a negative pronoun with
an indefinite one (see Appendix F), which requires
understanding of the pronoun licensing conditions
(e.g., On nikogda/∗kogda-nibud’ ne hodit v teatr
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Figure 4: Results on RuBLiMP for the monolingual LMs per domain grouped by seven quintiles of the length.

“He never/∗ever goes to the theatre”). However,
the LMs distinguish well between the sentences
without a negative particle ne “not” where an indef-
inite pronoun is replaced with a negative one (e.g.,
Petr kogda-to/∗nikogda byl v Moskve “Petter was
once/∗never in Moscow”).

Attractors Confuse LMs Analyzing the effect
of the attractor presence (see Appendix B.2 for
details), we observe that the LMs’ performance
can drop by up to 10% on SUBJECT-PREDICATE

AGREEMENT if an attractor is added (see Ap-
pendix F; e.g., bloom, SambaLingo, and mGPT).

LMs are Less Sensitive to Tense Another find-
ing is that the LMs struggle to identify a violated
tense form of a single verb, with the accuracy rang-
ing between the random guessing (xglm-1.7B) to
90.7% (ruGPT-3.5-13B). However, having a con-
joined verb increases the performance by up to
17.3% (mGPT-1.3B), which indicates that the LMs
utilize the context reliably.

Effect of Length & Domain We estimate the
effect of length per domain by dividing RuBLiMP
into 7 length groups of equal size. The results for
the monolingual and multilingual LMs are in Fig-
ure 4 and Figures 5-6 (Appendix F), respectively.
While human performance is consistent, the LMs’
performance improves as the length increases. The
first length groups (6-10 tokens) contain pairs re-
lated to the most challenging phenomena for the
LMs (syntax: NEGATION, REFLEXIVES; seman-
tics: ARGUMENT STRUCTURE, ASPECT). We find
that some LMs are more domain-sensitive (e.g.,
SambaLingo, ruGPT), while others receive similar
scores (e.g., ruGPT-3.5, XLMR).

6 Multilingual Analysis

To analyze the multilingual LMs in more detail,
we evaluate their sensitivity to linguistic phenom-

ena in six benchmarks: BLiMP, CLiMP, SLING,
JBLiMP, CLAMS, and RuBLiMP (see Table 1 for
statistics). We detail the experimental setup and
empirical evaluation results in Appendix G and
outline our key findings here. (i) no single LM
performs consistently well in all languages, (ii) the
LMs’ performance for AGREEMENT in a given
language depends on the benchmark, and the ∆-
scores between the benchmarks can be up to 15%
for English, 20% for Chinese, and 35% for Russian,
and (iii) the manual analysis of CLAMS reveals its
concerning quality: 20% of Russian minimal pairs
are semantically implausible, 15% do not isolate a
phenomenon, and 5% contain repetitive text (a na-
tive Russian speaker will unlikely say or write this
way). Besides, there are only 126 unique tokens in
the 40.1k grammatical sentences, which limits the
sentence diversity. These findings raise the need
for a more detailed comparison of LMs on peer-
reviewed evaluation resources and their additional
validation, which aligns with Song et al. (2022).

7 Related Work

Evaluating Russian LMs’ Grammatical Knowl-
edge Earlier studies introduce mono- and mul-
tilngual probing suites to explore how the LMs’
representations encode Russian grammatical phe-
nomena, ranging from a word’s part of speech to
gapping (e.g., Ravishankar et al., 2019; Şahin et al.,
2020; Mikhailov et al., 2021; Choenni and Shutova,
2022; Serikov et al., 2022). RuCoLA (Mikhailov
et al., 2022) includes expert-written and machine-
generated (un-)acceptable sentences and aims to
test the LM’s linguistic competence via supervised
acceptability classification. Our work extends the
direction of evaluating Russian LM’s grammatical
knowledge and focuses on unsupervised acceptabil-
ity judgments over linguistic minimal pairs.
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Benchmarks of Linguistic Minimal Pairs The
idea of discriminating between linguistic minimal
pairs has gained visibility in NLP due to its sev-
eral advantages, such as controlling the sentences’
length and lexical units and providing a local view
of an LM’s decision boundary (Lau et al., 2017;
Warstadt and Bowman, 2022). With the creation of
BLiMP (Warstadt et al., 2020), similar resources
have been proposed to evaluate LMs’ acquisition
of grammatical phenomena in languages other than
English (see Table 1). In contrast to these bench-
marks, RuBLiMP cover diverse phenomena in Rus-
sian morphology, syntax, and semantics beyond
subject-verb agreement in CLAMS and includes
pairs generated from naturally occurring and de-
contaminated sentences across three domains.

8 Conclusion and Future Work

This work introduces RuBLiMP, the first large-
scale multidomain benchmark of 45k minimal pairs
for the Russian language. RuBLiMP covers 45 min-
imal pair types grouped into 12 linguistic phenom-
ena in morphology, syntax, and semantics. The
RuBLiMP creation approach ensures the linguis-
tic diversity and high quality of the minimal pairs
and minimizes the data contamination risk. We
conduct an extensive empirical evaluation of 25
widely used monolingual and multilingual LMs for
Russian and analyze their performance w.r.t. var-
ious criteria. Our results show that the LMs are
better at identifying morphological and agreement-
oriented contrasts than violations of structural rela-
tions, negation, transitivity, and tense. Furthermore,
we analyse the 17 multilingual LMs in seven lan-
guages and find that no single LM performs well
in all languages. Our future work includes (i) com-
parison of pretraining data detection methods (ii)
implementation of new phenomena (e.g., islands),
and (iii) a more detailed multilngual study of the
LMs’ linguistic abilities. By releasing RuBLiMP,
we hope to foster further research on how the Rus-
sian language is acquired by LMs.

Limitations

This section describes the limitations of our work
associated with our multi-stage minimal pair gen-
eration approach and computational costs. Noise
in the publicly available data and automatic data
extraction and annotation errors can generate im-
plausible pairs. However, each stage is highly cus-
tomizable based on the user needs, and expert val-

idation of our approach shows that roughly 2,235
out of 2,350 generated minimal pairs unambigu-
ously isolate a target phenomenon and display the
required grammaticality contrast (§2.5).

Corpus Annotation In our work, we utilize data
sources that undergo human review and editing
(e.g., Wikipedia and Wikinews articles). However,
there is still a high chance of noise in the data, such
as web page artifacts or errors of optical charac-
ter recognition systems. Another disadvantage of
this stage is errors in the text segmentation tools
and morphosyntactic parsers. We use the current
state-of-the-art Russian NLP libraries and models
and create a set of shallow heuristics to filter out
irrelevant sentences through a series of manual data
analysis iterations.

Minimal Pair Generation On the one hand, our
multidomain corpus represents a large-scale source
of sentences with a high degree of diversity in terms
of lexis, length, frequency, and linguistic structures.
On the other hand, there are a few challenges due
to the rich Russian morphology, a high degree of
ambiguity, and a flexible word order. In partic-
ular, not all grammatical sentences with relevant
linguistic constructions can be perturbed into un-
grammatical ones, e.g., many word perturbations
still result in plausible sentences and require ad-
ditional heuristics to prevent semantic and syntac-
tic felicity, which is not always possible. This is
the main reason for narrowing down a set of lin-
guistic structures and contexts to ensure control
over the perturbations. We limit the number of the
(i) phenomena criteria (e.g., considering nominal-
izations only with a specific set of endings), (ii)
perturbation options (e.g., discarding ambiguous
case forms during the government violations), or
both (i) and (ii) (e.g., selecting verbs with only two
prefixes during the word formation violations and
only changing their order instead of adding more
prefixes). Last but not least, the search for relevant
lexical units and linguistic structures depends on
the domain, which limits the scope of the domain-
specific performance analysis (e.g., the temporal
markers describing the duration or repetition of an
event are primarily found in the news domain).

Minimal Pair Curation Recent research has pro-
posed a broad range of pretraining data detection
methods. Our work does not aim to compare dif-
ferent solutions to this problem; we recognize that
more advanced methods can be applied (e.g., MIN-
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K%++; Zhang et al., 2024). We also acknowledge
that the MIN-K% PROB method may still iden-
tify sentences that do appear in the LMs’ pretrain-
ing corpora as non-pretraining examples and select
sentences with rare vocabulary items, which may
lead to the performance decrease. Naturally, the
effectiveness of the curation stage and the result-
ing LM’s performance depends on the quality of
the pretraining data detection method, which is an
open question in the LM evaluation & benchmark-
ing research direction (Oren et al., 2023). How-
ever, our approach allows one to continuously up-
date RuBLiMP and create multiple versions of the
benchmark, which can be decontaminated w.r.t. a
set of LMs and another test data decontamination
methods (or their ensemble).

Domain Shifts Many studies report that LMs
can judge frequent linguistic patterns in their pre-
training corpora as grammatical and perform worse
on rare sentences with low probabilities (Mar-
vin and Linzen, 2018; Linzen and Baroni, 2021).
Our benchmark design implies potential word fre-
quency and domain distribution shifts between an
LM’s pretraining corpus and RuBLiMP, which can
introduce bias in the evaluation. Nevertheless, we
demonstrate a high diversity of syntactic patterns
and a moderate word frequency in RuBLiMP’s sen-
tences (§2.6), and show that the LMs can generalize
well to out-of-domain examples (§5).

Computational Costs Each stage in our minimal
pair generation approach requires efficient com-
putational resources. However, the morphosyn-
tactic parser in §2.1 can be replaced with a more
lightweight one with possible changes in the an-
notation quality (e.g., slovnet11). Note that the
minimal pair curation stage costs are reduced as fol-
lows. First, we filter out pairs based on MIN-K%
PROB for decoder-only LMs due to their optimal
inference speed. Next, we filter out the remain-
ing pairs based on MIN-K% PROB for encoder-
only LMs. Recall that both MIN-K% PROB and
a sentence’s probability are computed via a single
forward pass.

Ethics Statement

Human Annotation The annotators’ votes in our
annotation projects (see §2.5; §3) are collected
anonymously. The average pay rate significantly
exceeds the hourly minimum wage in Russia. The

11github.com/natasha/slovnet

annotators are warned about potentially sensitive
topics in the examples, such as politics, culture,
and religion.

Inference Costs Evaluating an LM on RuBLiMP
depends on the LM architecture and size and can be
optimized with distributed inference libraries (e.g.,
accelerate12). Running the complete evaluation
experiment on a single V100 GPU takes approx.
1.5h and 11h for a decoder-only and encoder-only
LM, respectively.

Potential Misuse RuBLiMP can be used as train-
ing data for acceptability classifiers, potentially
enhancing the quality of generated texts (Batra
et al., 2021). We acknowledge that these improve-
ments in text generation might lead to the misuse
of LMs for harmful purposes (Lucas et al., 2023).
RuBLiMP’s intended use is for research and de-
velopment purposes, and the potential negative
uses are not lost on us.

Transparency We release RuBLiMP, our mini-
mal pair generation framework, and all annotation
materials under the permissive license following
the standard open research practices. Our GitHub
repository and HuggingFace dataset card (Lhoest
et al., 2021) provide detailed documentation on the
codebase, benchmark creation methodology, and
human annotation.

Use of AI-assistants We improve and proofread
the text of this paper using Grammarly13 to correct
grammatical, spelling, and style errors and para-
phrasing sentences. Therefore, specific segments
of our publication can be detected as AI-generated,
AI-edited, or human-AI-generated.
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A Examples of Minimal Pairs

Phenomenon PID Acceptable Example Unacceptable Example

WORD
FORMATION

add_new_suffix Priekhala staren’kaya, malen’kaya, khuden’kaya zhenshchina. Priekhala starsken’kaya, malen’kaya, khuden’kaya zhenshchina.
add_verb_prefix Vesnoy lichinki vyedayut pochki iznutri i v mae okuklivayutsya. Vesnoy lichinki vyv"edayut pochki iznutri i v mae okuklivayutsya.
change_verb_prefixes_order Khochu dolozhit’, chto plany po etoy rabote my perevypolnili. Khochu dolozhit’, chto plany po etoy rabote my vyperepolnili.

WORD
INFLECTION

change_declension_ending Fil’m byl dostatochno podrobno rassmotren v zhurnale "Iskusstvo kino". Fil’m byl dostatochno podrobno rassmotren v zhurnali "Iskusstvo kino".
change_declension_ending_has_dep Znachitel’nye ploshchadi pashni podverzheny vodnoy erozii. Znachitel’nye ploshchadi pashni podverzheny vodnoy eroziu.
change_verb_conjugation I nikomu uzhe ne dokazhesh’, chto ty – eto ty, – tak on dumal. I nikomu uzhe ne dokazhish’, chto ty – eto ty, – tak on dumal.

GOVERNMENT

adposition_government Vpervye kosmonavt spal v nevesomosti. Vpervye kosmonavt spal v nevesomost’yu.
verb_acc_object My opishem nashu aksiomatizatsiyu putem opisaniya struktury formul. My opishem nashu aksiomatizatsiya putem opisaniya struktury formul.
verb_gen_object Summy ne ochen’ bol’shie, no azarta oni dobavlyayut. Summy ne ochen’ bol’shie, no azartom oni dobavlyayut.
verb_ins_object Dioksid kremniya obladaet polimorfizmom. Dioksid kremniya obladaet polimorfizma.
nominalization_case Pakhotnye ploshchadi podverzheny smyvu i vyduvaniyu vetrom. Pakhotnye ploshchadi podverzheny smyvu i vyduvaniyu veter.

SUBJECT-
PREDICATE
AGREEMENT

noun_subj_predicate_agreement_number Pua-Katiki — potukhshij shchitovidnyj vulkan na ostrove Paskhi. Pua-Katiki — potukhshij shchitovidnyj vulkany na ostrove Paskhi.
genitive_subj_predicate_agreement_number Predposylok dlya muzykal’noy kar’jery v ee sem’je ne bylo. Predposylok dlya muzykal’noy kar’jery v ee sem’je ne byli.
clause_subj_predicate_agreement_number Takim obrazom, dlya bol’shikh programm prikhodilos’ ispol’zovat’ overlei. Takim obrazom, dlya bol’shikh programm prikhodilis’ ispol’zovat’ overlei.
subj_predicate_agreement_number_attractor Rasprostranennost’ drugikh yazykov nevelika. Rasprostranennost’ drugikh yazykov neveliki.
noun_subj_predicate_agreement_gender Na territorii kompleksa postroen Kongress-tsentr. Na territorii kompleksa postroena Kongress-tsentr.
genitive_subj_predicate_agreement_gender Ushedshikh iz kluba v dannyj transfernyj period ne bylo. Ushedshikh iz kluba v dannyj transfernyj period ne byla.
clause_subj_predicate_agreement_gender Dalee neobkhodimo sdelat’ obratnuyu zamenu. Dalee neobkhodima sdelat’ obratnuyu zamenu.
subj_predicate_agreement_gender_attractor Mestnost’ vokrug sela sil’no zabolochena. Mestnost’ vokrug sela sil’no zabolocheno.
noun_subj_predicate_agreement_person Liturgicheskaya komissiya rabotaet v Monreale. Liturgicheskaya komissiya rabotayu v Monreale.
genitive_subj_predicate_agreement_person Detey u Magnusa i Elizavety ne bylo. Detey u Magnusa i Elizavety ne budu.
clause_subj_predicate_agreement_person Po otsenkam, ostaetsya raskopat’ okolo 350 m. Po otsenkam, ostaesh’sya raskopat’ okolo 350 m.

ANAPHOR
AGREEMENT

anaphor_agreement_number Est’ neskol’ko rastenij, kotorye mozhno nayti tol’ko v Velikobritanii. Est’ neskol’ko rastenij, kotoroe mozhno nayti tol’ko v Velikobritanii.
anaphor_agreement_gender Tekhnika, kotoruyu on izobrel, poluchila nazvanie «skul’ptura sveta». Tekhnika, kotoryj on izobrel, poluchila nazvanie «skul’ptura sveta».

NOUN
PHRASE
AGREEMENT

np_agreement_number No malen’kaya geroinya vashego naroda ostalas’ tverda. No malen’kie geroinya vashego naroda ostalas’ tverda.
np_agreement_gender Titul luchshej komandy Anglii togo sezona takzhe otoshel «osam». Titul luchshej komandy Anglii toj sezona takzhe otoshel «osam».
np_agreement_case Zoloto bylo obnaruzheno v etom rajone v 1923 godu. Zoloto bylo obnaruzheno v etogo rajone v 1923 godu .

FLOATING
QUANT.
AGREEMENT

floating_quantifier_agreement_number Informatsiyu podtverdili i v samoj shkole. Informatsiyu podtverdili i v samoj shkolakh.
floating_quantifier_agreement_gender Pri etom samo povestvovanie nikuda vas ne gonit. Pri etom sama povestvovanie nikuda vas ne gonit.
floating_quantifier_agreement_case Ego samogo uzhe malo kto priznaet avtoritetom. Ego samomu uzhe malo kto priznaet avtoritetom.

REFLEXIVES external_possessor Potomki metsenata perebralis’ v Moskvu, gde u Zhivago byl biznes. Potomki metsenata perebralis’ v Moskvu, gde u sebya byl biznes.

NEGATION
negative_concord I konechno, nikto ne toropilsya vzyat’ vinu na sebya. I konechno, nikto toropilsya vzyat’ vinu ne na sebya.
negative_pronoun_to_indefinite Poetomu nikogda ne ostanavlivaytes’, vsegda idite vpered! Poetomu kogda-libo ne ostanavlivaytes’, vsegda idite vpered!
indefinite_pronoun_to_negative Chto-to podskazyvaet, chto nechto pokhozhee my uvidim i v Parizhe. Nichto podskazyvaet, chto nechto pokhozhee my uvidim i v Parizhe.

ARGUMENT
STRUCTURE

transitive_verb Ya rasshchityval, chto budet mnogo smaylov i vse zatsenyat sarkazm. Ya rasshchityval, chto budet mnogo smaylov i vse voskhodyat sarkazm.
transitive_verb_subject Shante teryaet soznanie i snova prosypaetsya v svoej krovati. Khimiya teryaet soznanie i snova prosypaetsya v svoej krovati.
transitive_verb_passive Al’tron byl unichtozhen Vizhenom, kotoryj prines sebya v zhertvu. Al’tron byl unichtozhen navykom, kotoryj prines sebya v zhertvu.
transitive_verb_object Professor Farnsvort naznachaet Lilu kapitanom kosmicheskogo korablya. Professor Farnsvort naznachaet krug kapitanom kosmicheskogo korablya.
transitive_verb_iobject Nasledniki posle ego smerti prodali dvorets Oginskim. Nasledniki posle ego smerti prodali dvorets fragmentam.

ASPECT
change_duration_aspect Pri etom vopros avtorstva dolgo ostavalsya otkrytym. Pri etom vopros avtorstva dolgo ostalsya otkrytym.
change_repetition_aspect Boll kazhdyj god posylala tsvety na den’ rozhdeniya svoej podruge. Boll kazhdyj god poslala tsvety na den’ rozhdeniya svoej podruge.
deontic_imperative_aspect Vse serii kogda-to zakanchivayutsya, ne stoit etomu udelyat’ vnimanie. Vse serii kogda-to zakanchivayutsya, ne stoit etomu udelit’ vnimanie.

TENSE
single_verb_tense A vchera on dopustil ochen’ grubuyu oshibku. A vchera on dopustit ochen’ grubuyu oshibku.
conj_verb_tense Poslezavtra utrom on uzhe pokinet MKS i budet na Zemle. Poslezavtra utrom on uzhe pokinul MKS i budet na Zemle.
tense_marker Tonnel’ na Sinopskoy naberezhnoy otkroyut na budushchey nedele. Tonnel’ na Sinopskoy naberezhnoy otkroyut na minuvshey nedele.

Table 6: Examples of all 45 paradigms in RuBLiMP.
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B Minimal Pair Generation

In this section, we provide a detailed description
of the minimal pair generation procedure for each
phenomenon in RuBLiMP.

B.1 Morphology
B.1.1 WORD FORMATION

The minimal pairs in this phenomenon are created
to violate the principles of affix ordering, namely
(i-ii) prefix stacking rules (Reynolds, 2013), and
(iii) suffixation universals (Greenberg, 1963).

Contexts We create a list of affixes (including
all their possible allomorphs) that we can add or
swap and manually annotate, dividing them into
two subtypes: derivation and inflection. Thus, we
limit the contexts to sentences where at least one
word has one or several affixes from the list. This
gives us more control when generating minimal
pairs since not every random affix change leads to
ungrammaticality. Additionally, we limit the num-
ber of prefixes a target verb can have to two since
having more prefixes is less common in Russian.

Implementation Details We search the sen-
tences for a possible target word (e.g., a verb with
a prefix) and segment it into morphological ele-
ments using pymorphy2 and dictionaries from Bol-
shakova and Sapin (2021). To generate the minimal
pairs we then (i) add a new prefix to a verb (e.g.,
za-pisat’ ‘to write down’ → *pro-za-pisat’); swap
verb prefixes to change their order (pri-u-krasit’
‘to embellish’ → *u-pri-krasit’); or add a deriva-
tional suffix between the root and existing suffixes
(vodoprovod-n-aya ‘tap [water]’ → *vodoprovod-
ist-n-aya). We check that the added affixes co-
occur with the root to make the examples more
probable, w.r.t. co-occurrence frequency. Finally,
we check that the target word does not exist in the
pymoprhy2 dictionaries to ensure that the obtained
word is ungrammatical.

B.1.2 WORD INFLECTION

WORD INFLECTION phenomenon includes errors
in (i) verb conjugation and declension of (ii) a sin-
gle noun or (iii) a noun with modifiers.

Contexts Since the list of inflectional affixes is
not unique to every declension and conjugation
(i.e., there are intersections between classes), we
curate a dictionary of possible suffix perturbations.
We create the dictionary so that the new suffix will
not be interpreted as a different form of the same

conjugation/declension. This way, each suffix re-
placement will lead to ungrammatical forms.

Implementation Details We use the manually
crafted dictionaries to violate declension or con-
jugation of target words. In the verb conjugation
violations (i) we replace the verb’s inflection with
inflection of the opposite conjugation (I ↔ II)
with the same tense, number and person values.
For example, the affix -et (fut.3sg) of the I conju-
gation verb chita-et ‘is reading’ is replaced with -it,
the II conjugation affix for the fut.3sg verb form.

For the declension violations (ii-iii), we change
the inflectional suffixes of a noun to the suffixes
of another declension. Similarly to (i), we ensure
that the new inflection suffixes preserve the gender
and case values of the word. For example, stol-
a ‘table’ (m.sg.gen, II declension) is changed to
stol-i, where -i is the m.sg.gen affix of the III
declension).

We then check that the resulting word does not
contain any combinations of letters that do not exist
in Russian. We created a list of non-occurring letter
sequences based on RNC data. Finally, we check
that the new word form is ungrammatical, using
the pymoprhy2 dictionaries.

B.2 Syntax

B.2.1 GOVERNMENT

GOVERNMENT refers to the government of the
grammatical case of a noun, wherein a verb or a
preposition determines the grammatical case of its
noun phrase complement. We violate the govern-
ment rules by changing the case of the objects of
verbs governing (i) Accusative, ii) Instrumental,
(iii) Genitive, (iv) a (pro)noun in a prepositional
phrase, or (v) a dependent of the nominalization.

Contexts Since several adpositions allow differ-
ent cases (e.g., v ‘in’ allows both, v dome ‘in
the house (Locative)’ and v litso ‘in the face (Ac-
cusative)’), we create a list of adpositions and their
allowed cases based on Sichinava (2018). To find
nominalizations, we check for words ending with
-nie as in odobrenie ‘blessing’. Since many modi-
fiers in Russian agree with their heads in number,
case, and gender, a change in any of those cate-
gories will lead to agreement violations. To ensure
that the phenomenon is isolated, we only include
the sentences where the target word (i.g. a verb’s
object, a dependent of a nominalization, or an ad-
position) has no modifiers.

9284



Implementation Details We search the sen-
tences for required constructions (e.g., a noun with
a preposition in its dependents) and use pymorphy2
to change the form of the target word. Notably, to
isolate the phenomenon, we ensure that the result-
ing word form is not ambiguous, i.e., it cannot be
interpreted as two different forms (e.g., acc.sg is
often the same as nom.pl).

B.2.2 SUBJECT-PREDICATE AGREEMENT

SUBJECT-PREDICATE AGREEMENT phenomenon
includes agreement errors in the domain of the
clause, where the subject controls agreement on
the predicate. The predicate is often a verb, but
sometimes it is an adjective, a participle, or, rarely,
a noun. Subject kinds are described below. Our
paradigms include violations of agreement in one
of the three features: number, gender, and person,
which happen in one of the four contexts: with the
nominal subject, with the genitive subject, with the
clausal subject, and with any subject, but in the
presence of an attractor.

Contexts In an ungrammatical sentence, a single
feature of the predicate or the subject is altered in
the following contexts:
• Nominal subject: The subject is a noun phrase

(including pronouns) in the nominative case. The
predicate agrees with it for number and gender
(past tense verbs and adjectives) or number and
person (present tense verbs).

• Genitive subject: The subject is nominal in the
genitive case with the predicate negated. The
predicate must have default features (3sg.N).
Only the predicate is altered here (to features
other than 3sg.N).

• Clausal subject: The subject is a clause. The
predicate must have default features (3sg.N).
Only the predicate is altered here (to features
other than 3sg.N).

• Subject with attractor: The subject is nominal or
a clause, and there exists an attractor in terms of
Slioussar and Malko (2016) – a nominal in the
subject tree with features distinct from those of
the actual subject. Only the predicate is altered
here (to features that match those of the attractor)
to produce an attraction error.

Implementation Details We determine the sub-
ject and the predicate via a syntactic parser from
(Anastasyev, 2020). We ensure the subject and
the predicate can inflect for at least some features

like number, gender, or person. Using pymorphy2,
we match syntactic and morphological analyses.
We ensure the subject and the predicate agree ac-
cording to pymorphy2 feature analysis. We then
perform minimal alternation, one feature at a time,
for number, gender, and person. In principle, the
subject and the predicate can be alternated. How-
ever, we never alternate the subject if it controls the
agreement of any other word, except for the predi-
cate, so the change is minimal, and the phenomena
are kept distinct. We ensure the changed form is not
ambiguous: a changed nominal form should have
no homonyms in its declension paradigm. Also,
we do not alternate the predicate for gender in sen-
tences where the subject is a proper noun or a word
denoting jobs, as these can plausibly agree for ei-
ther feminine or masculine. A curated list of job
words from RNC is used.

B.2.3 ANAPHOR AGREEMENT

ANAPHOR AGREEMENT phenomenon includes er-
rors in agreement of a relative pronoun (anaphor)
with its head noun. These pronouns do not inflect
for person, so there are two paradigms: incorrect
(i) number or (ii) gender

Contexts For this phenomenon, we search for rel-
ative clauses with a pronoun kotoryj ‘which,’ that
is not a subject of this relative clause (such nomina-
tive relative pronoun fits neither this phenomenon
nor SUBJECT-PREDICATE AGREEEMENT because
it always enters two agreement relations simultane-
ously).

Implementation Details We determine the head
noun and relative pronoun via a morphosyntactic
parser by Anastasyev (2020). Using pymorphy2,
we match syntactic and morphological analyses.
We ensure the head noun and relative pronoun
agree according to pymorphy2 feature analysis. We
then perform minimal alternation, one feature at a
time, for number and gender. In principle, the head
noun and the relative pronoun can be alternated.
However, we never alternate the head noun or the
pronoun if they enter several agreement relations
simultaneously, so the change is minimal, and the
phenomena are kept distinct.

B.2.4 NOUN PHRASE AGREEMENT

NOUN PHRASE AGREEMENT phenomenon in-
cludes agreement errors in the domain of the noun
phrase. Adjectives and adjectival pronouns agree
with their head noun; as such, the violations include
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errors in agreement for (i) number, (ii) gender, and
(iii) case.

Contexts Here, we search for clauses with noun
phrases with a single modifier, as we only alter a
word in our phenomena. These modifiers could be
adjectives, adjective-like pronouns, numerals, and
participles that agree with their head nouns.

Implementation Details We determine the head
noun and modifier via a morphosyntactic parser by
Anastasyev (2020). Using pymorphy2, we match
syntactic and morphological analyses. We ensure
the head noun and modifier agree according to
pymorphy2 feature analysis. We then perform min-
imal alternation, one feature at a time, for number,
gender, and case. In principle, the head noun and
the modifier can be alternated (the head noun can
be alternated for number, but not for the case as
that would be the GOVERNMENT phenomenon).
We never alternate the head noun if it enters several
agreement relations simultaneously, so the change
is minimal, and the phenomena are kept distinct.

B.2.5 FLOATING QUANTIFIER AGREEMENT

FLOATING QUANTIFIER AGREEMENT phe-
nomenon includes errors in agreement of a floating
quantifier (or “intensifier”) sam ‘self’ with its
antecedent head noun. The violations include
incorrect (i) number, (ii) gender, and (iii) case.

Contexts For this phenomenon, we search for
sentences with a floating quantifier sam ‘self.’ We
determine its antecedent head noun heuristically
(see below). The floating quantifier has some free-
dom to appear in different spots in the sentence for
which we account.

Implementation Details The syntactic analysis
does not connect the floating modifier to its an-
tecedent noun. In each sentence, we heuristically
search the whole clause for a single verbal argu-
ment (a subject or an object: direct, indirect, or
oblique) that has all the same features as a floating
quantifier: the number, the gender, and the case –
this will be its antecedent head noun (highlighted
brown in Example 2). (If such a noun is not found,
or more than one is found, we discard the sentence).
Then, using pymorphy2, we match syntactic and
morphological analyses. We ensure the antecedent
noun and modifier agree according to pymorphy2
feature analysis. We then perform minimal alter-
nation, one feature at a time, for number, gender,

and case. In principle, the head noun and the rela-
tive pronoun can be alternated (the head noun can
be alternated for number, but not for case as that
would be the GOVERNMENT phenomenon). We
never alternate the head noun if it enters several
agreement relations simultaneously, so the change
is minimal, and the phenomena are kept distinct.

(2) a. Zhdali samogo bossa kompanii.
‘They waited for the company
boss[m.sg] himself .’

b. *Zhdali samo bossa kompanii.
‘They waited for the company
boss[m.sg] itself .’

B.2.6 REFLEXIVES

We only consider the case of an external posses-
sor, a so-called u-phrase inside the existential be-
possessive construction that allows a noun phrase
or a personal pronoun but cannot bind a reflexive;
see Example (3) (Arylova, 2013; Stassen, 2013).

Contexts We define the appropriate external pos-
sessor contexts as sentences with a be-verb (byt’,
est’), where a noun phrase or a personal pronoun
has the preposition u in its dependents. Addition-
ally, we limit the contexts to those sentences where
the u-phrase preceded the verb. This is required
because noun phrases following can be used with
a preposition u in other contexts, namely locative
(e.g., On byl u doma ‘He was by the house’). How-
ever, this interpretation is less common for cases
when the u-phrase precedes the verb.

Implementation Details To create violations, we
change the noun phrase or a pronoun to a reflexive
pronoun sebya ‘self’. Since the reflexive has no
gender, number, or case features, we do not need
to inflect it.

(3) a. U nego byli druz’ya.

‘ He had friends.’
b. U sebya byli druz’ya.

‘ Himself had friends.’

B.2.7 NEGATION

We implement several ways to violate the rules of
negative concord, namely (i) shifting the negative
particle ne from a negated verb to another word
in the sentence; replacement of (ii) a negative pro-
noun with an indefinite one, and (iii) an indefinite
pronoun with a negative one.
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Contexts For this paradigm, we search sentences
containing a verb under negation used with a neg-
ative pronoun (i-ii) or an indefinite pronoun used
with a non-negated verb (iii). We do not consider
interrogative and conditional sentences and sen-
tences containing an imperative, as their syntactic
structures differ from affirmative sentences.

Implementation Details To create violations for
paradigm (i), we move the negative particle ne ‘not’
from a verb to the head of another noun, adjec-
tive, or another phrase. We ensure that the particle
is moved not randomly but to specific syntactic
constructions to avoid non-logical combinations
of words. Such constructions can be negated in
other contexts. Thus, the resulting combinations
are more plausible and natural. Our systematic ap-
proach to replacing a negative pronoun with an in-
definite one (and vice versa) ensures that only some
replacements lead to ungrammatical sentences. We
curate a list of possible replacements, which con-
sistently lead to the violation of negative concord.
This list is then systematically applied to paradigms
(ii-iii), resulting in the necessary changes to the pro-
nouns.

B.3 Semantics
B.3.1 ARGUMENT STRUCTURE

ARGUMENT STRUCTURE phenomenon includes
errors in the verb’s argument structure. Similarly
to BLiMP, we focus on cases where the animacy
requirement for the arguments of a transitive verb
(from now on in this section – TV) is violated due
to the verb, subject, and object replacement. Ad-
ditionally, we include a more straightforward case,
employing the differences between the argument
structure of a transitive and an intransitive verb.
Thus, the paradigms include swapping: (i) a TV
with an intransitive one; an animate subject of a
TV in (ii) active or (iii) passive voice with its inani-
mate object or replacing it with a random inanimate
word; (iv) animate direct object of a TV with a ran-
dom inanimate word; (v) animate indirect object
of a TV with an inanimate subject, or replacing it
with a random inanimate word.

Contexts We consider sentences with a transitive
verb in finite form, active or passive, with an inan-
imate object, both direct and indirect. TVs some-
times allow inanimate subjects, typically metaphor-
ically, so we limit allowed contexts using the RNC
semantic annotation. We avoid subjects with se-
mantics of heterogeneous groups of people (e.g.,

crowd); organizations (bank); events (elections);
instruments, weapons, and their parts (gun, bul-
let); means of transport (bus); space, place, and
time (planet, spring); and proper nouns (Moscow).
For paradigm (v), we search for sentences with an
open clausal complement (xcomp) dependent on an
animate object and following the said object.

Implementation Details To generate minimal
pairs for this paradigm, we filter the sentences with
a transitive verb and check their dependents for
the required arguments. In cases where several ar-
guments are swapped places (paradigms ii-v), to
isolate the phenomenon, we ensure that the words
to be swapped do not have any modifiers, ensuring
that no agreement errors appear after the pertur-
bation. We also make sure to inflect the swapped
words to preserve sentence structure. For transitiv-
ity (i), that includes replacing a verb with a verb of
the same aspect, tense, number, person, and gender
values. Subject and object swaps include sampling
the nouns with the same number and gender fea-
tures as the original. See Example (4), the TV is
underlined, the original subject and object are high-
lighted in gray and brown , respectively. Both
subject and object have the same gender category
(feminine) and number (singular), so we can swap
them. In the generated sentence (b), the original
object sumku ‘the bag’ takes the Agent argument
of the TV, which requires it to be in Nominative, so
we change its case from Accusative to Nominative
and do the opposite for the object ona ‘she’ (Nomi-
native), which becomes ee ‘her’ (Accusative).

(4) a. Ona ostavila sumku na stole.
‘ She left the bag on the table.’

b. * Sumka ostavila ee na stole.
‘ The bag left her on the table.’

B.3.2 ASPECT

ASPECT is the grammatical category of verbs that
indicates whether an action is complete (perfec-
tive) or incomplete (imperfective) at a particular
time. Such semantic difference limits the contexts
where each category of verbs can be used, so we
employ this to generate minimal pairs for this phe-
nomenon. We replace an imperfective verb with
a perfective one in the following contexts, which
do not allow a perfective verb: (i) duration; (ii)
repetition; contexts with a negated deontic verb,
which only allows a (iii) single or (iv) conjoined
imperfective (de Haan, 2002; Paducheva, 2010).
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Contexts We curate a list of words and construc-
tions that indicate the required semantics and use
them to filter the contexts. The following lexical
cues are used:
• Duration (i): dolgo, dlitel’no, prodolzhitel’no, all

with the semantics of ‘continuously, for a long
time’.

• Repetition (ii): kazhdyj ‘every’ + X construction,
where X is a noun denoting a time period, such
as kazhdyj den’/god ‘every day/year’, etc.; and
adverbs like ezhechasno /ezheminutno ‘ocurring
every hour/minute’.

• Deontic modality (iii-iv): stoit and sleduet
‘should’, nado and nuzhno ‘need’.

Implementation Details To generate minimal
pairs, we find sentences with an imperfective verb
and check its dependents for one of the lexical cues
from the list. We then use a dictionary of aspect
pairs (Zaliznyak, 1987) to change the verb with its
perfective counterpart. Note that for some verbs,
the dictionary presents several possible versions of
pairs (e.g., sbrasyvat’ ‘to throw’ has two perfective
forms: sbrosit’ and sbrosat’)). We filter the dic-
tionary by IPM and only leave the pairs with the
higher frequency.

B.3.3 TENSE

The phenomenon focuses on the semantics of tense,
expressed in sentences with a tense-marked verb in
the presence of a temporal adverbial. We include
three paradigms: incorrect choice of a (i) single or
(ii) conjoined verb form in a sentence with temporal
adverbial, and (iii) wrong temporal adverbial in a
sentence with a tense-marked verb.

Contexts We only consider sentences with a per-
fective verb in future or past tense. This way, we
ensure that the pairs are minimal and that the per-
turbations would lead to ungrammaticality. Ad-
ditionally, we filter out clausal complements that
are verbs to account for constructions like sobi-
rayus’ sdelat’ “am going to do”, which can be used
with markers of both past and future tenses when
changed.

To find sentences with the required semantics,
we look for a temporal adverbial – a word or an
expression that specifies the time of the event. We
include several types of such expressions:
• Adverbs: simple one word expressions like

vchera ‘yesterday’, zavtra ‘tomorrow’, etc. We
curate a list of adverbs using RNC.

• Adpositional Phrases: PREP + ADJ + NOUN con-
structions, such as v sleduyushchij raz ‘next time’,
na proshloj nedele ‘last week’, etc.

• Numerical Phrases: constructions of the type
NUM + NOUN(pl) + ADP, e.g., neskol’ko dnej
nazad ‘a few days ago’, paru nedel’ nazad ‘a
couple of weeks ago’, etc.

Implementation Details To introduce ungram-
maticality, we find sentences that include a verb in
past or future tense and check its dependents for
one of the temporal adverbials from the list. We
change the verb form or the temporal adverbial to
the one of the ‘opposite’ tense (future ↔ past). Ex-
ample (5) illustrates the two possible perturbations.
We can either change the verb form poletit ‘will
fly’ to poletel ‘flew’, or zavtra ‘tomorrow’ to vhera
‘yesterday’. Both alterations result in ungrammati-
cal sentences.

(5) a. Zavtra on poletit v Italiyu.

‘ Tomorrow he will fly to Italy.’

b. *Zavtra on poletel v Italiyu.

c. * Vchera on poletit v Italiyu.
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C Human Validation

C.1 Annotation Guidelines
Annotation Task: Verify the quality of a linguistic minimal pair
Overview Judge the correctness of a given minimal pair in which the grammatical sentence is taken from
the corpus of natural texts, and the ungrammatical sentence is automatically generated using expert-written
rules and natural language processing tools.

What is a minimal pair? A minimal pair consists of two sentences that differ in grammatical accept-
ability due to a single morphological, syntactic, or semantic feature. Please note that the minimal pair
should isolate only one linguistic feature, such as number, gender, case, and more. The ungrammatical
sentence is obtained by perturbing the grammatical one using one of the following operations.:

• Changing a feature, e.g., changing of one inflectional category: number, case, gender, tense, etc.

• Replacing a word, e.g., replacing a lexeme while maintaining the original grammatical form;

• Swapping two words in a sentence;

• Moving a word to another position.

Your task

1. Carefully read the grammatical and ungrammatical sentences and the linguistic feature that should
be isolated.

2. Decide whether the minimal pair is designed correctly. Does it isolate the specified linguistic feature?

3. If everything is correct, select “Yes”.

4. If the minimal pair is implausible, does not isolate the mentioned feature, contains two grammatical
sentences, perturbs multiple sentence units or linguistic features, select “No”.

5. If the original sentence is ungrammatical, select “N/A”.

6. If there are any typos, please state them in the box.

Do you have any questions or difficulties with completing your task? Reach out in our group chat.

The guidelines further provide an extensive list of minimal pair examples for each paradigm and annotation
examples for each answer option. You can access the complete guidelines in our GitHub repository.

Example of web interface
Minimal pair
This is a toy grammatical sentence.

*This are a toy ungrammatical sentence.

Phenomenon
This is the linguistic feature.

Is the minimal pair designed correctly?

# Yes # No # N/A

Comment
Enter your comment
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C.2 Data validation results

Phenomenon Paradigm % WAWA

WORD

FORMATION

Addition of Extra Morphemes: Uninterpretable Suffix Combinations 93.48 91.1
Addition of Extra Morphemes: Verb Prefixes 97.83 93.6
Morpheme Permutation: Verb Prefixes 96.00 93.8

WORD

INFLECTION

Replacement of Inflectional Affixes: Noun Declensions (Simple) 98.00 96.0
Replacement of Inflectional Affixes: Declensions of Nouns With Agreeing Dependents 94.00 89.7
Inflectional Affixes: Verbal Conjugation Swap 94.00 96.0

GOVERNMENT

Prepositional Government 100.00 94.0
Verbal Government: Direct Object 87.50 89.7
Verbal Government: Genitive Object 93.62 88.8
Verbal Government: Object in Instrumental Case 100.00 100.0
Verbal Government: Nominalizations 78.05 86.7

SUBJECT-
PREDICATE

AGREEMENT

Subject-Predicate Agreement (Number) 96.00 96.0
Genitive Subject-Predicate Agreement (Number) 85.71 89.2
Clausal Subject-Predicate Agreement (Number) 97.83 88.0
Subject-Predicate Agreement in Presence of an Attractor (Number) 100.00 93.6
Subject-Predicate Agreement (Gender) 97.96 94.5
Genitive Subject-Predicate Agreement (Gender) 91.84 93.6
Clausal Subject-Predicate Agreement (Gender) 100.00 91.5
Subject-Predicate Agreement in Presence of an Attractor (Gender) 97.96 92.4
Subject-Predicate Agreement (Person) 100.00 99.3
Genitive Subject-Predicate Agreement (Person) 89.36 85.8
Clausal Subject-Predicate Agreement (Person) 97.96 93.2

ANAPHOR

AGREEMENT

Anaphor Agreement (Number) 92.68 93.2
Anaphor Agreement (Gender) 95.45 92.8

NOUN

PHRASE

AGREEMENT

Noun Phrase Agreement (Number) 91.49 92.3
Noun Phrase Agreement (Gender) 98.00 95.5
Noun Phrase Agreement (Case) 100.00 95.2

FLOATING

QUANT.
AGREEMENT

Floating Quantifier Agreement (Number) 95.92 87.8
Floating Quantifier Agreement (Gender) 97.92 96.0
Floating Quantifier Agreement (Case) 98.00 93.3

REFLEXIVES External Possessor 100.00 96.5

NEGATION

Negative Concord 100.00 95.6
Replacement of a Negative Pronoun with an Indefinite One 80.00 87.8
Replacement of an Indefinite Pronoun with a Negative One 100.00 94.4

ARGUMENT

STRUCTURE

Transitivity 97.67 91.4
Animate Subject of a Transitive Verb 94.00 86.4
Animate Subject of a Passive Verb 93.88 92.7
Animate Direct Object of a Transitive Verb 82.00 82.4
Animate Indirect Object of a Transitive Verb 100.00 96.8

ASPECT

Incompatibility of the Perfective with the Semantics of Duration 92.00 92.7
Impossibility of the Perfective in Repetitive Situations 97.83 91.2
Impossibility of the Perfective Under Negated Strong Deontic Verbs 96.00 95.0

TENSE

Tense 95.92 92.6
Tense (Coordination) 87.50 89.3
Tense Markers 97.96 94.4

Table 7: The per-paradigm ratios of plausible minimal pairs (%) and WAWA inter-annotator agreement rates.
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D Statistics for Syntactic Patterns

We extract syntactic structures from a grammatical sentence’s dependency tree to compute a high-level
diversity w.r.t. syntactic patterns in RuBLiMP. Using expert-written rules, we linearize the dependency
tree by merging its subtrees into a single constituent. We never merge the verb arguments with it and parse
the main and dependent clauses similarly. We then compute the total number of unique patterns and the
pattern frequency at the benchmark level. Consider Example 6 for the sentence Poiski novogo oruzhiya
zaderzhali ubijstvo Potioreka “The searches for a new weapon slowed down the murder of Potiorek”,
where we extract the sentence’s syntactic structure as NP V-TRANS NP (transitive verb). We provide the
word translations with the articles and prepositions in the same nodes for illustration purposes.

(6) NP V-trans NP

NP

N

Poiski

The_searches_for

NP

A

novogo

a_new

N

oruzhiya

weapon

VP

V

zaderzhali

slowed_down

NP

N

ubijstvo

the_murder

N

Potioreka

of_Potiorek
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E Human Baseline

E.1 Annotation Guidelines
Select a Grammatical Sentence
Your task

1. Carefully read two sentences.

2. Determine which of the two sentences is grammatical (a Russian native speaker would say or write
like this).

3. Choose “Sentence #1” if the first sentence is grammatical, or choose “Sentence #2” otherwise.

4. If there are any typos, please state them in the box.

Below, you can find annotation examples and examples of possible grammatical errors. For clarity, we
mark the sentences with a grammatical error with the “*” symbol and highlighted the word in bold.
Choose the sentence that has no grammatical errors. If you find a given pair of sentences difficult, choose
the sentence that seems more natural and more grammatically correct from your perspective.

The guidelines further provide an extensive list of minimal pair examples for each paradigm and annotation
examples for each answer option. You can access the complete guidelines in our GitHub repository.

Example of web interface

Which of the two sentences has no errors?
1. This is a toy sentence #1.

2. This is a toy sentence #2.

# Sentence #1
# Sentence #2

Comment
Enter your comment
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F Fine-grained Results

Phenomenon PID ruB
ERT

-ba
se

ruB
ERT

-la
rge

ruR
oBE

RTa

ruG
PT-

sma
ll

ruG
PT-

med
ium

ruG
PT-

lar
ge

ruG
PT-

3.5
-13

B

Sam
baL

ing
o

Human

WORD

FORMATION

add_new_suffix 78.30 79.50 95.30 94.80 95.80 94.30 97.70 80.60 100.0
add_verb_prefix 74.40 74.80 77.70 72.90 81.30 74.40 86.90 61.50 100.0
change_verb_prefixes_order 93.00 94.20 96.00 97.90 98.20 99.00 98.40 97.50 100.0

WORD

INFLECTION

change_declension_ending 83.50 84.40 92.00 90.40 85.60 90.80 95.30 86.80 100.0
change_declension_ending_has_dep 86.50 88.10 94.90 94.30 86.80 95.30 97.40 92.80 100.0
change_verb_conjugation 84.60 85.60 88.00 90.00 86.70 88.00 92.90 77.60 98.00

GOVERNMENT

adposition_government 95.80 96.40 97.80 94.60 95.80 95.40 97.30 90.30 100.0
verb_acc_object 93.80 93.50 96.10 92.20 93.60 93.90 97.10 89.70 100.0
verb_gen_object 93.20 94.10 94.30 88.30 91.90 90.90 95.70 77.10 98.00
verb_ins_object 78.70 77.30 99.20 94.50 96.60 96.60 98.00 96.50 100.0
nominalization_case 92.10 92.00 96.00 95.10 96.50 96.10 97.40 92.40 96.00

SUBJECT-
PREDICATE

AGREEMENT

noun_subj_predicate_agreement_number 91.70 92.70 95.40 90.30 92.20 92.20 96.00 86.60 98.00
genitive_subj_predicate_agreement_number 95.30 95.60 96.00 95.60 96.20 96.70 97.90 82.90 97.96
clause_subj_predicate_agreement_number 90.60 89.60 89.80 91.40 93.80 91.90 96.00 73.50 97.96
subj_predicate_agreement_number_attractor 92.70 92.30 96.50 90.50 91.40 92.10 96.20 87.60 100.0
noun_subj_predicate_agreement_gender 83.00 83.60 88.40 81.50 83.70 84.00 90.90 80.20 98.00
genitive_subj_predicate_agreement_gender 97.10 97.40 97.00 96.40 96.00 96.80 98.60 89.50 98.00
clause_subj_predicate_agreement_gender 97.00 96.10 94.00 94.30 95.30 94.60 97.90 79.90 100.0
subj_predicate_agreement_gender_attractor 88.40 89.50 92.60 84.90 86.80 87.10 94.90 83.90 98.00
noun_subj_predicate_agreement_person 86.40 86.90 93.40 86.10 86.40 87.00 94.60 79.40 100.0
genitive_subj_predicate_agreement_person 87.80 89.60 92.60 92.50 92.50 93.10 97.90 78.90 98.00
clause_subj_predicate_agreement_person 92.80 92.40 94.10 90.10 93.00 91.10 96.40 66.90 97.96

ANAPHOR

AGREEMENT

anaphor_agreement_number 84.10 83.70 93.20 92.70 93.80 93.90 95.30 87.50 98.00
anaphor_agreement_gender 87.70 89.00 98.00 95.90 98.00 97.70 98.80 98.40 98.00

NOUN

PHRASE

AGREEMENT

np_agreement_number 82.80 84.90 84.20 94.70 97.20 96.70 98.60 90.60 100.0
np_agreement_gender 79.50 80.90 97.00 93.40 96.20 95.10 97.40 83.20 98.00
np_agreement_case 88.40 88.30 85.30 97.90 98.70 98.50 99.40 95.70 98.00

FLOATING

QUANT.
AGREEMENT

floating_quantifier_agreement_number 83.30 85.20 96.60 89.50 93.60 93.00 98.10 83.20 100.0
floating_quantifier_agreement_gender 95.40 94.30 93.30 79.80 96.50 83.30 97.70 97.60 98.00
floating_quantifier_agreement_case 95.50 94.20 98.60 93.60 98.40 96.20 98.70 90.50 100.0

REFLEXIVES external_posessor 78.70 81.00 91.10 83.20 79.90 87.80 94.70 96.20 98.00

NEGATION

negative_concord 99.50 99.20 99.70 99.90 99.90 99.90 100.0 99.80 100.0
negative_pronoun_to_indefinite 33.90 47.40 71.10 19.90 41.80 36.40 62.60 33.40 100.0
indefinite_pronoun_to_negative 99.90 99.80 98.70 99.70 99.90 99.50 100.0 99.70 100.0

ARGUMENT

STRUCTURE

transitive_verb 96.50 96.40 98.60 93.00 95.40 95.40 98.60 77.90 100.0
transitive_verb_subject 83.60 85.40 81.10 79.00 83.50 84.40 90.30 74.60 100.0
transitive_verb_passive 90.00 90.50 93.10 89.90 94.10 93.80 98.20 91.40 100.0
transitive_verb_object 88.00 87.20 93.60 94.30 96.50 97.10 98.40 86.60 100.0
transitive_verb_iobject 84.50 86.50 91.80 87.90 90.40 90.50 96.20 83.20 100.0

ASPECT

change_duration_aspect 96.20 96.50 97.10 92.60 94.60 94.60 97.00 85.40 100.0
change_repetition_aspect 95.20 95.50 97.00 94.30 95.60 95.30 97.80 91.00 100.0
deontic_imperative_aspect 96.80 97.40 97.50 94.90 96.60 96.70 98.50 85.80 100.0

TENSE

single_verb_tense 85.00 86.80 87.80 76.30 82.60 81.70 90.70 69.30 100.0
conj_verb_tense 93.00 93.00 96.90 92.60 94.60 94.60 98.50 85.40 100.0
tense_marker 83.50 84.70 92.50 84.00 88.90 84.80 96.90 86.70 98.00

Average 87.95 88.74 93.13 89.28 91.62 91.29 95.86 84.56 99.15

Table 8: Accuracy scores (%) for the monolingual LMs by paradigm. Random baseline is 50%.
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Phenomenon PID dis
til

-MB
ERT

MBE
RT

XLM
-Rb

ase

XLM
-Rl

arg
e

Rem
BER

T

MDe
BER

Ta

mGP
T-1

.3B

mGP
T-1

3B

Human

WORD

FORMATION

add_new_suffix 86.70 91.20 93.20 94.10 48.30 49.40 97.20 97.20 100.0
add_verb_prefix 81.50 86.70 82.20 81.30 53.20 62.30 87.30 87.30 100.0
change_verb_prefixes_order 83.70 88.60 90.30 91.00 52.70 46.00 98.60 99.10 100.0

WORD

INFLECTION

change_declension_ending 79.80 81.30 89.40 90.20 56.30 43.80 92.70 92.30 100.0
change_declension_ending_has_dep 86.10 89.50 93.90 94.80 58.80 40.00 97.40 97.30 100.0
change_verb_conjugation 73.00 83.10 88.40 88.10 49.00 47.10 97.80 97.00 98.00

GOVERNMENT

adposition_government 80.00 85.90 91.10 92.00 55.10 47.60 92.70 93.20 100.0
verb_acc_object 63.20 67.30 82.50 85.90 43.40 48.60 84.90 89.90 100.0
verb_gen_object 57.00 64.90 82.20 84.70 47.70 31.70 83.60 87.40 98.00
verb_ins_object 72.20 89.70 94.30 96.80 44.20 49.80 95.20 95.70 100.0
nominalization_case 81.80 86.60 92.00 93.20 54.10 59.80 91.80 94.20 96.00

SUBJECT-
PREDICATE

AGREEMENT

noun_subj_predicate_agreement_number 74.50 79.20 87.70 89.30 51.70 34.80 88.60 89.70 98.00
genitive_subj_predicate_agreement_number 85.70 86.90 91.10 92.00 45.70 43.00 95.50 96.20 97.96
clause_subj_predicate_agreement_number 72.50 82.80 87.90 80.70 38.40 26.00 94.60 95.60 97.96
subj_predicate_agreement_number_attractor 69.10 76.90 88.90 89.90 49.10 40.10 84.50 87.20 100.0
noun_subj_predicate_agreement_gender 72.10 72.70 82.00 84.20 52.50 36.50 82.00 83.80 98.00
genitive_subj_predicate_agreement_gender 86.80 92.10 94.50 94.80 42.60 51.40 98.10 98.20 98.00
clause_subj_predicate_agreement_gender 74.50 82.90 89.90 86.50 43.80 27.10 87.60 88.00 100.0
subj_predicate_agreement_gender_attractor 70.30 78.50 85.10 86.50 54.70 34.40 84.20 86.40 98.00
noun_subj_predicate_agreement_person 67.30 67.50 84.40 85.10 52.70 39.60 74.20 76.90 100.0
genitive_subj_predicate_agreement_person 80.50 76.00 86.20 88.40 62.20 39.20 82.70 82.70 98.00
clause_subj_predicate_agreement_person 81.60 88.60 85.30 87.60 54.10 32.40 92.60 91.50 97.96

ANAPHOR

AGREEMENT

anaphor_agreement_number 74.70 82.30 89.60 89.80 45.30 65.40 90.80 92.40 98.00
anaphor_agreement_gender 30.00 90.40 94.10 96.50 18.80 85.30 93.50 96.30 98.00

NOUN

PHRASE

AGREEMENT

np_agreement_number 78.80 88.40 93.20 94.70 48.20 51.60 95.30 96.20 100.0
np_agreement_gender 69.10 80.10 88.90 91.60 55.70 26.50 89.50 91.10 98.00
np_agreement_case 90.40 92.70 95.90 96.80 49.60 45.00 97.80 98.70 98.00

FLOATING

QUANT.
AGREEMENT

floating_quantifier_agreement_number 71.00 77.20 88.40 90.40 57.40 40.20 88.20 90.70 100.0
floating_quantifier_agreement_gender 88.40 83.30 94.90 95.70 79.10 33.40 74.80 83.00 98.00
floating_quantifier_agreement_case 90.00 87.80 95.60 93.10 51.40 38.70 92.40 91.80 100.0

REFLEXIVES external_posessor 56.00 52.90 69.90 79.10 45.30 40.20 82.50 85.60 98.00

NEGATION

negative_concord 96.30 97.90 99.20 98.80 54.60 55.30 99.80 99.70 100.0
negative_pronoun_to_indefinite 50.80 17.30 19.10 43.90 93.00 54.90 3.90 5.40 100.0
indefinite_pronoun_to_negative 78.70 83.70 99.20 99.30 5.90 20.50 99.70 99.70 100.0

ARGUMENT

STRUCTURE

transitive_verb 62.40 71.70 84.80 89.40 46.50 38.40 82.20 86.00 100.0
transitive_verb_subject 53.80 56.00 64.80 69.60 49.60 42.70 70.40 73.70 100.0
transitive_verb_passive 63.60 69.40 79.70 85.50 44.80 39.40 87.00 91.20 100.0
transitive_verb_object 48.40 53.60 73.80 80.70 52.40 45.40 80.20 86.00 100.0
transitive_verb_iobject 51.20 55.40 74.30 81.30 53.10 43.60 79.90 85.40 100.0

ASPECT

change_duration_aspect 58.80 62.20 80.70 87.50 54.90 43.80 83.00 85.00 100.0
change_repetition_aspect 58.70 62.90 80.40 87.70 48.10 47.20 86.90 89.00 100.0
deontic_imperative_aspect 60.90 54.20 83.60 87.90 54.20 41.30 86.40 89.10 100.0

TENSE

single_verb_tense 63.10 58.00 66.40 72.40 54.00 48.90 65.70 71.50 100.0
conj_verb_tense 71.60 70.20 79.30 86.60 47.80 55.50 83.00 87.10 100.0
tense_marker 32.80 29.90 78.30 80.30 54.80 56.20 89.90 90.50 98.00

Average 70.65 75.03 84.81 87.46 50.55 44.22 86.37 88.26 99.15

Table 9: Accuracy scores (%) for the multilingual LMs by paradigm (part 1). Random baseline is 50%.
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Phenomenon PID blo
om-

1b7

blo
om-

3b

blo
om-

7b1

xgl
m-1

.7B

xgl
m-4

.5B

xgl
m-7

.5B

Lla
ma-

7b

Lla
ma-

13b

Mis
tra

l

Human

WORD

FORMATION

add_new_suffix 90.30 90.90 91.40 23.80 96.20 96.60 93.30 94.90 96.50 100.00
add_verb_prefix 90.50 92.10 92.30 17.20 82.00 83.10 92.10 93.40 95.40 100.00
change_verb_prefixes_order 77.50 85.60 83.00 72.10 99.00 98.70 98.70 99.20 98.70 100.00

WORD

INFLECTION

change_declension_ending 86.00 85.40 87.80 43.10 91.30 92.20 90.50 92.10 93.50 100.0
change_declension_ending_has_dep 90.20 91.40 93.90 47.90 95.30 96.20 93.30 96.20 97.00 100.0
change_verb_conjugation 92.90 93.90 93.90 44.10 89.90 91.90 88.70 92.20 94.50 98.00

GOVERNMENT

adposition_government 70.00 73.50 77.00 56.90 90.40 91.80 88.40 90.90 92.50 100.0
verb_acc_object 65.80 69.30 71.50 43.90 81.80 82.30 85.70 88.70 87.50 100.0
verb_gen_object 60.80 64.30 63.90 35.40 81.60 79.30 69.70 73.80 77.40 98.00
verb_ins_object 65.30 69.70 71.40 68.90 93.60 95.10 90.30 93.50 87.50 100.0
nominalization_case 77.40 80.40 84.30 53.50 92.40 93.80 91.90 95.60 95.90 96.00

SUBJECT-
PREDICATE

AGREEMENT

noun_subj_predicate_agreement_number 80.90 79.50 85.00 45.20 87.20 87.80 85.40 86.00 90.40 98.00
genitive_subj_predicate_agreement_number 89.10 89.90 91.70 48.40 89.10 90.90 90.00 91.40 95.80 97.96
clause_subj_predicate_agreement_number 93.50 95.00 95.00 31.90 79.40 83.80 95.60 96.50 96.90 97.96
subj_predicate_agreement_number_attractor 75.10 76.20 83.20 56.90 84.50 85.90 84.20 86.50 87.00 100.0
noun_subj_predicate_agreement_gender 70.50 72.00 74.90 44.90 79.00 78.80 86.30 88.20 90.00 98.00
genitive_subj_predicate_agreement_gender 95.50 95.80 94.10 51.30 91.20 91.90 95.70 96.70 96.60 98.00
clause_subj_predicate_agreement_gender 91.80 94.60 94.70 45.60 88.80 89.70 95.20 96.10 96.70 100.0
subj_predicate_agreement_gender_attractor 69.80 73.10 75.80 51.90 81.40 81.20 84.90 87.60 88.00 98.00
noun_subj_predicate_agreement_person 85.10 87.20 91.10 43.60 76.00 76.90 82.70 86.50 87.30 100.0
genitive_subj_predicate_agreement_person 93.10 93.00 94.80 37.20 72.30 73.50 89.30 91.70 97.00 98.00
clause_subj_predicate_agreement_person 96.70 97.00 97.70 30.00 80.80 80.80 94.70 96.30 97.20 97.96

ANAPHOR

AGREEMENT

anaphor_agreement_number 69.70 67.90 74.40 57.80 90.50 90.70 74.20 78.50 82.80 98.00
anaphor_agreement_gender 69.80 63.80 71.80 73.60 95.10 96.20 22.50 33.50 61.40 98.00

NOUN

PHRASE

AGREEMENT

np_agreement_number 75.00 78.80 83.80 56.80 92.30 93.00 91.80 94.50 94.80 100.0
np_agreement_gender 76.40 76.00 80.10 55.80 88.40 90.60 81.10 84.20 87.80 98.00
np_agreement_case 85.90 88.50 90.00 72.10 97.40 97.50 94.80 95.90 97.00 98.00

FLOATING

QUANT.
AGREEMENT

floating_quantifier_agreement_number 79.90 77.70 80.80 47.10 85.10 87.60 87.00 89.80 90.90 100.0
floating_quantifier_agreement_gender 48.80 52.80 64.50 50.50 94.70 94.00 54.30 62.00 90.30 98.00
floating_quantifier_agreement_case 71.90 74.50 80.80 44.10 94.10 91.50 75.00 79.10 82.30 100.0

REFLEXIVES external_posessor 13.10 19.30 23.30 64.10 82.90 90.80 84.80 89.00 32.40 98.00

NEGATION

negative_concord 98.30 98.80 99.00 75.50 100.00 100.00 99.50 99.60 99.80 100.0
negative_pronoun_to_indefinite 12.40 16.10 11.70 2.60 21.90 23.30 20.80 25.20 19.60 100.0
indefinite_pronoun_to_negative 84.90 88.60 94.50 85.80 100.00 100.00 96.90 97.20 97.80 100.0

ARGUMENT

STRUCTURE

transitive_verb 74.80 74.80 76.20 28.10 83.50 83.00 81.70 85.90 87.20 100.0
transitive_verb_subject 56.30 56.70 58.40 33.30 71.40 72.60 70.10 73.40 73.70 100.0
transitive_verb_passive 56.30 54.30 60.10 54.10 89.90 91.60 90.30 92.40 91.10 100.0
transitive_verb_object 34.80 38.90 43.50 38.60 88.00 87.20 82.30 83.90 83.20 100.0
transitive_verb_iobject 46.70 46.40 50.00 36.90 80.30 81.20 75.40 79.80 81.20 100.0

ASPECT

change_duration_aspect 50.00 48.20 53.20 74.10 91.00 90.40 81.40 87.00 84.60 100.0
change_repetition_aspect 57.00 57.40 61.30 74.90 90.60 91.50 86.40 91.50 91.10 100.0
deontic_imperative_aspect 57.00 47.80 50.70 76.80 89.80 88.90 75.80 78.00 84.10 100.0

TENSE

single_verb_tense 75.50 76.60 85.80 49.70 71.40 75.00 78.90 84.40 84.80 100.0
conj_verb_tense 73.50 75.60 83.70 50.60 87.20 88.50 86.90 91.30 92.40 100.0
tense_marker 57.60 64.70 62.80 55.50 83.10 83.60 80.00 81.20 87.20 98.00

Average 71.85 73.20 76.20 50.05 86.04 86.91 83.08 86.03 87.04 99.15

Table 10: Accuracy scores (%) for the monolingual LMs by paradigm (part 2). Random baseline is 50%.
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Figure 5: Results on RuBLiMP for the multilingual encoder-only LMs per domain grouped by seven quintiles of the
length.
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Figure 6: Results on RuBLiMP for the multilingual decoder-only LMs per domain grouped by seven quintiles of the
length.
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G Multilingual Experiments

G.1 Experimental Setup
We evaluate 17 multilingual LMs on six bench-
marks as shown in §3. The benchmarks can
be characterized by the minimal pair generation
method: (i) using a dictionary and linguistic tem-
plates (BLiMP), (ii) translating an English dictio-
nary and adapting the linguistic templates (CLiMP,
CLAMS), (iii) collecting examples from linguistic
publications (JBLiMP), (iv) extracting sentences
from a Universal Dependencies treebank and using
linguistic templates (SLING), and (v) extracting
sentences from open text corpora, using linguistic
perturbations, and decontaminating test data (ours).
The benchmark details are given below:
• BLiMP (Warstadt et al., 2020) comprises 67

paradigms for English, 1k minimal pairs each. It
covers 12 representative phenomena in English,
including anaphor agreement, argument struc-
ture, binding, control/raising, determiner-noun
agreement, ellipsis, filler gap dependencies, ir-
regular verb forms, island effects, NPI licensing,
quantifiers, and subject-verb agreement.

• CLiMP (Xiang et al., 2021) includes 16
paradigms nine phenomena in Chinese, such as
anaphor agreement, binding, argument structure,
and classifier-noun agreement.

• SLING (Song et al., 2022) includes nine high-
level linguistic phenomena in Mandarin Chi-
nese, present in CLiMP (e.g., anaphor agreement,
classifier-noun agreement, binding) and new ones
(aspect, polarity items, relative clauses, and wh-
fronting, among others).

• JBLiMP (Someya and Oseki, 2023) comprises
11 phenomena in Japanese: argument structure,
binding, control/raising, ellipsis, filler gap de-
pendencies, island effects, morphology, nominal
structures, NPI licensing, verbal agreement, and
quantifiers.

• CLAMS (Mueller et al., 2020) is a syntactic eval-
uation suite in five languages (English, Russian,
French, German, and Hebrew) that covers differ-
ent paradigms of subject-verb agreement.

G.2 Results
The results are summarized in Table 11. Over-
all, we find that RemBERT and MDeBERTa perform
at the level of a random baseline on all bench-
marks. We also observe an unsatisfactory per-
formance of most decoder-only LMs on CLAMS

(Hebrew) and JBLiMP (Japanese), with the scores
ranging between approx. 50% (xglm-1.7B) to
70.6% (xglm-4.5B). No single LM performs con-
sistently well in all languages.

Larger ̸= Better Similar to our findings on
RuBLiMP (§5), the LMs’ performance does not al-
ways improve with the number of parameters, e.g.:
XLMR (BLiMP, SLING, CLAMS), mGPT (BLiMP,
CLiMP, SLING), and bloom (CLiMP and SLING).

Sensitivity to Agreement For a more fine-
grained analysis, we select AGREEMENT as one of
the most well-represented phenomena in all consid-
ered benchmarks. We report the results in Table 12
and describe them by phenomenon and language.
The general trend here is that model performance
in a given language depends on the benchmark. In
particular, the ∆-scores between the benchmarks
for the SUBJECT-PREDICATE AGREEMENT in Rus-
sian can range from 2.4% (distil-MBERT) to 37%
(xglm-1.7B). However, some LMS perform con-
sistently w.r.t. this phenomenon on both RuBLiMP
and BLiMP (e.g., bloom, xglm, MBERT). The LMs
identify the ANAPHOR AGREEMENT contrast re-
liably on BLiMP and demonstrate lower perfor-
mance on CLAMS, with the ∆-score in the range
between 2.72% and 15.03% For Chinese, the ∆-
scores vary between 4% and 21%. We assume
that the result differences are attributed to the mini-
mal pair generation method and quality, which is
analyzed in detail for SLING and CLiMP (Song
et al., 2022). We provide the results of the CLAMS’
manual analysis below.

Now, we focus on the performance analysis for Chi-
nese and Russian since both languages have bench-
marks created through the translation of an English
vocabulary and linguistic templates (CLiMP and
CLAMS) and usage of open text corpora, linguistic
resources, and linguistic perturbations (SLING and
RuBLiMP).

CLiMP vs SLING We find that the decoder-only
LMs generally perform worse on SLING, with the
accuracy ∆-score of up to 12% (e.g., xglm and
bloom). A high-level analysis indicates that SLING
does overcome the limitations of CLiMP and rep-
resents a more challenging benchmark of linguistic
minimal pairs for Chinese. We refer the reader
to Song et al. (2022) for a detailed comparison of
these two evaluation resources.
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Model RuBLiMP BLiMP CLiMP SLING JBLiMP CLAMS Avg.
ru en zh zh ja en ru de fr he

distil-MBERT 70.65 66.49 69.07 75.25 59.72 69.42 73.52 84.50 75.04 65.12 70.88
MBERT 75.03 68.45 72.95 74.01 65.49 66.95 83.33 84.09 75.96 66.57 73.28
XLM-Rbase 84.81 76.69 72.84 73.63 66.28 73.25 78.02 86.40 70.16 68.66 75.07
XLM-Rlarge 87.46 79.60 74.85 73.72 71.96 82.09 78.17 87.62 72.53 75.66 78.37
RemBERT 50.55 45.42 51.61 48.34 43.57 47.38 51.51 40.28 46.48 49.05 47.42
MDeBERTa 44.22 54.02 49.45 48.72 44.84 54.28 60.72 56.45 64.53 52.20 52.94

mGPT-1.3B 86.37 76.21 75.85 68.80 71.86 73.31 76.31 91.40 75.76 66.81 76.27
mGPT-13B 88.26 76.45 76.21 72.30 63.29 83.15 77.56 92.65 80.18 68.72 77.88
bloom-1b7 71.85 78.16 73.44 66.00 49.91 79.69 73.49 65.24 82.95 53.04 69.38
bloom-3b 73.20 78.69 74.25 64.67 60.47 81.87 76.18 67.33 83.85 58.50 71.90
bloom-7b1 76.20 79.54 73.66 66.80 65.83 84.70 79.72 69.53 86.37 56.08 73.84
xglm-1.7B 50.05 78.56 77.01 65.18 72.87 75.94 81.95 91.87 79.24 52.60 72.53
xglm-4.5B 86.04 77.94 76.07 67.36 71.06 75.18 83.53 91.75 81.60 70.58 78.11
xglm-7.5B 86.91 78.99 77.83 66.49 73.77 76.57 83.72 93.22 81.81 52.00 77.13
Llama-7b 83.08 79.46 63.89 74.75 70.36 78.14 80.73 89.52 84.39 53.96 75.83
Llama-13b 86.03 79.11 64.53 75.32 69.20 78.79 82.62 87.19 82.59 54.08 75.95
Mistral 87.04 80.66 72.03 79.51 69.15 86.01 87.04 84.01 82.91 56.78 78.51

Table 11: Accuracy scores (%) for the multilingual experiments on RuBLiMP, BLiMP, CLiMP, SLING, JBLiMP,
and CLAMS. Random baseline is 50%. The line separates the encoder-only and decoder-only LMs.

CLAMS vs RuBLiMP We are interested in
analyzing the LMs’ performance differences on
CLAMS and RuBLiMP in more detail. Three
authors of this paper conduct a manual analysis
of 50 random examples in CLAMS (approx. 17
examples per author) and the paper’s appendices
(Mueller et al., 2020). The results show there are:
1. 60% of plausible minimal pairs; the mini-

mum length is 2 tokens (e.g., Khudozhnik
stariy/∗stariye “The painter is/∗are old”).

2. 20% of semantically implausible or uninter-
pretable pairs (e.g., Vrachi, kotorykh lidery
hotyat/∗hochet, bol’schiye “The doctors that the
leaders want/∗wants are big”).

3. 15% of pairs do not isolate a target phenomenon,
which means that the grammatical sentence is
implausible or the ungrammatical sentence can
have multiple errors. E.g., Klienty govoryat
i zhdali/∗zhdal “The clients are speaking and
were/∗was waiting”. Here, the tense concord
rules are violated in the grammatical sentence,
which leads to the perturbation of both num-
ber and tense verb forms in the ungrammatical
sentence).

4. 5% of pairs contain repetitive constructions
or abruptly break off (e.g., Senator lyu-
bit smotret’ teleperedachi and lyubit/∗lyubyat
smotret’ teleperedachi “The senator likes to
watch TV and likes/∗like to watch TV”).
The primary reason behind these errors is that

the word vocabulary is translated from English,
and the contextual ambiguity is not controlled.
There are 126 unique tokens (including the punc-
tuation marks) in the 40.1k grammatical sentences
in CLAMS, which significantly limits the diver-
sity of the minimal pairs. Besides, some minimal
pairs are plausible from the perspective of well-
formedness and acceptability. However, a native
Russian speaker – at least the authors performing
the analysis – is unlikely to say or write a sentence
this way. We conclude that these factors contribute
to the performance differences.
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Model
RuBLiMP BLiMP CLiMP SLING CLAMS

ru en zh zh en ru de fr he

SPA AA NPA SPA AA DNA AA AA SPA AA SPA SPA SPA SPA

distil-MBERT 75.90 52.35 79.43 75.30 94.70 87.11 83.40 83.37 67.83 85.26 73.52 84.50 75.04 65.12
MBERT 80.37 86.35 87.07 80.28 89.75 88.45 73.00 89.11 65.70 79.54 83.33 84.09 75.96 66.57
XLM-Rbase 87.55 91.85 92.67 80.08 92.00 90.46 82.10 75.35 72.55 80.32 78.02 86.40 70.16 68.66
XLM-Rlarge 87.73 93.15 94.37 83.42 94.95 92.98 78.00 67.17 81.48 88.22 78.17 87.62 72.53 75.66
RemBERT 49.77 32.05 51.17 50.18 49.30 45.01 52.90 36.95 47.46 46.58 51.51 40.28 46.48 49.05
MDeBERTa 36.77 75.35 41.03 53.79 45.45 48.54 72.00 36.31 54.67 50.32 60.72 56.45 64.53 52.20

mGPT-1.3B 87.69 92.15 94.2 79.20 98.00 88.80 86.80 65.67 71.97 86.66 76.31 91.40 75.76 66.81
mGPT-13B 88.75 94.35 95.33 73.55 98.95 87.80 86.90 70.29 82.71 87.56 77.56 92.65 80.18 68.72
bloom-1b7 85.55 69.75 79.10 85.50 98.40 93.20 61.80 57.77 78.58 90.76 73.49 65.24 82.95 53.40
bloom-3b 86.66 65.85 81.10 84.80 98.80 91.90 62.40 56.27 81.02 90.40 76.18 67.33 83.85 58.50
bloom-7b1 88.90 73.1 84.63 85.80 99.30 93.50 62.10 60.07 84.03 91.41 79.72 69.53 86.37 56.08
xglm-1.7B 44.26 65.7 61.57 84.50 99.60 89.90 77.60 58.72 75.08 84.57 81.95 91.87 79.24 52.60
xglm-4.5B 82.70 92.8 92.70 84.30 99.10 89.80 78.30 60.69 74.19 85.11 83.53 91.75 81.60 70.58
xglm-7.5B 83.75 93.45 93.70 83.90 99.50 90.50 81.70 59.54 75.75 84.8 83.72 93.22 81.81 52.00
Llama-7b 89.45 48.35 89.23 74.50 99.45 91.15 63.30 79.48 76.52 94.40 80.73 89.52 84.39 53.96
Llama-13b 91.23 56.00 91.53 78.20 99.50 90.32 64.60 79.09 77.65 90.19 82.62 87.19 82.59 54.08
Mistral 92.99 72.10 93.20 76.60 99.55 91.39 91.00 86.87 85.47 91.41 87.04 84.01 82.91 56.78

Table 12: Results of the multilingual model evaluation on the agreement phenomena. Phenomena: SPA – Subject-
Predicate agreement, AA – Anaphor Agreement, NPA – Noun-Phrase Agreement, DNA – Determiner-Noun
Agreement.
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