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Abstract

With the proliferation of Large Language Mod-
els (LLMs) in diverse domains, there is a par-
ticular need for unified evaluation standards
in Chinese clinical medical scenarios, where
models need to be examined very thoroughly.
We present CliMedBench, a comprehensive
benchmark with 14 expert-guided core clini-
cal scenarios specifically designed to assess the
medical ability of LLMs across 7 pivot dimen-
sions!. It comprises 33,735 questions derived
from real-world medical reports of top-tier ter-
tiary hospitals and authentic examination ex-
ercises. The reliability of this benchmark has
been confirmed in several ways. Subsequent
experiments with existing LLMs have led to
the following findings: (i) Chinese medical
LLMs underperform on this benchmark, es-
pecially where medical reasoning and factual
consistency are vital, underscoring the need
for advances in clinical knowledge and diag-
nostic accuracy. (ii) Several general-domain
LLMs demonstrate substantial potential in med-
ical clinics, while the limited input capacity of
many medical LLMs hinders their practical use.
These findings reveal both the strengths and
limitations of LLMs in clinical scenarios and
offer critical insights for medical research.

1 Introduction

With the advent of Chinese medical large lan-
guage models (LLMs) such as HuatuoGPT (Zhang
et al., 2023), ChatMed (Zhu and Wang, 2023),
and BenTsao (Wang et al., 2023), the potential
for these tools in healthcare has expanded consid-
erably (Singhal et al., 2023). These models are
engineered to address intricate medical problems
by providing diagnostic assistance and treatment
suggestions. Nonetheless, the absence of a com-
prehensive and systematic evaluation of their per-
formance, which encompasses aspects such as re-
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sponse accuracy, hallucination incidence, and con-
tent safety, hampers their integration into clinical
practice. Consequently, there is an urgent need for
a standardized evaluation benchmark to scrutinize
the capabilities and limitations of such medical
LLMs.

Developing a practically relevant benchmark
is non-trivial. There is a substantial disconnect
between current benchmarks for the Chinese lan-
guage and the realities of medical practice, as such
benchmarks are mostly derived from open educa-
tional resources (Mbakwe et al., 2023). A bench-
mark based on real-world medical cases offers su-
perior authenticity and heterogeneity, while more
accurately mirroring the intricacies encountered in
clinical practice. These cases present greater chal-
lenge and complexity, leading to a more rigorous
assessment of model performance and robustness
in practical applications, including clinical deci-
sion support, diagnosis, and treatment recommen-
dations. Moreover, benchmarks developed from
open resources are susceptible to data contamina-
tion issues.

Prevalent medical benchmarks like MedQA (Jin
et al., 2021) and MedMCQA (Pal et al., 2022)
incorporate data from accessible sources such
as textbooks, scholarly articles, and qualification
examinations. The effectiveness of such evalu-
ation benchmarks is controversial: medical ex-
ams are inefficient clinical performance indica-
tors. Large-scale EHR-based benchmarks such
as emr-QA (Pampari et al., 2018) have addressed
the deficiency in clinical QA; however, language
discrepancies preclude their direct applicability
for evaluating Chinese medical LLMs. Chinese
benchmarks, including CMExam (Liu et al., 2024),
CMB (Wang et al., 2024), and MLEC-QA (Li et al.,
2021), primarily source their data from exams such
as CNMLE and NMLEC. MedBench (Cai et al.,
2024) uses exam questions and artificially gener-
ated EHRs to evaluate the LLMs’ exam-solving
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capabilities in different subdisciplines. Despite
their comprehensive analysis, these benchmarks
are disconnected from actual medical practice due
to their lack of real-world medical case data, and
the use of exam-based data raises concerns about
data pollution. The need for good benchmarks
makes evaluating performance a significant chal-
lenge.

To address the limitations of prior research, we
introduce the CliMedBench, a robust benchmark
comprising 33,735 questions across 14 core med-
ical scenarios assessing LLMSs’ ability across six
dimensions, primarily sourced from authentic cases
to align with medical standards and practices. The
CliMedBench integrates expertise from Chinese
medical practitioners, offering a valid measure for
gauging medical linguistic proficiency and cogni-
tive skills in LLMs. We evaluate various general
and medical-specific LLMs using this benchmark
and perform a comprehensive analysis that sheds
light on relevant research avenues to enhance the
medical capabilities of LLMs. The main findings
on this benchmark are as follows:

e Chinese medical LLMs underperform on this
benchmark, especially where medical reasoning
and factual consistency are vital, underscoring
the need for advances in clinical knowledge and
diagnostic accuracy.

e Several general-domain LL.Ms demonstrate sub-
stantial potential in medical clinics, while the
limited input capacity of many medical LL.Ms
hinders their practical use.

e The indeterminacy inherent in medical contexts
can significantly compromise the accuracy of
model-generated responses.

2 The Proposed Benchmark
2.1 The Taxonomy of CliMedBench

A well-structured taxonomy enables us to conduct
a more fine-granular assessment of medical LLMs,
while also ascertaining that the evaluation is com-
prehensive and practically relevant. Our taxonomy,
designed to maintain the benchmark’s applicabil-
ity and comprehensiveness in real-world clinical
scenarios, is based on a categorization that mirrors
medical practice and fully covers it, as inspired
by Liang et al. (2022). As depicted in Figure 1, we
build on a “Who—What-How” scheme to catego-
rize real-world clinical medical practice, providing

14 core clinical scenarios for assessment. Along
the “Who” axis, we distinguish five principal roles
in the medical field: the Radiographer, Pharma-
cist, Patient, Medical Student, and Specialist Doc-
tor, where doctors encompass attending physicians,
surgeons, and other medical specialists. “What”
addresses a broad spectrum of key medical sce-
narios, covering basic knowledge tests, in-hospital
diagnosis, clinical pathway reasoning, case sum-
maries, wrong treatment detection, etc. This allows
CliMedBench to evaluate the medical ability of
LLMs from seven perspectives, including clinical
question answering, knowledge application, reason-
ing, information retrieval, summarization abilities,
hallucination, and toxicity.

To illustrate the divisions within CliMedBench,
we provide an example of the scenario mappings
for In-hospital Diagnoses (ID) in Table 1. ID is one
of the core scenarios in CliMedBench that spans
four periods, encapsulating the patient care contin-
uum from admission to discharge, and consider the
following scenario descriptions:

* ID #1 refers to the selection of examinations
by healthcare professionals and radiographers.

* ID #2 involves the diagnosis by physicians,
integrating examination results with the pa-
tient’s medical history and additional health
data.

* In the ID #3 period, treatment strategies, rang-
ing from pharmacological interventions to sur-
gical procedures, are developed in collabora-
tion with pharmacists and medical staff.

* ID #4 pertains to physicians providing dis-
charge instructions to patients.

Who What (Task)
Doctor, Patient ID#1
Doctor, Radiographer, Patient ID#2
Doctor, Pharmacist, Patient ID#2
Doctor, Patient ID#4

Evaluation axes: clinical QA ability

Table 1: Example mappings in clinic scenarios. In subse-
quent sections, tasks will be designated using acronyms
formed by the initial letters.

2.2 Construction and Statistics

CliMedBench is derived from real-world Electronic
Health Records (EHRs) of top-tier tertiary hospi-

8429



What How

Scenarios

Resources Quality Control

2

m Radiographer

=

[ Clinical Pathway Reasoning ]

Ca gyPlastic Surgery
Pulmonology Oncolooy
Orthopedlcs Vascular Surgery

Expert-guided
Data Selection
Human-in-the loop
Labeling & Rephrasing|
. Filtering
Ej Re-checking

Ansth
Obstetrics and Gynecology
Intensive Care Medicme  ~ G

General Surgery,, Neurology

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

i

1 -

) ; Pediatrics Online l Metrics

=] B

i Patient [ Discharge Summary Ophthalmolog! " monqltation ll rology Automatic metrics

1 )

i [‘% [ Surgical Step Organization ] Neurolog -Rouge

1

i Y Urology

i e |; : ( Case Summary . Examinaﬁonl Accuracy | ...
octor ) I ;

i ( False Information Test | = " Kendall’s Tau

! Do diatrc s Medicie Human evaluation

i Q [ False Treatment Test } L Oxopeti Pediatrics =%

| e [ Basio Knowtedge Test_| PoberBonk ] s =

i ® Pharmacist 3o e ] o108 Completeness

H Keyword Extraction CUIOIOE Yonsetrics and Gynecolosy

i oS P Fluency

E N4 Medicine Consultation GM-egi::-al Friendliness

H - uideline II —

i B Student [ Wrong Treatment Detection ] ‘ ‘ Validity

Fommmmmmmmes Verification

(|
Evaluation Axes =l |

Knowledge Application Ability Y[  Hallucination

<
*h Clinical Question Answering Ability| ;
[0 Summarization Ability

> ExpertRating
> Spearman’s |
_ . Rank Correlation;

Figure 1: Overview of CliMedBench with “Who-What-How” taxonomy linking users with core clinical scenarios.

tals in China, supplemented with examination ex-
ercises, medical guidelines, textbooks, scholarly
articles, and human-annotated online consultations.
This corpus spans a multitude of medical special-
ties, meticulously curated to enhance the diversity
of CliMedBench. The EHR data were supplied by
our collaborating hospital. The dataset comprises
all EHRs that include radiological records from
the period January 1, 2023, to March 31, 2023.
Examination questions are derived from the NM-
LEC 2023 Annual Examination, covering 16 sub-
jects within the domains of Surgery and Internal
Medicine.
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Figure 2: Workflow of collaboration between humans
and LLMs for dataset construction.

Before the dataset construction, all EHRs have
been doubly de-identified by ethics committees and
experts to make sure no PHI of patients or health-
care professionals is leaked. Then we preprocess
the raw data to filter low-quality data and ensure

proper formatting by automatic techniques such
as regular expression matching and medical entity
recognition. Figure 2 illustrates the workflow of
our construction. Medical experts initially develop
guidelines based on the content types indicated by
doctors’ notes in EHRs; these guidelines are used
to segment EHRs into sentences, which are then
categorized by LLM1 into components for question
generation, with QA-pairs formulated by coupling
correct answers with distractors sourced from dis-
parate but thematically similar EHR segments. A
secondary LLM (LLM?2) audits the dataset for in-
consistencies or ambiguities, with flagged items
evaluated by medical experts to ensure only rel-
evant issues are addressed. Feedback from this
evaluation refines LLM1’s processing to mitigate
recurrent dataset flaws. The dataset undergoes it-
erative validation cycles, ensuring a minimum of
90% of the questions meet quality standards as
confirmed by dual expert review. We finally ob-
tained 33,735 instances for 14 core clinical sce-
narios that are strictly based on doctor’s notes and
clinical treatment recordings. Figure 3 depicts the
data distribution of CliMedBench, encompassing
19 branches of medicine, e.g., neurosurgery and
gastroenterology. CliMedBench has three question
types, including:

* Multiple-choice clinical question answering.
* Sequencing questions, e.g., surgical step re-
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ordering.
* Open-ended generation, e.g., discharge sum-
mary, subjective clinical question answering.

To confirm the effectiveness of benchmark con-
struction, we employ diverse methodologies to val-
idate CliMedBench, as described in Section 6.

| Diagnosis(Period #2)

In-hospita
5o

Figure 3: Data distribution of clinical scenarios.

2.3 Characteristics

CliMedBench improves over existing benchmarks
in several respects: (1) Authenticity and Unique-
ness, as it genuinely reflects doctors’ practical expe-
rience by exclusively using expert-annotated EHRs
from top hospitals with up-to-date, authentic in-
sights, while reducing the potential of data con-
tamination. (2) Comprehensiveness and Multi-
dimensionality, as it is meticulously designed to
align with Chinese clinical practices, encompass-
ing diverse medical disciplines with multimodal
information, offering a broad spectrum of evalu-
ation perspectives. (3) Practicality, as it offers
a novel agent-based Computerized Adaptive Test-
ing approach to guarantee rapid assessment with
CliMedBench.

3 Models and Evaluation Metrics

To assess the state-of-the-art, we conduct evalu-
ations using CliMedBench of 11 representative
LLMs from both the general and medical domains,
including OpenAI’s GPT series® (gpt-3.5-turbo-
1106 and gpt-4-1106-preview), ChatGLM3 (Zeng
et al., 2023), ERNIE-Bot 4.0°, Xinghuo v3*,
Qwen max°, Baichuan®, HuaTuoGPT (Zhang et al.,
2023), BenTsao (Wang et al., 2023), Medical-
GPT 7, and ChatMed (Zhu and Wang, 2023). The

*https://chat.openai.com
3https://yiyan.baidu.com
“https://xinghuo.xfyun.cn
Shitps://tongyi.aliyun.com
®https://github.com/baichuan-inc/Baichuan-13B
"https://github.com/shibing624/Medical GPT

base model of HuatuoGPT, HuatuoGPT?2, Bentsao,
and MedicalGPT are Ziya-LLaMA-13B-Pretrain-
v1, Baichuan2-13B-Chat, Alpaca-Chinese-7B, and
Baichuan-13B-Chat, respectively. We adopt the de-
fault or publisher-recommended parameter settings
in their published website. Given the presence of
multiple-choice, sequencing, and open-ended gen-
eration questions in CliMedBench, we utilize a
comprehensive set of metrics. Specifically, we use
Accuracy for multiple-choice question answering
and Kendall’s 7 (Kendall, 1938) for sequencing
questions. For open-ended generation, we combine
expert-level human evaluation with supplementary
automatic evaluation metrics, e.g., ROUGE-1 (Lin,
2004) for discharge summary and SimCSE-based
similarity for wrong treatment assessment. For the
latter, we first apply fine-tuning to SimCSE (Gao
et al., 2021) using distinct medical documents, then
utilize the resulting model to derive sentence vec-
tors, and finally compute the semantic similarity
with the reference.

4 Main Results

We conduct an in-depth evaluation of 11 LLMs
using CliMedBench, stringently examining their
performance across seven pivot dimensions. Corre-
sponding comparisons utilizing automatic metrics
are provided in Table 2. We also engage human
experts to assess open-ended generation (WTD and
multi-modal report analysis) across four dimen-
sions in Figure 4, including medical correctness,
completeness, fluency, and friendliness.
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Figure 4: Human evaluation results of four aspects.

Chinese medical LL.Ms underperform on this
benchmark, especially where medical reasoning
and factual consistency are vital. Comparative
analysis reveals that models via APIs generally out-
perform others, with average scores exceeding 50.
ERNIE-Bot, GPT-4, and Qwen achieve fairly simi-
lar average scores of 69.2, 69.0, and 68.5, respec-
tively. In contrast, current medical LLMs exhibit
notably inadequate performance: Even the best-
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Model ID#3 ID#1 1ID#2 CPR ID#4 DS SSO
ACC. ACC. ACC.  Kendall’s T ACC. ACC. Kendall’s T
GPT4 878 684 974 73.2 84.6 98.2 77.0
'S ChatGPT 76.8 863 974 59.5 70.6 85.4 42.6
L ERNIE-Bot 783 874 98.7 79.5 83.3 94.2 67.13
& SparkDesk | 65.3 850 98.7 61.5 53.0 26.6 30.4
Qwen 84.6 894 950 69.6 85.6 97.1 67.1
Baichuan 476 56.7 88.5 22.1 31.2 32.1 239
ChatGLM3 472 88.0 97.6 33.5 40.6 60.4 21.1
E HuatuoGPT 26.6 480 66.6 24.7 25.6 20.3 34
= BenTsao 272 246 24.6 25.2 4.6 1.0 18.8
'3 MedicalGPT | 41.3 437 814 39.5 31.0 20.4 21.7
& ChatMed 13.6 374 20.6 4.5 8.6 2.8 1.5
Model CS FIT FIT BKT KE MC WTD
ACC. ACC. ACC. ACC. ROUGE-1 ACC. Similarity
GPT4 984 25.0 126 70.8 40.2 44.0 81.3
E ChatGPT 97.1 2.8 1.3 519 39.8 38.9 80.9
L ERNIE-Bot 99.7 135 10.7 79.8 42.0 53.3 81.9
é’ SparkDesk 956 11.7 4.0 68.7 28.8 63.5 81.0
Qwen 99.1 139 133 824 39.7 49.2 80.4
Baichuan 73.4 1.7 21.2 38.8 33.6 37.1 78.6
ChatGLM3 92.0 9.6 6.8 46.9 34.4 45.5 78.8
E HuatuoGPT 61.2 138 8.6 22.6 29.3 23.0 79.2
= BenTsao 25.6 0.6 0 20.6 6.5 27.6 75.2
'3 MedidalGPT | 67.2 1.9 7.1 35.0 333 41.7 77.1
& ChatMed 10.9 2.0 1.2 9.3 11.4 12.4 75.8

Table 2: Results of 11 LLMs with automatic metrics on the 14 core clinic scenarios of CliMedBench.

performing Medical GPT only achieves an average
score of 38.7. This deficiency primarily stems from
the substandard language understanding capabili-
ties of those LLMs.

Several Chinese LLMs (ERNIE-Bot and Qwen)
demonstrate performance on par with GPT-4 in
clinical medicine of China, achieving scores pri-
marily within the range of 68.5 to 69.2. This could
stem from the unique treatments, expression styles,
and China-manufactured pharmaceuticals, which
diverge from what is encountered in the training
data of GPT series models. A disparity of capa-
bilities between these Chinese LLMs and the GPT
series predominantly manifests in medical knowl-
edge and reasoning.

Next, we will summarize the performance of
LLMs with regard to particular evaluation dimen-
sions. Regarding clinical QA abilities, Qwen out-
performs others with an average score of 88.7.
However, variability in model performance across
scenarios is evident, with ChatGPT achieving the
highest score (97.4) on ID #2 but not ranking
among the top performers in other scenarios. GPT4
and ERNIE-Bot show exceptional reasoning capa-
bilities, achieving average scores of 75.1 and 73.3,
respectively. The notable performance disparity
between general and medical-specific LLMs high-

lights the need for further enhancement in the rea-
soning ability of medical-specific LLMs. In all
evaluated models, hallucinations are significantly
pronounced. The FIT data is designed to trigger
hallucinations by incorporating an erroneous ref-
erence. Their data sources are the same as BKT,
however, model accuracy exhibits a marked reduc-
tion, plummeting from an average score of 47.3
to 8.3. This substantial decline shows the vulner-
ability of LLMs to uncritically adopt perspectives
presented in their input, highlighting an immediate
need for enhancement. Hallucinations exhibited on
the WTD dataset indicate that for questions with
special structures, LLMs not only need to master
the knowledge points examined by the questions
but also need to understand the logical relation-
ships in the questions, which may exceed the ability
of the models. The knowledge application ability
of the leading general LL.Ms ranges from 79.8 to
82.4, suggesting a substantial reservoir of medical
knowledge of these models. For the information
retrieval task, Medical GPT has significantly nar-
rowed the disparity with leading LLMs, achieving
a score of 33.3, merely 8.7 points below the top-
performing ERNIE-Bot. This improvement pre-
dominantly stems from the specialized nature of its
generated terminologies.
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5 Quantitive Analysis

Chain-of-Thought To demonstrate the potential
improvement of LLM’s reasoning abilities with
customized prompts, we compare the performance
of four representative models using vanilla and
Chain-of-Thought (CoT) prompts in Figure 5.

ChatGPT Qwen
BN Vanilla

BN Vanilla
coT

coT

»
g

Accuracy
Accuracy
PN
5 2

w0
o 3

0
ID#1 ID#2 BKT ID#3 MC FTT SSO
ChatGLM3

ID#1 ID#2 BKT ID#3 MC FTT SSO
HuatuoGPT

B Vanilla B Vanilla
30 cot cot

2
3

I’
£

Accuracy
Accuracy

w
3

©
o 8

0
ID#1 ID#2 BKT ID#3 MC FTT SSO ID#1 ID#2 BKT ID#3 MC FTT SSO

Figure 5: Accuracy comparison of four models on seven
datasets using both vanilla and CoT prompts.

We observe that the utilization of tailored CoT
prompts significantly enhances model performance
across seven datasets that demand higher reasoning
skills. Specifically, for Qwen, there is an average
accuracy increase from 62.7% to 69.2%. It suggests
that CoT can enhance reasoning and hallucination
resistance in medical contexts, as observed in the
Surgical Organization, False Info Test, and Wrong
Treatment datasets. Conversely, the impact of COT
prompts on ChatGLM3 is minimal and it adversely
affects huatuoGPT, underscoring the dependency
of CoT prompt efficacy on the model’s comprehen-
sion and contextual correlation proficiency. In addi-
tion, the long text of the few-shot COT prompt (on
average 4.987 times longer than the vanilla prompt)
is also a reason for the decrease in accuracy, as
described in the following paragraph.

Limited Input Capacity We notice that EHRs
frequently contain a variety of diagnostic test out-
comes, records of prior treatments, and familial
and social histories, often spanning multiple pages.
Consequently, the limited input capacity of many
LLMs poses a challenge to their practical use in
clinical scenarios. Figure 6 depicts performance
comparisons across varying input windows.

We observe a notable decrease, declining from
47.3 to 43.1, in the performance of nearly all LLMs
as the length of the inputs increases, revealing that
the limited input capacity is the main factor hin-
dering their performance in clinical medicine. In
addition, medical LLMs exhibit a more pronounced
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Figure 6: Performance across varying input windows,
where the x-axis represents dataset segments, 1 being
the shortest and 10 the longest, sorted by length.

decline (from 29.5 to 22.6) compared to the general
LLMs (from 60.5 to 58.0), suggesting that these
specialized LLMs may be less capable of maintain-
ing performance with longer inputs.

Robustness Test To conduct a robustness test,
we introduce manually-crafted perturbations that
comprise shape-based character conversion, homo-
phonic substitution, simplified-to-traditional Chi-
nese transformation, and random symbol insertion.
These perturbations cover 12% of the characters.
Figure 7 provides the robustness test results.
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Figure 7: Robustness test of GPT4, ChatGPT, Qwen,
and HuatuoGPT on different datasets.

We observe that with perturbations, all models
exhibited a reduction in scores, ranging from 2.0 to
3.2, with particularly notable decreases observed
on the basic knowledge test scenario, averaging
at 4.7. This shows the significant impact of even
minor disturbances on model performance despite
their seemingly negligible impact on readability.

Multi-modal Capability To further investigate
the performance of models in multi-modal settings,
we have compiled a set of 92 diagnostic image
pairs from medical textbooks (primarily consisting
of MRI and ultrasound scans) and PathVQA (He
et al., 2020) to assess the potential of LLMs in
multimodal medical diagnosis. Our evaluation pri-
marily focuses on the representative model GPT-4V.
GPT-4V does not achieve satisfying results in these
cases, and only 16.7% of its responses are rele-
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vant to the reference. Figure 8 depicts an example
case, where GPT-4V demonstrates its utility by suc-
cessfully identifying inflammation in the patient’s
shoulder tendon through ultrasound imaging diag-
nostics. However, detailed but crucial diagnostic
indicators within the images remained virtually in-
discernible. Moreover, GPT-4V often disclaims di-
agnostic capability and withholds responses. There-
fore, its utility in multi-modal clinical scenarios is
currently limited.

Ultrasound image diagnosis

[Input] EI7R A RALEE RIELBEER. ... BE ST LAIEL S TBE
RIE.

(The diagram shows an ultrasound image of a patient at the shoulder
peak....... Please analyze the patient's condition in conjunction with the arrow.)

[Reference] g /& o ISk P th 777 ik TORBERIR, ATIRBUEE,
HRETRBERABER, BOSETH Rk TREH.

(As indicated by the arrow in the figure, there is fluid accumulation in the
acromion and thickening of the synovial membrane, which is a typical
symptom of subacromial bursitis. Therefore, the diagnosis is subacromial
bursitis.)

[GPT-4V] .. FFAFTEMRIRE R T — B ERE, TRELSER(EL)AESFABEER). XEFET
[ =1 | SRR LWR, ML, B OFEAE. ..

(..The area indicated by the arrow shows some abnormal echoes, which may be enhanced echoes (bright spots) or
weakened echoes (dark spots). These abnormalities may represent tendon injuries, such as partial or complete
tearing, tendinitis, calcification, or other pathological changes...)

% M Didn’t get the point W Partially correct Vi

Figure 8: A multi-modal example case.

Inadequate Instruction Following Ability Dur-
ing the assessment, we observe that LLMs ex-
hibit inadequate instruction following ability, a de-
ficiency particularly conspicuous within medical-
specific LLMs. Even in straightforward multiple-
choice scenarios, several medical-specific LLMs,
e.g., ChatMed and BenTsao, struggle to follow the
given instructions to accomplish the task. There-
fore, the average scores for ChatMed and Bentsao
are only a quarter to a sixth of that achieved by the
top-performing model. This highlights the neces-
sity of enhancing the model’s aptitude for compre-
hending and following diverse instructions, thereby
enabling adaptation to different tasks.

Potential Causes of Toxicity When evaluating
the toxicity, we find that general LL.Ms, guided by
safety protocols, often err on the side of caution,
indiscriminately flagging and inhibiting potentially
hazardous medical actions, including some that are
clinically justified. Conversely, medical-specific
LLMs disproportionately focus on the potential
benefits of medical interventions, often neglecting
potential patient-specific repercussions, e.g., ad-
vising a feverish patient who recently consumed
alcohol to consider taking acetaminophen. This
one-sided approach by each model type leads to
suboptimal performance in toxicity assessment.

Lack of Innovative Thinking As experts
pointed out in the human assessment, the responses

of LLMs on CliMedBench significantly lack in-
novation. To quantify this, we substitute the op-
tion of the correct answer in multiple-choice ques-
tions with “None of the above is correct” (Pal et al.,
2022). Surprisingly, we find that this triggers a fall
in accuracy to less than 10% in the false treatment
test scenario for the majority of models. This sug-
gests that, with instruction tuning, LL.Ms often opt
for a seemingly reasonable choice from the given
alternatives, potentially overlooking more precise
solutions in clinical scenarios, thereby limiting the
innovative capacity of medical LLMs.

6 Benchmark Validity Verification

To ensure the real-world applicability and valid-
ity of CliMedBench in clinical settings, the design
rationale of the 14 core scenarios is meticulously
aligned with actual clinical practices. For instance,
the In-hospital Diagnosis datasets are carefully
structured to adhere to established clinical path-
ways in healthcare settings. To further confirm
the reliability of CliMedBench, we engaged med-
ical professionals to assess our benchmark from
three perspectives, including medical accuracy, as-
sessment effectiveness, and language proficiency.
Figure 9 plots the assessment results, which sub-
stantiate the quality of CliMedBench with an “ac-
ceptable” (3 points) or higher rating.

Furthermore, we calculate the Spearman corre-
lation between our CliMedBench and another rep-
resentative benchmark, namely MedBench? based
on other kinds of data. This approach® allows us to
conduct multidimensional evaluations that reflect
both collective and discrete correlations between
benchmarks. Figure 9 illustrates a robust corre-
lation between the CliMedBench and MedBench
leaderboards, with an overall Spearman correlation
of 0.943 and subdivisions no less than 0.657, sub-
stantiating CliMedBench’s utility and reliability as
an evaluative benchmark.

7 The Agent-based Computerized
Adaptive Testing (CAT) Approach

During the evaluation phase, we identified two key
issues: (1) Smaller LLMs struggle with exceed-
ingly difficult questions, resulting in uniformly low
accuracy and a lack of differentiation in the eval-
uations. (2) Certain LLMs exhibit slow GPU in-

8https://medbench.opencompass.org.cn/leaderboard
*https://github.com/ctllll/understanding_llm_benchmark
s?tab=readme-ov-file
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Figure 9: Figure (a) depicts the assessment results of
medical experts, while Figure (b) shows a noteworthy
correlation between CliMedBench and MedBench.
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Figure 10: The workflow of Agent-based CAT.

ference speeds or high API-related computational
costs, significantly increasing benchmark testing
expenses. To address this issue, we propose an
agent-based CAT approach, enabling rapid assess-
ment of model performance using CliMedBench.

Theoretical Basis Our approach is fundamen-
tally rooted in the psychometric Item Response
Theory (IRT). We incorporate the three-parameter
logistic model (IRT-3PL), formulated as:

P(Xij = 1’9]‘) =c¢; + (1 — Ci)

where a;, b;, and ¢; represent the discriminatig)%l),
difficulty, and the guessing factor, respectively. 6;
represents the proficiency of LLM j, and P(X;; =
1|6;) is the probability that an LLM j with profi-
ciency ); gives a correct response to question ¢.

Procedure of Agent-based CAT As depicted in
Figure 10, our agent-based CAT consists of two
main steps: Multi-Agent Based Participant Syn-
thesis (MPS) and Computerized Adaptive Testing
(CAT). MPS leverages multi-agent LLMs to synthe-
size data that mimics participant behavior, which is
used to construct a question pool. We then use CAT
to sequentially select the best-fitting questions from
the question pool to evaluate the ability of LLMs.

Algorithm 1 provides the “generation-debate-
reflection” process in MPS for data synthesis,
aiming to overcome the difficulty of insufficient
participant data in previous CAT (Zhuang et al.,
2023). Once a sufficient number of participant be-
havior data is synthesized, the modeling process
aligns more closely with the assumptions of IRT.
Specifically, we use permutations of 5 LLMs (e.g.,
Bloomz and ChatGLM2) to form multi-agent based
participants, serving as the examinees in the IRT
process to synthesize performance-related data.

Algorithm 1 The MPS process

1: Input: ()=Question data;

2: Output: Synthesize data

3: function MULTI-AGENT(Q), LLM1, LLM>)

4: for ); in ) do

5: G < LLM;,-Generation(Q;)

6: D +LLM>5-Debate(Q;, G)
7: R < LLM;-Reflection(Q;, G, D)
8
9

DebateResults < (Q;, G, D, R)
end for
10: return Synthesized data
11: end function

To accomplish the best-fitting selection, the CAT
step includes two components that work alternately,
including (1) ability estimation using IRT in Eq. 1
and (2) question selection via Fisher information.

Method Accuracy
CAT (Zhuang et al., 2023) 32.10
Our Agent-based CAT 40.74

Table 3: Comparison to other CAT method.

Results We select 243 questions from CliMed-
Bench to conduct a rapid assessment using our
agent-based Computerized Adaptive Testing (CAT).
To validate the effectiveness of our agent-based
CAT rapid assessment, we compare its results with
the regular CliMedBench evaluation, which in-
volved 33,735 instances as proposed in Section 2.
This comparison is illustrated in Figure 11. Our
observations indicate a consistency in the relative
rankings of LLMs derived from the two evaluation
methods, validating the effectiveness of using a
limited set of questions to gauge model ability.
Table 3 compares the accuracy of our agent-
based CAT with that of the representative previous
work by Zhuang et al. (2023). We observe a rela-
tive performance increase of 26.9%, demonstrating
the efficacy of MPS in synthesizing sufficient data
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Benchmark Language Data Source Coverage Size
CliMedBench  Chinese EHR(major), NMLEC, 14 Core Scenarios 33.7k
and Books
CMExam Chinese CNMLE Exam QA 60k
CMB Chinese Exams anq Chinese Medical Exam QA 231Kk
Question Database
MLEC-QA Chinese NMLEC and Books Exam QA 136k
RIJUA-QA Chinese EHR Urology 2.1k
MedBench Chinese CNMLE and NMLEC Exam QA 40k
NLPEC Chinese NLPEC Exam QA 21.7k
MultiMedQA  English Existing datasets - 18.8k
PubMedQA English PubMed Biomedical paper QA 1k labeled

emrQA English EHR EHR QA 400k

Table 4: Contrasts between the CliMedBench and existing benchmarks.

Regular Evaluation
Qwen GPT-4

) ged )

Rapid Assessment

Qwen GPT-4
2> &>

Medn:aIGPT HuamoGPT
> &> ED>
MedicaIGPT HuatuoGPT
> &3>0 E

Figure 11: Comparisons between regular CliMedBench
evaluation and our agent-based CAT rapid assessment.

that better aligns with the IRT assumption.

8 Related Work

MultiMedQA (Singhal et al., 2023) and Pub-
MedQA (Jin et al., 2019) are effective benchmarks
based on QA tasks for evaluating the medical abili-
ties of LLMs. Large-scale EHR-based benchmarks
such as emr-QA (Pampari et al., 2018) have ad-
dressed the deficiency in clinical QA, but language
discrepancies preclude their direct applicability for
evaluating Chinese medical LLMs. The assess-
ment of LLMs for Chinese medical proficiency has
traditionally relied on benchmarks derived from
multiple-choice and generative question-answering
formats, utilizing resources like exam questions,
textbooks, and doctor-patient interactions. Chi-
nese benchmarks, including CMExam (Liu et al.,
2024), CMB (Wang et al., 2024), MLEC-QA (Li
etal., 2021), and MedQA (Jin et al., 2021), primar-
ily source their data from exams such as CNMLE
and NMLEC. Despite their comprehensive analy-
sis, these benchmarks are disconnected from actual
medical practice due to their lack of real-world
medical case data, and the challenge of ensuring
quality control and avoiding data pollution grows
proportionally with the involved volume of data (Li
etal., 2023). Lietal. (2020) collected more than
21k multi-choice questions from the National Li-
censed Pharmacist Examination in China, but only
the test set of the dataset has been released.

Finally, we contrast our work with other lines
of work sharing seemingly similar goals. Med-
Bench (Cai et al., 2024) is an exhaustive benchmark
designed for the domain of Chinese medical QA,
it utilizes exam questions and synthetical EHRs to
evaluate the LLMs’ exam-solving capabilities in
different areas, rather than actual clinical skills. In
contrast, our benchmark extends this framework
across 14 diverse medical scenarios. Furthermore,
despite MedBench providing preliminary empirical
analysis, it lacks in-depth qualitative analyses of
the model’s performance. RJIUA-QA (Lyu et al.,
2023) creates high-quality medical datasets to eval-
uate clinical reasoning based on EHRs and clinical
cases. However, it is restricted to urology, offering
limited insight into the broader medical capabilities
of LLMs. Table 4 delineates the contrasts between
the CliMedBench and existing benchmarks from
the perspectives of language, data sources, cover-
age, and size.

9 Conclusion and Discussions

This paper introduces CliMedBench, a robust
benchmark derived from real medical cases that
comprises 33,735 questions across 14 core med-
ical scenarios assessing LLLMs’ ability across six
dimensions. Evaluating diverse LLMs reveals their
suboptimal performance, especially where medical
reasoning and factual consistency are vital, under-
scoring the need for advances in clinical knowl-
edge and diagnostic accuracy. We also conducted
a comprehensive qualitative analysis of the experi-
mental outcomes and made several novel insights.
Simultaneously, we proposed the agent-based CAT
approach, which enables rapid assessment with
minimal problem sets.
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10 Limitations and Ethical Issues

Protected Health Information (PHI) encompasses
data related to an individual’s health status, health-
care provision, or payment for healthcare services,
which is generated or amassed by a Covered Entity
or its Business Associate. PHI typically undergoes
de-identification to safeguard individual privacy
prior to the dataset’s publication. CliMEdBench is
a dataset derived primarily from real-world medical
cases and the Chinese National Physician Quali-
fication Examination. All EHRs and codes have
been doubly de-identified by ethics committees
and experts according to the guidance and have
passed the ethical review of our partner hospitals
before submission. However, such real-world data
may suffer from noise. This stems from two main
sources: (i) erroneous data input by medical per-
sonnel during recording or formatting error during
data retrieval, and (ii) inaccuracies introduced in
automatic information extraction. Users should ex-
ercise caution regarding data reliability in light of
these limitations. In future work, extensive valida-
tion by medical experts will be conducted to ensure
the correctness of all data. Our project has been
conducted in collaboration with relevant medical
centers with proper approval of all data sharing.
Due to legal restrictions, our data is available for
research purposes only. Researchers can contact us
with the research objectives and intended use of the
data. We ensure full compliance with applicable
laws and ethical guidelines during data collection
and use, all information in medical cases has been
desensitized to ensure that no personal information
related to patients or medical personnel is leaked.
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