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Abstract

LLM-as-a-judge approaches are a practical and
effective way of assessing a range of text tasks.
However, when using pairwise comparisons to
rank a set of candidates, the computational cost
scales quadratically with the number of candi-
dates, which has practical limitations. This pa-
per introduces a Product of Expert (PoE) frame-
work for efficient LLM Comparative Assess-
ment. Here individual comparisons are con-
sidered experts that provide information on a
pair’s score difference. The PoE framework
combines the information from these experts
to yield an expression that can be maximized
with respect to the underlying set of candidates,
and is highly flexible where any form of expert
can be assumed. When Gaussian experts are
used one can derive simple closed-form solu-
tions for the optimal candidate ranking, and
expressions for selecting which comparisons
should be made to maximize the probability of
this ranking. Our approach enables efficient
comparative assessment, where by using only a
small subset of the possible comparisons, one
can generate score predictions that correlate
well with human judgements. We evaluate the
approach on multiple NLG tasks and demon-
strate that our framework can yield consider-
able computational savings when performing
pairwise comparative assessment. With many
candidate texts, using as few as 2% of compar-
isons the PoE solution can achieve similar per-
formance to when all comparisons are used.'

1 Introduction

The advent of instruction-following (Wei et al.,
2021; Ouyang et al., 2022) Large Language Models
(LLMs) (Brown et al., 2020; Touvron et al., 2023)
has enabled systems to exhibit impressive zero-
shot capabilities on a range of Natural Language
Processing (NLP) tasks. One such practical appli-
cation is in Natural Language Generation (NLG)
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evaluation (Fabbri et al., 2021), where LLMs can
be prompted to assess the quality of texts for partic-
ular attributes (Wang et al., 2023; Liu et al., 2023a;
Zheng et al., 2023). A popular approach is LLM
comparative assessment, where pairwise compar-
isons are used to determine which of two texts is
better (Zheng et al., 2023; Qin et al., 2023; Liusie
et al., 2024b). Although using pairwise compar-
isons has been shown to better align with human
preferences (Liusie et al., 2024b) than LLM scoring
approaches (Wang et al., 2023; Liu et al., 2023a),
the set of all comparisons scales quadratically with
the number of inputs, which may be impractical in
real-world use cases. Therefore, one may instead
consider methods that only use a subset of compar-
isons to predict the scores, such that performance
is maintained in computationally efficient settings.

Due to its applicability to sports, search and
many other domains, the task of going from a sub-
set of comparisons to a final ranking/scoring has
been well-studied and extensively explored (David-
son and Farquhar, 1976; David, 1963; Luce, 2005;
Cattelan, 2012). However, in the majority of set-
ups, the comparative decisions are binary (win/loss,
although occasionally also win/loss/tie). LLMs,
however, not only provide the outcome of the com-
parison but also additional information, such as
the associated probability that A is better than B.
Despite this available information, current LLM
comparative works often leverage naive metrics
such as win-ratio (Qin et al., 2023; Zheng et al.,
2023; Liusie et al., 2024b) and average probability
(Park et al., 2024; Molenda et al., 2024), with little
analysis on how to maximally extract the informa-
tion from the comparisons.

This paper introduces a theoretical framework
for viewing comparative assessment that enables
practical scoring even in cases when the full set of
comparisons is not used. We conceptualize the pro-
cess as a Product of Experts (PoE) (Hinton, 1999;
Welling, 2007), where each comparative decision
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is assumed to provide information on the quality
difference between the two competing texts. The
framework is highly flexible and can use any form
of expert. By considering two forms of experts,
namely 1) the Gaussian distribution with linear as-
sumptions and 2) an extension of the Bradley-Terry
(BT) model for soft probabilities (motivated by
looking at its limiting behaviour), we demonstrate
that the PoE framework for comparative assess-
ment can achieve efficient and effective NLG as-
sessment. With the Gaussian expert, the framework
yields a closed-form solution for the scores, which
conveniently yields standard metrics when using
the full set of comparisons. We demonstrate that
our Product of Expert framework leads to signif-
icant performance boosts across models, datasets
and assessment attributes, and even when using a
fraction of the possible comparisons, can achieve
high performance with minimal performance degra-
dation from the full set.

This paper makes several contributions. 1) We
introduce the PoE perspective of comparative as-
sessment, a highly flexible theoretical framework
which enables one to directly model the distribu-
tion of scores given a set of comparisons. 2) We
propose two experts, a soft Bradley-Terry expert
(by considering the limiting behaviour of BT) and a
Gaussian expert that has closed-form solutions and
can be used to select the most informative compar-
isons. 3) We demonstrate practically that the PoE
solution yields significant computational savings
and empirically show that convergence is reached
significantly faster than when using other baseline
approaches for several datasets.

2 Background and Related Work

Traditional/Tailored NLG Evaluation: Initially,
the outputs of NLG systems were evaluated against
ground-truth human-annotated references, using
N-gram overlap metrics (Papineni et al., 2002; Lin,
2004; Banerjee and Lavie, 2005) or similarity met-
rics (Zhang et al., 2019). For more fine-grained
evaluation, later studies developed bespoke evalua-
tors for particular task dimensions such as summary
consistency (Wang et al., 2020; Manakul et al.,
2023; KryScinski et al., 2020) or dialogue coher-
ence (Dziri et al., 2019; Ye et al., 2021). Further ex-
tensions considered unified evaluators, which eval-
uate multiple independent attributes (Mehri and Es-
kenazi, 2020; Yuan et al., 2021; Zhong et al., 2022).
A drawback with these traditional NLG evaluation

approaches is that they typically are bespoke to-
wards particular tasks and attributes and, therefore,
cannot easily be extended to new domains.

LLM-Based NLG Evaluation: Given the impres-
sive instruction-following (Ouyang et al., 2022;
Chung et al., 2022) capabilities of LLMs such as
GPT-4 (Achiam et al., 2023) and open-sourced vari-
ants (Chung et al., 2022; Touvron et al., 2023), re-
cent works have studied leveraging these LLMs
for general zero-shot NLG evaluation. Methods
include GPTScore (Fu et al., 2023), which com-
putes the LLM likelihood of generating the re-
sponse, and LL.M-as-a-judge approaches (Zheng
et al., 2023) that prompt models to provide scores
(Wang et al., 2023; Kocmi and Federmann, 2023;
Liu et al., 2023a) or use pairwise comparisons to
determine which of two responses is better (Qin
et al., 2023; Liusie et al., 2024b).

LLM Comparative Assessment: Various recent
works have used pairwise LLM comparative assess-
ment for ranking texts: Liusie et al. (2024b) demon-
strate that for moderate-sized LLMs, comparative
assessment outperforms LLM scoring as well as
various bespoke baselines. They compute the win-
ratio using all N (NN —1) comparisons as well as
with a subset of comparisons (where large degra-
dations are observed). Further, Qin et al. (2023)
use pairwise comparisons for retrieving relevant
sources, both using the full set of comparisons as
well as sorting-based algorithms. Park et al. (2024)
apply comparative assessment to dialogue evalu-
ation, computing the average probability over a
randomly sampled set of comparisons as the score
quality. They also adapt the model with supervised
training. Lastly, Liu et al. (2024) demonstrate lim-
itations for LLM scoring and, therefore, instead
consider pairwise comparisons. They introduce
PAirwise-preference Search (PAIRS), a variant of
the merge sort algorithm using LLM probabilities.

Comparisons to Scores: Although LLMs have
only recently been used as pairwise evaluators, the
problem of ranking a set of candidates from a set of
pairwise comparisons has been extensively studied
in many different contexts, including sports (Beau-
doin and Swartz, 2018; Csat6, 2013), information
retrieval (Cao et al., 2007; Liu et al., 2009) and so-
cial studies (Manski, 1977; Louviere et al., 2000).
Arguably the most widely used parametric model is
the Bradley-Terry model (Bradley and Terry, 1952),
which models the win probabilities based on the dif-
ference of the latent scores of the compared items.
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The latent scores are deduced by maximizing the
likelihood of the observed pairwise comparison
data, with various works discussing algorithms that
converge to the solution (Davidson and Farquhar,
1976; David, 1963; Cattelan, 2012). Additionally,
(Chen et al., 2022) investigate predicting rankings
under the Bradley-Terry-Luce model (Luce, 2005),
while TrueSkill (Herbrich et al., 2006; Minka et al.,
2018) extends the Bradley-Terry model to incor-
porate uncertainties in player skills (in a sports
context) under a Bayesian framework.

3 A Product of Experts Perspective of
Comparative Assessment

Let x1.5y € X be a set of N candidate texts and
s1.n € R the scores of the texts for a particular
assessed attribute. Given a set of K pairwise com-
parisons, Cy.x, the objective is to determine a pre-
dicted set of scores, 31., that are close to the true
scores, 57. -

3.1 The Bradley-Terry Model

For traditional comparative assessment set-ups,
outcomes are usually discrete and either binary
(win/loss) or ternary (win/draw/loss). A stan-
dard approach of going from a set of discrete
comparisons Ci.x to predicted scores $1. is the
Bradley—Terry model (Bradley and Terry, 1952;
Zermelo, 1929). Assuming each comparison CY
is of the form (i, j, y;;), where y;; € {0, 1} repre-
sents a draw from a binomial distribution which
depends on the "quality" of the two texts. Here the
probability that the quality of z;, z;, is deemed to be
better than the quality of x;, z;, can be expressed
as P(z; > zj|s;—s;) = o(s;—s;). The most popular
form is the sigmoid function, o(z) = 1/(1+e~7).
The Bradley-Terry model treats the scores as pa-
rameters of the model, and aims to maximize the
likelihood of the binomial draws,

51:§ = argmax H P(yij|s1:n) (D)

SLN i:jeclzK

P(yijlsin) =0(si=55)"7 (1-a(si=57)) "7 (2)

Although no closed-form solution exists, Zer-
mello’s algorithm (Zermelo, 1929) can be used to it-
erate the solution until convergence is reached. Fur-
thermore, while Zermello’s algorithm is known to
be slow to converge (Dykstra, 1956; Hunter, 2004),
later improvements have demonstrated faster con-
vergence rates (Newman, 2023).

3.2 A Product of Experts Perspective

For LLLM comparative assessment, as opposed to
traditional binary comparative decisions, one has
access to richer information, including the associ-
ated probability of a decision. Each comparison
outcome can therefore be extended to the form
(’i, 7, pij) where Dij :le(zi —zj |ﬂ£‘i, CL’j), the LLM
probability of the comparative decision. To con-
veniently incorporate the soft-probability observa-
tions, we explore directly modelling the probability
of scores given the comparative observations and
reformulate the scores as a Product of Experts. A
Product of Experts (PoE) (Hinton, 1999; Welling,
2007) combines the information gained from many
individual experts by taking their product and nor-
malizing the result. One can consider each com-
parison as information gained from independent
experts, enabling the probability for the scores to
be written as:

1
p(stnlCix) = - II pGi—silCe) @)

1,j€C1.K

Each expert can be conditioned on the observed
LLM probability such that p(s; —s;|C) = p(s; —
sj|pij). As apossible expert, we consider a form re-
lated to the limiting behaviour of the Bradley-Terry
Model and re-express Equation 2 with a probabilis-
tic classification result form,

1

p(si—sjlpij) =7——

Z a(si=s57)P (1-0(si-s7))" P
»

Defined within the range 0 < p;; < 1, where
Zi; = m/sin(p;;7) is a normalization term to en-
sure a valid probability density function. The solu-
tion can similarly be found using Zermelo’s algo-
rithm. Although the resulting expression is difficult
to analyze, one can apply a Laplace approximation
to approximate the score distribution as a Gaussian
(shown in Appendix A.5), which yields a more intu-
itive expression that can be useful for downstream
applications.

3.3 Properties of Gaussian Experts

The experts are not restricted to sigmoid-based
modelling, and one can select any family of prob-
ability distributions. One option is to directly
model Gaussian Experts, which have convenient
properties such as a closed-form expression for
the PoE solution (Zen et al., 2011). If the un-
derlying distribution is assumed to be Gaussian
with the mean f,(p;;) and variance f,(p;;) only
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dependent on the comparative probability, such
that p(s;—s;|pi;) = N (si—s55 fu(pij), fo(pij))
then by representing the scores in vector form,
s=1s1.n], one can express the distribution as,

p(Ws|C.x) = N (Ws; p, diag(c?))  (4)
Where W € REXN (illustrated in Appendix A.1)
is a matrix representing the set of comparisons,
such that for the k™ comparison between i and j
Wki =1, ij =—1, andem:O Vm;éi,j, s1is
the N-dimensional column vector of s1.n, € RE
is a vector of the means, and o2 € R¥ equivalently
represents the variances,

= [fulp @) L@, N (5)
0% = [f(0}), fo (0, - Lo (6)

Note that as defined, any shift of the scores s will
yield an equivalent output. To address this, an addi-
tional expert on the first element can be added, such
that p(s1|Co) = N(0, 02), prepending an extra row
to all of W, p and o2, yielding W, fi and 52 re-
spectively. The distribution takes a similar form,
p(Ws|C1.x) = N(Ws; i, diag(62)), which can
be rearranged to yield a Gaussian expression for the
score distribution, p(s1.x|Cr.x) = N (s; u*, %),
with mean and covariance matrix defined as,

=W 'w)"'wTs 14 (7)
= (WTz—tw)~! (8)

where 3 = diag(62) (the rearranging is shown in
Appendix A.4). Therefore, the mean of the Gaus-
sian provides a simple and closed-form solution to
the maximum probability solution, 51.y,

§ = argmax p(s1.n/C1.x) )
S1:N
_(WTEW)OIWTE 1 (0)

3.4 Further Gaussian Assumptions

A drawback with the Gaussian Expert is that pro-
ducing fz and 62 requires knowledge of both f,,(p)
and f,(p). This is not available without human-
annotated data, making the approach impractical
for zero-shot applications. To enable a practi-
cal solution applicable in zero-shot settings, one
can make two assumptions on the Gaussian ex-
perts: 1) that the variance is constant regardless
of the predicted probability f,(p) = o2, and 2)
that the mean scales linearly with the probability

fu(p) = a-(p — B). These assumptions appear
reasonable for several models and datasets (in Ap-
pendix Figure 10) and simplify the solution to,

s=a- (WTW)—le,} (11)

where T = [0, pl -8, .. ,pU — f]. Note that
a sensible choice mlght be 5 = 0.5, since when
inputting texts of equal quality into an unbiased
system, an average output probability of 0.5 would
be expected. Further, the value of o only influences
the relative spacing and subjective scale used to
score the texts and can arbitrarily be set to 1.

3.5 Modelling Bias in Non-Symmetric Settings

LLMs can have inconsistent outputs where p;; #
(1—pj;) and, in particular, demonstrate positional
bias (Zheng et al., 2023; Chen et al., 2024; Liusie
et al., 2024a). Positional bias occurs when the sys-
tem prefers one position over another such that
Epim(p) [p] # 0.5, while for unbiased systems, the
expectation should be near 0.5. Combining the
probabilities from both permutations such that
Bij =15+ (pij+(1—pji)) ensures that p;; = (1—pij)
and eliminates positional bias; however, it requires
two LLM calls per comparison and may not be
the best use of LLM calls. To efficiently min-
imize the impact of positional bias without re-
quiring both LLM permutation calls, we investi-
gate directly modelling model position bias into
the experts. A simple approach is to introduce a
bias parameter ~ that shifts the experts such that,
P+(si — s;pij) = p(si—s;— 7|pi;). The value of
~ can be determined by noting that the expected
score difference between two randomly sampled
texts is zero, E[s; — s;] = 0. For the linear Gaus-
sian expert, this is equivalent to applying a linear
shift in the mean, and therefore by considering

N (si—sj; 0 (pij — B),0?),
E[si — sj] = E[fu(pi)] = a(Elpy] = ) (12)

setting the expression to zero yields that the debi-
asing term 3 =E[p;;]. For Bradley-Terry, though
it can be shown that f,(p;;) = —m-cot(mp;;), this
value tends to infinity when p;; approaches either
0 or 1. Therefore, instead of setting the expected
value of the skill difference for any random pair to
be zero, we approximate finding the bias by ensur-
ing the mode of the underlying (log-) distribution
is 0 when the skill difference is 0. Based on this ap-
proximation, the resulting bias parameters for the
extended Bradley-Terry is v = —logit(E[p;;])
(see Appendix A.9 for further details).
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3.6 Comparison Selection

The previous theory detailed how to determine the
predicted scores S1.y given a random set of ob-
served comparisons Cy.x. As an extension, one
may consider how to select the set of comparisons
that provide the most information. Under the Gaus-
sian model, the probability of the most likely set of
scores is given as,
det(WTW)

(2m02)N/2 (13)

P(§1:N|C1:K) =
shown in Appendix A.4. For a fixed number of
comparisons K, one may therefore aim to find the
matrix W* that minimizes the uncertainty,

W* = arg max p(31.5|C1.x) (14)
W

= argmax det(WTW) (15)
w

This can be approximated through an iterative
greedy search. Assume that WE* is the se-
lected comparison matrix using & comparisons and
Ak = (W(k)*TW(k)*)_l. The next selected com-
parison (i, j) can be calculated as,

i,j=argmax Al + A 2. Al (16)

i
Z7]

Shown in Appendix A.7, where it is also shown
that the inverse matrix A**1) can be updated ef-
ficiently from A(®). Additionally, it was noted
previously that the score distribution using soft
Bradley-Terry experts can be approximated as a
Gaussian using a Laplacian approximation. Doing
so and then selecting greedy optimal decisions will
yield a similar selection scheme,

i,] = arg max [ (7
i
P A oA k k k
o(8i-8;)-0(5j-8)- <A§¢)+A§j)*2‘A§j)> ]

As shown in Appendix A.6, where §1.y represent
the current score predictions using the comparisons
so far. Therefore, selecting comparisons under the
Laplacian approximation of the soft Bradley-Terry
model leads to a similar selection process but with
an additional term of o(8;,—5;) - 0(8;—38;). This
term implies that under this model, comparisons
between texts of similar quality are expected to
reveal the most information. However, this ap-
proach requires the solution to be computed at each
step and does not have an efficient update formula.
Therefore, running this selection mechanism may

be significantly more computationally expensive
than the analysis using linear Gaussian experts, and
practically, the utility of this selection scheme will
depend on the tradeoff between this computational
expense and the cost of an LLM forward pass.

4 Experimental Setup

4.1 Datasets

We consider a range of NLG evaluation datasets
which have available ground-truth scores. For sum-
mary evaluation we use SummkEval (Fabbri et al.,
2021) which has 100 articles each with 16 machine-
generated summaries evaluated on coherency (COH),
consistency (CON), fluency (FLU), and relevancy
(REL). For dialogue response generation, we use
TopicalChat (Mehri and Eskenazi, 2020) which
has 60 dialogue contexts with six responses per
context assessed on coherency (COH), continuity
(CNT), engagingness (ENG), and naturalness (NAT).
For question difficulty ranking, we use CMCQRD
(Mullooly et al., 2023), which has 658 multiple-
choice reading comprehension questions annotated
on question difficulty. Lastly, for story evaluation,
we use HANNA (Chhun et al., 2022) which has
1056 machine-generated stories annotated by hu-
mans on coherency (COH), complexity (CMP) and
surprisingness (SUR). For CMCQRD and HANNA
we compare the texts across all 658/1056 texts.

4.2 Methodology

Base Large Language Models Three different
families of opensourced LLMs are used as judge
LLMs: FlanT5 (3B, 11B) (Chung et al., 2022),
instruction-tuned Mistral (7B) (Jiang et al., 2023)
and Llama2-chat (7B, 13B) (Touvron et al., 2023).

LLM Pairwise Probability Calculations To get
comparative probabilities, we follow Liusie et al.
(2024b) and use P(A) /(P(AHP(B)). The symmetric
set-up (where both permutations are done) is used
unless stated otherwise, though in Section 5.4 the
non-symmetric set-up is investigated.

Comparison Selection When considering com-
parative assessment with a subset of comparisons,
the base experiments use a randomly drawn set of
comparisons such that each comparison is equally
likely to be chosen. For a set of inputs 1.y, we ran-
domly select /K unique pairs (x;,x;) to be judged
by the LLM, ensuring that each text z; is involved
in at least one comparison. Experiments begin with
K =2N comparisons and K is incremented to the
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full set of comparisons, K =N (N —1).

Scoring Methods Several different methods of
mapping a set of comparisons to scores are used in
this paper, categorized into binary decision-based
or probability-based. For binary decision meth-
ods, our first baseline is the win-ratio which calcu-
lates the number of comparisons won as the quality
score, as used in Qin et al. (2023); Liusie et al.
(2024b); Raina and Gales (2024). The second base-
line is the Bradley-Terry model, BT, (Bradley and
Terry, 1952), where the solution is found by Zer-
melo (Zermelo, 1929) with a convergence thresh-
old of 1e~*. Since any candidate that wins/loses
all games will have an infinite score, a prior of
1/(N —1) wins is added to each selected compari-
son. For the methods that leverage the LLM prob-
abilities, the baseline is the average probability
avg-prob of a text in all its comparisons, as used
in Park et al. (2024); Molenda et al. (2024). To
better leverage the probabilistic information, our
paper proposes to decompose the probability into
a product of experts. We propose two variants; 1)
PoE-BT which uses a variant of the Bradley-Terry
model extended to soft probabilities (described in
Section 3.2), and 2) PoE-g which uses the Gaussian
expert with the linear mean and constant variance
assumptions (described in Section 3.4). Lastly, the
final method is PoE-g-hard, which applies the PoE-
gaussian framework, however, using hard binary
decisions and not the soft probabilities.

Evaluation For SummEval and TopicalChat, the
summary-level Spearman score is used as the as-
sessment metric. For each context, we do pair-
wise comparisons using the LLM on the full set of
N(N —1) comparisons. We then simulate using a
subset of comparisons by randomly selecting K of
these outcomes. This process is repeated 100 times
for a particular number of total comparisons, K,
and we calculate both the mean and standard devi-
ation of performance over the entire dataset. For
Hanna and CMCQRD, there is no context depen-
dence and therefore the number of candidate texts
is much larger, with N =1050 and N =550 respec-
tively. As such as we sample 200,000 comparisons
(all symmetric), which is only a subset of the to-
tal possible comparisons, and provide analysis by
simulating randomly sampling further subsets of
these comparisons. For each K, we run 20 ind-
pendent runs and average performance. For both
datasets, equivalent tables for Pearson are provided
in Appendix C.

Decisions Probabilities
System K Win-r BT Avg-pr PoE-BT PoE-g
LanaT8 5y 375 279 284 o84 284
Uama2-13B 310 305 303 303 395 303
MiswalTB 50 31 381 377 377 377
FanTS-3B 540 436 436 443 443 443
FlnTS-11B 540 400 200 405 405 405

Table 1: Spearman Correlations for SummEval, aver-
aged over all attributes (COH, CON, FLU, REL). K is the
number of comparisons made, where K = 240 is the
full set of comparisons.

5 Results

5.1 SummEval and TopicalChat

In this Section, we investigate whether the Product
of Experts framework can yield performance boosts
for SummEval and TopicalChat in efficient settings.
SummEval has 16 candidates per context (N =16)
and therefore considering all possible comparisons
takes 240 comparisons, which though feasible, can
be quite costly. Table 1 presents SummEval perfor-
mance when only a subset of the comparisons are
made, with the average Spearman rank correlation
coefficient (SCC) over all contexts and attributes
presented for different base LLMs. Equivalent ta-
bles for TopicalChat are provided in Appendix C.2
where similar trends are seen. The following obser-
vations can be made:

Average probability performs better than the
win-ratio in efficient settings When considering
the full set of comparisons (K = 240) the perfor-
mance of average probability is only marginally
better than using win-ratio (within 1 SCC). How-
ever, when using 20% of the comparisons (K =48)
the average probability yields significant gains of
3-4 SCC. This highlights that especially when only
using a subset of comparisons, leveraging the soft
probabilistic information is beneficial.

The PoE solution yields large gains in efficient
settings Even when only using hard decisions, for
K =48, both the Bradley-Terry model (BT) and
the PoE Gaussian with hard decisions (PoE-g-hard)
have mild performance gains over the win-ratio.
Nevertheless, the real benefits are seen when us-
ing PoEs with soft probabilities, with both POE-BT
and PoE-g significantly outperforming the average
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Figure 1: Efficiency curves when sweeping K, the number of comparisons per context, where at each K the
comparisons are randomly drawn 100 times. Average performance with 95% confidence is displayed.

probability. With these methods, when using only
20% of the comparisons, one can achieve perfor-
mance close to when using the full comparison set
(in four out of five cases within 2 SCC), when win-
ratio would have degredations of up to 10 SCC. The
findings are general and hold across the different
SummEval attributes and models.

Gaussian PoE and BT PoE result in sim-
ilar performing solutions When using full-
comparisons, the Gaussian PoE solution can be
shown to be equivalent to the average probability
(shown in Appendix A.3) however the BT PoE
approach will lead to a different solution. Nonethe-
less, the performance for both PoE-BT and PoE-g
are very comparable for most models/datasets, in
both the hard and soft set-ups. Further the Gaus-
sian solution has the benefit of having a convenient
closed form solution.

Convergence rates The results in Table 1
showed performance for the arbitrary chosen op-
erating point of K =48. Figures 1a and 1b show
the performance for two models/attributes while
sweeping K from K = N to the full set of compar-
isons, K =N (N —1)/2. The curves show that the
performance improves smoothly while increasing
number of comparisons, with the convergence rates
considerably better with the PoE methods. Fur-
ther plots for other models/tasks are provided in
Appendix C.3.

5.2 Comparison Selection

The previous results used random comparisons,
however, an alternative would be to pre-select a
set of comparisons that maximizes the information
gained from a fixed number of comparisons. Sec-
tion 3.6 discusses how for the Gaussian-PoE, this
can be achieved with a practical greedy approx-
imation. Table 2 illustrates that at the operating
point of K = 48, pre-selecting the comparisons

can provide further performance boosts, with the
average performance of the probabilistic PoE ap-
proaches consistently increasing by 0.5 SCC for
all approaches, at no extra cost. Although the the-
ory was derived using the Gaussian assumptions,
the performance boosts are seen for all methods,
with the largest gains for the win-ratio. Lastly, Fig-
ure 1c shows that performance gains are significant
when few comparisons are made, but as the number
of comparisons grows, the performance difference
between random and optimal selection is negligi-
ble. Additionally, selecting the comparisons based
on the Laplace-approximation of the Bradley Terry
expert yields better performance when a small num-
ber of comparisons are considered; however, it
is significantly more computationally expensive
as the BT solution has to be determined at each
timestep.

System Method Win-r Avg-pr PoE-BT PoE-g
Uama2 7B GGl 230 245 273 292
Llama2-138 SO0 394 346 382 380
Miswal T (Rl 314 22 340 339
FaiTS3B §hlied 360 393 432 429
FlanTs-118 Random 31.2 347 384 384

Selected 33.1 357 392 39.0

Table 2: SummEval Spearman correlations when using
the greedy optimal set of comparisons, for K =48.

5.3 Hanna and CMCQRD

The previous experiments demonstrated that the
PoE framework yields significant performance
boosts in efficient settings. However, for the ana-
lyzed datasets, NV is 16 and 6, and though PoE can
reduce the number of LLLM calls, it is still feasible
to run all O(N?) comparisons. This section now
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CMCQRD DIF
system K

HANNA COH
avg-prob PoE-BT avg-prob PoE-BT avg-prob PoE-BT avg-prob PoE-BT

HANNA CMP HANNA SUR

5N 31.9 334 39.2
10N 33.8 344 40.3

41.3 45.7 47.9 32.8 34.1
41.4 46.9 48.2 33.6 343

Llama2-7B — o0n 348 350 411 416 476 483 341 345

50N 353 353  4l4 416 480 483 344 345

5N 300 312 399 413 517 546 346 369

Lamaean 10N 315 319 412 418 534 549 360 372

20N 322 323 418 419 543 551 368 375

50N 326 326 421 421 549 551 372 376

5N 389 407 366 383 473 499 242 255

. 10N 407 411 379 386 490 506 253 260
Mistral-7B

20N 41.1 41.2 38.7
50N 41.2 41.2 389

38.8 50.1 50.9 259 26.2
389 50.7 51.0 26.0 26.1

Table 3: Spearman correlations for CMCQRD and HANNA for specific attributes. K € {5N, 10N, 20N, 50N } is
the total number of symmetric comparisons made, e.g., 5N refers to each sample being in 5 comparisons.
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evaluates CMCQRD and HANNA, where N=1056
and N=658 respectively. Table 3 presents perfor-
mance when using a - N comparisons, where it’s
observed that PoOE-BT achieves consistently better
performance than the average probability across
all models and datasets. Faster convergence is ob-
served for PoE-BT, with the average performance
difference between 5 and 50 comparisons per item
0.8 SCC apart, while it is 2.5 SCC for the average
probability. Note that evaluation was only con-
ducted for Llama2 and Mistral due to FlanT5’s
maximum token length of 512.

Figure 3 illustrates the full efficiency curves for
several models and attributes. We observe that PoE-
BT typically performs best, and though PoE-g often
performs similarly to PoE-BT, in very low informa-
tion regions PoE-g can have poor correlations. In
all cases, the PoE methods appear to mostly con-
verge to their solution within 10 - N comparisons,
significantly fewer than N (N —1).

5.4 Non-Symmetric Comparions

Previously, to minimize the influence of posi-
tional bias and model inconsistency, both permu-
tations of any comparison were evaluated. Al-
though this reduces bias, one may gain more in-
formation by having a more diverse set of com-
parisons. Mistral-7B has minimal positional bias
with E[p;;] = 0.51, while Llama-7B has consid-
erable bias with E[p;;] = 0.78. To investigate
whether symmetry is required, we look at perfor-
mance of the non-symmetric set-up for Mistral-7B
and Llama-7B (shown in Appendix Figure 7). For
Llama2-7B, the debiased expert yields large perfor-
mance gains while for Mistral-7B, the debiasing
parameter has little influence, as expected since y
will be near 0. Note that, although Llama2-7B is
more biased, it has better judgement capabilities
and achieves better correlations, though the debias-
ing parameter is required. Figure 4 compares non-
symmetric debiased performance with symmetric
performance and illustrates that the two perform
similarly, albeit with slightly different characteris-
tics. Non-symmetric often does better in the low
number of comparisons region, symmetric some-
times marginally better after, and performance is
similar when more comparisons are made. Results
for other models and attributes are presented in
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Appendix C.6.

6 Conclusions

Comparative assessment using LLMs has been
shown to be effective for text assessment. This pa-
per investigates framing the scoring process within
a Product of Experts framework, where the com-
parison information (including model confidence)
can be easily combined to determine a set of scores
that effectively capture text quality. This enables
comparative assessment to not suffer from slow
convergence rates, as now only a subset of the pos-
sible comparisons is used to predict the scores, but
maintain the performance from when using the full
set of comparisons. Further, using Gaussian experts
yields a closed-form solution and provides a basis
for deriving a greedy-optimal set of comparisons.
The paper demonstrated the effectiveness of the ap-
proach on multiple different standard NLG evalua-
tion datasets, such as SummEval and TopicalChat,
as well as for large datasets where N > 500, which
led to substantial savings in computation against
standard methods.

7 Limitations

The LLM comparisons can depend largely on the
selected prompts used and the process used to
extract probabilities. We chose simple prompts
but did not investigate the impact of prompt sen-
sitivity or how well the approach holds when
weaker/stronger prompts are used. With the zero-
shot nature and the consistent observed perfor-
mance boosts, our method is likely to remain ef-
fective in such settings, but this was not verified.
Another limitation is that when optimizing the BT
experts, one can apply a soft-variant of Zermello to
quickly optimise the PoE-Bradley-Taylor approach.
However, when the bias term is introduced, soft-

zero method cannot be applied, and optimization
of the solution is significantly slower. Nonethe-
less, since the main computational costs are associ-
ated with LLM calls, this is not a significant draw-
back. Lastly, our method is effective only when
soft LLM probabilities are available, and for APIs
where probabilities are not available, and one can
only sample binary decisions, the method is less
effective.
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A Additional Theory for the Product of
Expert Framework

A.1 Structure of W Matrix

The paper discussed the comparison matrix W €
RUCH)XN "\where each row represents the partic-
ular comparison being considered. It was dis-
cussed how for the k™ comparison between i and
J» Wii=1, Wyi=—1,and Wy, =0 Vm # i, j.
Further, an extra row was prepended to W adding
constraints on the first score, forming W and en-
suring the corresponding matrix is not defective.
To illustrate the structure of W, consider the case
where one has 4 elements x1.4 and all possible com-
parisons are considered,

1 0 0 0
1 -1 0 0
1 0 -1 0
W=|1 0 0 -1 (18)
0 1 -1 0
01 0 -1
0o 0 1 -1 |

A.2 Structure of WTW Matrix

In the Gaussian-Products of Experts, the variance
was shown to be directly related to the matrix
WTW. For the full comparison case previously
considered, this would yield a matrix of the form,

4 -1 -1 -1
-1 3 -1 -1
-1 -1 3 -1
-1 -1 -1 3

WTW = (19)

Let A = WTW. For any set of selected compar-
isons, Aij = w; - W;. Therefore by taking into
account the structure of W, it’s easily shown that
the diagonal elements represent the number of com-
parisons the element has been involved in, while
the off-diagonal elements are -1 if the comparison
1s made,

Ape =) Lazp €C) (20)

Ire -1 if iy Ly C 5

A = if (= ”?J) LR an
0  otherwise.

This means that for the full comparison matrix,
irrespective of IV, the matrix WTW will have the
form,

N -1 -1 .. -1
-1 N-1 -1 ... -1

Wiw=|-1 -1 N-1 .. -1
-1 -1 -1 N-1 |

A.3 [Equivalence of Gaussian PoE Solution
with Average Probability

Given the structure of WTW, when considering
the full-comparison set-up, the inverse is given by,

(11 1 ... 1]
1 1+3 14+ ... 144
T L 1 2 1
(WTW): 1 1+4 1+% ... 14+%
|1 14+ I+ .. 147 ]
(11 1 17
111 1
AN+ 1 1
N o
111 1|
[ -1 —1 -1 -1
|-t o 0
-1 0 1 0
N |
-1 0 0 1|

For the Gaussian PoE with linear mean and
constant Gaussian assumptions, the solution was
shown to be of form § = a- (WTW)~'W . By
noting that i represents the LLM probabilities for
each comparative decision, we observe that W[J,

6846


https://doi.org/10.18653/v1/2022.emnlp-main.131
https://doi.org/10.18653/v1/2022.emnlp-main.131

simply represents the sum of probabilities for all
comparisons that each element has been a part of.
Therefore, the above equation shows that the solu-
tion will be a constant shift of the average proba-
bility for any particular sample.

A.4 Form of the Gaussiam PoE Score
Distribution
Given p(Ws|C1.x) = N (Ws; i, 2),

mine p(s|Cy.x) one can expand the expression and
isolate all terms that have an s, yielding,

to deter-

(22)
(23)

p(Ws|Ci.k)
=N (Ws; i, i)
x exp (; (Ws — 1) TS 1 (Ws — ﬁ)) (24)
X exp (; (STWTi_1Ws + QSTWTi_lﬁ>)

As the distribution over scores will be Gaussian,

p(s|C1.ix) ~ N (s; p*, X*), one can equate coeffi-
cients to derive the form used in the paper,

= (WIs—tw)! (25)

p; = (WS'W)'"WTS 1@ (26)
Which has pdf,

1

1 s\ Txrx—1 *
WGXP (2(Sﬂs) % (SN5)>

The maximum probability scores will be at the
mean, s = p;, which has a probability of,

1
(27)
(2m)¥2d0t (WTS-1W) 1 i
| det(WTS-1W)
= (28)

(27T)N /2
For the linear Gaussian, where it is assumed that
3 = o21, this can be reduced to,
det(WTW)
(27T0'2)N /2

A.5 Laplace’s Approximation of
Bradley-Terry

p(s=p;|Cr.x) = (29)

As discussed in the paper, the soft Bradley-Terry
model score distribution p(s1.x|Cy.x) has form,

Z11v

Uecl K

o(si—s5)P7(1-0(s;— sj))lfpv:j (30)

Which can be difficult to analyze. Therefore, one
can apply a Laplace approximation, which ap-
proximates the original distribution as a Gaussian,
P(s|Cr:x) ~ B(s|Cr:x) = N (s; 8, A),

In (s[Cr.xc) :lnp(§|C’1;K)f%(sf§)TA_1(sfé)
where § = [$1.] is the maximum probability es-
timate of the original distribution and A~ is the
inverse covariance matrix. To determine the values
of A1, one notes that the above equation is equiv-
alent to a Taylor expansion of the log-distribution
of the scores at S, such that

2

0
88,8

-1
Al =

Inp(s1.n|C) 3D

SLN=S1N
By simplifying the form of score distribution using
soft Bradley-Terry experts,

1 11 exp(p - (si = 5;))

- (32)
Z s 1+ exp(s; — s;)

p(s1:n[C) =
i.j€
and differentiating the log distribution, it can be

shown that the diagonal elements, Alzkl, and off-
diagonal elements A,;;L, can be calculated as,

A=Y [1(i=k) +1(j=k)] -0 (8:-8;)-0(8;-8:)

A.6 Laplace Comparison Selection

For the Laplacian approximation of the soft
Bradley-Terry Experts, the inverse covariance ma-
trix has elements as described in the above Equa-
tions. Hence, one can note that adding a further
comparison (i, j) has influence on A,

(A®) = (A®) ™ o (3i-85) 0 (5—30) wrT

Therefore when maximizing the determinant, one
can similarly demonstrate that,

_ det <<A(k+1))1)
_ det ((A<k>*)‘1> . (

(1 +0(8;—35;) - 0(8;—5;) - rTA(k)*r) >
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Which is equivalent to maximizing,
i,j = argmax o(3;—38;) - 0(8;=8;) - rT ARy
i,
= arg‘max U(§i_=§j) : O'(§j—§i) . (
iJ
(A(k)*ii + A(k)*jj —2. A(k)*ij) )

A.7 Efficient Greedy Comparison Selection

Assume that W ()* is the selected comparison ma-
trix using k comparisons. Considering an addi-
tional comparison (i, 7) is equivalent to adding an
extra row r € RY where r; = 1, r; = —1 and
r;=0 VI # i,j. By noting that,

det ([W7 r]T[W; r]) (33)
=det(WTW +rr') (34)
—det(WTW)(1 +r"(WTW)"lr) (35

the next optimal comparison (%, j) is calculated as,

i,] = arg max AR + A}I;)* -2 Ag?)* (36)

. X
17]

Updating W R)* is trivial, since considering an
additional comparison (i, 7) is equivalent to adding
an extrarow r € RY to W*)* where r; = 1,
ri=—landr;=0 VI # 1, j. Therefore

WD — W k), ] (37)
However one can also efficiently update the inverse
using the Sherman-Morrison inversion lemma,

~ ~ -1

~ ~ —1
_ (W(k)*TW(k)* JrITT) (39)

AE)kpp T A (k)%
— AR)* _ e
=AY T ARy, @O

Note that to initialize W, the simplest option would
be to use N — 1 comparisons and follow a stripped
diagonal matrix, e.g.

1 0 0 O

= 1 -1 0 ©

W= 0 1 -1 0 @1
0 1 -1

A.8 Detailed Derivation of 3 for the Debiased
PoE-Gaussian Expert

For a given expert, p(s; — s;|p;j), and an un-
derlying LLM which generates comparative de-
cisions, pLm(pij) (assuming the underlying texts
x; and x; are randomly drawn), there is an associ-
ated marginalised distribution of score differences,
p(s; — s;). Note that as the texts are randomly
drawn, they are equally likely to be drawn in either
position and therefore, E[s; — s;] = 0. For a de-
biased expert p-(s; — s;|pij), the objective is to
find the parameter ~y for the LLM that ensures that

E[Si - Sj] == 0,
E[SZ’ — Sj] (42)
- / (5i-57)p(si-5;)d(51-55) 43)

1 proo
:/0/(3i5j)P'y(5iSj‘pij)PLM(pij)d(siSj)dpz'j

1 0
Z/OPLM(Pij)/ (8i-87)Py(8i-8j|pij)d(si-s;)dpi;

—0o0

1
= /0 pm(Pis) - Elsi — s;|pij, 7] dpij (44)

The parameter v was proposed to be a simple
linear shift of the score differences, such that
p~(si—55|pij) = p(si—sj~y|pij). For the linear
Gaussian, N(sifsj; a-(pij-PB), 02) this is equiv-
alent to setting the 5 parameter. The mean of the
expert is o (p;;—f3), and therefore,

1

E[si-s;] = /U Pum(pij) - Esi—s;|pij| dpij (45)
1

2/0 pm(Pij) - o (pij—B) dpij  (46)

1
=« (/0 Pij PLM(Pij) dpij — 5) 47)

Which setting to zero yields 5 = Elp;;] ~
% Zszl pgf), i.e. [ should be set to the average
LLM probability.

A.9 Deriving ~ for the Debiased PoE-BT
Expert

For experts that are unstable or for which the expec-
tation is analytically intractable, one can instead
ensure the mode of the skill difference likelihood
is set to O when the skill difference is 0. Differenti-
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ating the expected score difference yields,

0
%E[log py(si — 55)] (48)

a 1

= / log py (si—s;[pij)pLm(pij)dpi; — (49)
Y Jo
1 0

=/0 PLM(pij)a<1ngv(3i*3j\pij)>dpij (50)

The probabilistic Bradley-Terry accounting for bias
has form,

1 ePii(simsi=7)

Py (si = 8jlpij) = Zi 13 eeis—m  ©OD
which when differentiated yields,
0
o log p(si — s;|p) (52)
0 Si—5;—
=5 (pij - (si-8j—7)~log(1 + €% 7*77)) (53)
eSiT8i Y
=—Dij + W (54)
Evaluating the integral at s; — s; = 0,
0
5 Ellogpy(si — 55)] (55)
gl si—s;=0
1 e~ g
— . . g 56
/0 PLM(pw) <pw + 1+ 67) pij  (56)

setting to zero yields, v = —1-log (15[5[1;]'}) =
ij

~logit(E[p;]) ~ logit (& 31, p{))

B Experimental Details

B.1 Prompts

Table 4 shows examples of the prompts used for
generating comparative decisions (other prompts
for other attributes were of similar style). For a
particular dataset and attribute, all models are pro-
vided with the same simple prompts, which were
the only prompts used for experiments. No prompt
engineering was done, matching situations where
one doesn’t have access to labels to evaluate sys-
tems.

B.2 Computation Resources

All experiments were run on 140 machines, where
evaluation was parallelised over 4 machines. Each
SummEval attribute took a 1 L40 GPU hours for
Llama2-7b, Mistral-7B, and FlanT5-3B (despite be-
ing smaller, FlanT?5 is float32 and hence not faster)

while Llama2-13B took 2 hours and FlanT5-11B
took 2.5 hours. For each attribute of HANNA, per-
forming 200,000 comparisons required 8/8/9/15/21
GPU hours for Llama2-7B/Mistral-7B/FlanT5-
3B/Llama2-13B/FlanT5-11B. For CMCQRD per-
forming 200,000 comparisons required 8/8/9/15/21
GPU hours for Llama2-7B/Mistral-7B/FlanT5-
3B/Llama2-13B/FlanT5-11B. All TopicalChat ex-
periments could be run in under 30 minutes.

B.3 Model and Dataset Licences

Model Licenses: LLaMA-2-7B-chat and LLaMA-
2-13B-chat (Touvron et al., 2023) use a LLaMA-2
license. Mistral-7B-Instruct-v0.2 uses an Apache-
2.0 license. Similarly, FlanT5-3B and FlanT5-11B
use an Apache-2.0 license.

Dataset Licenses: SummEval (Fabbri et al., 2021)
uses an MIT License. TopicalChat (Mehri and Es-
kenazi, 2020) uses the MIT License. Hanna (Chhun
et al., 2022) uses an MIT License. CMCQRD (Mul-
looly et al., 2023) uses its own license.
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dataset score prompt

Article: <context>\n\nSummary A: <A> \n\nSummary B: <B> \n\nWhich

SummEval CoH Summary is more coherent, Summary A or Summary B?

Article: <context> \n\nSummary A: <A>\n\nSummary B: <B>\n\nWhich

ummEval CON - . .
S Summary is more consistent to the article, Summary A or Summary B?

Dialogue: <context> \n\nResponse A: <A> \n\nResponse B: <B> \n\nWhich

TopicalChat  CNT Response continues the dialogue better, Response A or Response B?

Dialogue: <context> \n\nResponse A: <A> \n\nResponse B: <B> \n\nWhich

TopicalChat  NAT Response appears more natural, Response A or Response B?

Story A: \n<A> \n\nStory B: \n<B> \n\nWhich story is more surprising,

HANNA SUR Story A or Story B?

Story A: \n<A> \n\nStory B: \n<B> \n\nWhich story is more complex, Story

HANNA cHp A or Story B?

Question A: \n<A> \n\nQuestion B: \n<B> \n\nWhich reading comprehen-

CMCQRD DIF sion question is more difficult to answer, Question A or Question B?

Table 4: Prompts used for prompting the LLLM to make pairwise decisions between two candidate texts.

C Additional Results

C.1 SummkEval Pearson Performance Tables

The main paper illustrated the context-level Spearman correlations for SummEval, which Table 5 also
shows the standard deviations of. For certain applications, one may not only care about the rank ordering of
the points but also the relative spacing between them, as this provides information on the predicted quality
difference between any two texts. Table 6 therefore presents the Pearson correlations for SummEval,
where similar trends to the Spearman table are observed.

decisions only probabilities

system K win-ratio BT PoE-g-hard avg-prob PoE-BT  PoE-g
Llama2-7B 48 21.6+08 23.4407 225407 24.04+07 26.8405 26.6+0.5
240 27.8400 27.9400 27.640.0 28.440.0 28.4+0.0 28.440.0

Llama2-13B 48 30.8+0.7 33.1+0.7 31.6+07  33.7406 37.7+04 37.3404
240 39.3+00 393400 39.2400 393400 39.3+00 39.3+0.0

Mistral-7B 48 29.7+08 31.9+07 30.54+06 31.14+0.7 33.2+0.6 32.840.6
1stral 240 38.1400 38.1£00 38.0+£00 37.7£00 37.7400 37.7+00
FlanT5-3B 48 34.1+08 36.6+0.6 34.940.7 38.4+06 42.6+04 424404
240 43.6+00 43.6+00 43.4400 443400 443400 44.3+00

FlanT5-11B 48 31.2+08 33.4407 32.04+07 34.74+07 38.5+04 38.4+04

240 40.0+£00 40.0+00 39.7+00 40.54+00 40.54+00 40.5+0.0

Table 5: Spearman Correlations for SummEval, averaged over all attributes (COH, CON, FLU, REL). K is the number
of comparisons made, where K =240 is the full set of comparisons.
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system R win-ratio BT PoE-g-hard avg-prob PoE-BT  PoE-g
48 21.7+07 23.5406 223407 243406 269405 26.8+04

Llama2-7B 540 278400 278400 27.8400 28.4+00 284400 284400
Llama2-13B 48 31.3+07 33.8406 32.04+07 36.0+05 40.6+03 39.9+04
240 39.8400 40.4+00 39.9+00 42.14+00 42.54+00 42.1400
Mistral-7B 48 30.8+07 33.3+07 31.64+06 32.54+06 35.5407 34.7+07
240 39.7+00 40.5400 39.7+00 399400 41.3+00 39.9+0.0
FlanT5-3B 48 34.3+08 372407 35.0+07 423405 483403 47.1+03
240 44.1+00 45.0400 44.1+00 49.4400 50.0+00 49.4+0.0
FlanT5-11B 48 31.7+07 342407 32.3+07 37.3+06 41.8405 41.4+05

240 40.8+00 414400 40.8400 43.7400 44.0+00 43.7+0.0

Table 6: Pearson correlations for SummEval, averaged over all attributes (COH, CON, FLU, REL). K is the number of
balanced comparisons made, where /' =120 is the full set of comparisons.

C.2 TopicalChat Performance Tables

Table 7 and 8 demonstrate performance for comparative assessment when applied to dialogue evaluation.
The PoE approaches continue to provide considerable performance improvements at the operating point
K =18, albeit since N is not very large (/N =6), the full set of comparisons is only 30 comparisons and
fairly feasible to compute, and so for these experiments the computational savings are less significant.

system R win-ratio BT PoE-g-hard avg-prob PoE-BT  PoE-g
18 284412 289410 28.7+11  27.7+14 29.7409 29.5+1.0

Llama2-7B 35 315100 31.6+00 316400 31.5+00 315400 31.5+00
Llama2-13B 18 37.4+1.1 38.1+1.1 37.9+1.0 38.4+12 40.5+08 40.5409

30 41.6+00 41.7+00 41.84+00 41.64+00 41.6+00 41.64+0.0
Mistral-7B 18 42.8+11 43.3+09 43.2+13 42.8+12 453411 44.841.0
1stral- 30 474400 472400 477400 469400 46.9400 46.9400
FlanTs.3p 18 41313 41812 416413 434412 454408 452408
ant>- 30 453400 44.8400 453400 447400 44.7400 44.7+00
FlanT5-11B 18 51.2+12 524411 519411 53.8+1.1 56.24+08 56.1+0.8

30 57.0+00 56.64+0.0 56.0+0.0  58.1+£00 58.14+0.0 58.140.0

Table 7: Spearman correlations for TopicalChat, averaged over all attributes (COH, CNT, ENG, NAT). K is the number
of comparisons made, where K =30 is the full set of comparisons.

system R win-ratio BT PoE-g-hard avg-prob PoE-BT  PoE-g
Llama2-7B 18 28.5+11 294408 29.14+10 29.1+1.1 294408 30.2+0.7

30 31.6+00 31.6+00 31.6+00 31.5£00 30.74+0.0 31.540.0
Llama2-13B 18 37.5+11 38.7+10 384410 40.2+10 41.8405 41.8406

30 414400 41.5+00 414400 42.5+00 42.6+00 42.5400
Mistral-7B 18 42.0+11 43.2409 43.04+12 444410 46.1409 46.1+07

30 46.44+00 46.3+00 46.4+00  48.1+00 48.4+0.0 48.140.0
FlanT5-3B 18 42.1+12 43.1+11  42.8+1.1 457410 48.04+0.7 47.9+0.7
a 30 46.54+00 46.5+00 46.5+00 48.7+00 48.6+0.0 48.740.0
FlanT5-11B 18 51.5£12 533410 529410 563409 58.1+06 58.3+0.6

30 57.5400 57.44+00 57.4+00 59.8400 59.74+0.0 59.840.0

Table 8: Pearson correlations for TopicalChat averaged over all attributes (COH, CNT, ENG, NAT). K is the number of
comparisons made, where K =30 is the full set of comparisons.
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C.3 SummEval and Topical Chat Efficiency Plots

Figure 5 showcases the performance of the various scoring approaches for further models/attributes for
SummEval and TopicalChat. We observe that in all cases the PoE approaches lead to best performance
when only a subset of comparisons are used.
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Figure 5: Efficiency curves when sweeping K, the number of comparisons per context, where at each K the
comparisons are randomly drawn 100 times. Average performance with 95% confidence is displayed. These curves
were randomly selected from all possible configurations.
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C.4 HANNA and CMCQRD Chat Efficiency Plots

Figure 6 showcases further performance curves for HANNA and CMCQRD, which demonstrate the

effectiveness of the PoE framework in further settings with large V.
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Figure 6: Efficiency curves where comparisons are randomly drawn 20 times. These curves were randomly selected

from all possible configurations.

C.5 Non-Symmetric Efficiency Plots

Figure 7 shows the performance curves for Llama-7B and Mistral 7B. Mistral-7B has minimal positional
bias with E[p;;]=0.51, while Llama-7B has considerable bias with E[p;;] =0.78. For Llama2-7B, the
debiased experts, p~(s; — s;j|pi;), yield large performance gains and performance does not converge
quickly without it. For Mistral-7B, the debiasing parameter has little influence, as expected since vy will
be near 0. Note that, although Llama2-7B is more biased, it has better judgement capabilities and achieves

better correlations, though the debiasing parameter is required.
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Figure 7: Efficiency curves in the non-symmetric set-up.
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C.6 Symmetric vs Non-Symmetric Efficiency Plots

For several other models and datasets, Figure 8 compares the performance between symmetric and
non-symmetric attributes, as well as against the average probability and win-ratio. We observe that
both perform well and often similarly, although minor differences in characteristics can be observed, as
discussed in the main paper.
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Figure 8: Efficiency Curves when sweeping K, the number of comparisons per context, with 95% confidence
intervals using 100 samples per step for non-symmetric set-up. These curves were randomly selected from all
possible configurations.

C.7 Data Analysis

In the PoE framework, each expert models the distribution p(s; —s;|p;;). To determine a suitable form of
the expert, and whether the Gaussian and/or the extended Bradley-Terry experts are sensible assumptions,
Figure 9 displays the joint bivariate distribution between the true score difference s; —s; and the observed
probability p;;. For a particular LLM, all comparisons over all the contexts of the dataset are assessed.
The frequency count of the LLM probability and true score difference (calculated using the gold-standard
annotator labels) is then plotted. The plots illustrate a clear correlation between the probabilities and score
difference, implying that considerable scoring information can be gained from leveraging probabilities and
decisions. However, the mapping is not deterministic, and there is considerable noise present. Empirically,
The distributions appear to be well approximated by Gaussian distributions, implying that the conditional
distributions will also be well-modelled by Gaussian distributions.
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Figure 9: Joint distribution of the LLM probabilities and true scores.

We further analyze the relationship between the LLM probability p and the expected score difference,
d(p) = Ep,;[si—s; | |pij—p| <e]. Figure 10 demonstrates that 1) the probability is quite linearly correlated
with the expected score difference; and 2) the variance across all score distributions given the probability
is quite constant. Therefore the Gaussian assumptions discussed in Section 3.4 appear to be reasonable.
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Figure 10: Expected score difference and variance given the LLM probability.

Note that TopicalChat is a smaller dataset (with 1800 total comparisons) and hence has more observed
noise.

C.8 Comparison Against Additional baselines

Throughout the paper, baselines such as the Bradley Terry, average probability and win-ratio were used
as methods to compare the best method to get scores from comparative outcomes. However alternate
methods are possible, which do not necessarily combine information from a subset of the comparisons.
For example, G-EVAL (Liu et al., 2023b) uses a prompt that asks the model to directly score texts and then
calculates the fair mean over the probabilities of scores. While PairS (Liu et al., 2024) considers sorting
algorithms to guide which pairwise comparisons should be made, as well as for determining the final
rankings. Table 9 displays the performance of our Product of Experts Framework of LLM comparative
assessment against these baselines for SummEval and HANNA (using a modest K = 3N and K = 5N
respectively) and demonstrates that our approach has considerably better performance over the other
baseline methods, where in 11/14 settings has the best performance (and often by considerable margins).

SummEval HANNA
K COH CON FLU REL|COH CMP SUR
G-Eval 15 23 7 20| 25 33 17
Llama2.7g PAIRS-beam | 17 31 18 24 | 29 17 19
amas-/B pop BT 29 24 20 34 | 41 48 34
G-Eval 25 39 20 25| 34 39 25
Misral.yg PAIRS-beam | 28 30 24 27 | 33 31 27
POoE-BT 3 36 2 37| 38 50 26

Table 9: SummEval performance for SummEval and HANNA for all particular attributes.
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