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Abstract

Large Language models (LLMs) have exhib-
ited remarkable abilities in understanding com-
plex texts, offering a promising path towards
human-like translation performance. However,
this study reveals the misalignment between
the translation-specific understanding and the
general understanding inside LLMs. This
understanding misalignment leads to LLMs
mistakenly or literally translating some com-
plicated concepts that they accurately com-
prehend in the general scenarios (e.g., QA).
To align the translation-specific understand-
ing to the general one, we propose a novel
translation process, DUAT (Difficult words
Understanding Aligned Translation), explic-
itly incorporating the general understanding
on the complicated content incurring incon-
sistent understanding to guide the translation.
Specifically, DUAT performs cross-lingual in-
terpretation for the difficult-to-translate words
and enhances the translation with the gener-
ated interpretations. Furthermore, we reframe
the external tools to improve DUAT in detect-
ing difficult words and generating helpful in-
terpretations. We conduct experiments on the
self-constructed benchmark Challenge-WMT!,
consisting of samples that are prone to mis-
translation. Human evaluation results on high-
resource and low-resource language pairs in-
dicate that DUAT significantly facilitates the
understanding alignment, which improves the
translation quality (up to +3.85 COMET) and
reduces the literality of the translation by - 25%
~ -51%.

1 Introduction

Recently, large language models (LLMs) have
demonstrated remarkable language understanding
and generation, paving the way for a higher level
of performance in machine translation (Zhao et al.,
2023; OpenAl, 2023; Jiang et al., 2023; Workshop,

!The dataset is available at: ChallengeWMT
= means corresponding author.

In this Chinese sentence: "3L=F &9 AT 3 2 & {7 #|",

uestion . . <
Q what is the meaning of "L "?
9,
LLM’s It refers to the Chinese actor and singer, Wen Zhang.
Answer - -

(a) LLM correctly understands the meaning of "3 3"
when explaining its meaning.

Source Sentence LT E A B H
Reference Translation The ex-wife of Wen Zhang is Ma Yili.

LLM’s Translation The ex-wife of the article is Ma Yili.

(b) LLM misunderstands the word "3 3£" as the x
"creative work" when translating the sentence.

Figure 1: Illustration of the misalignment between
the general understanding (Fig a) and the translation-
specific language understanding (Fig b) inside the LLM
(gpt-3.5-turbo-0125). More examples are reported
in Appendix A.

2023). However, existing research reports that
LLMs have yet to achieve as significant advances in
machine translation as they have achieved in other
natural language processing fields (Hendy et al.,
2023; Pang et al., 2024; Zhang et al., 2023a; Jiao
et al., 2023; Zhu et al., 2023b).

In this study, we discover the misalignment be-
tween the general understanding and translation-
specific understanding inside LLMs, as illustrated
in Fig.1. This understanding misalignment leads to
LLMs mistakenly or literally translating some com-
plicated concepts that they accurately comprehend
in general scenarios. We refer to these failures as
language models’ generalization failures on trans-
lation. Human evaluation on a total of 600 sam-
pled sentences across six language pairs show that
generalization failures account for a considerable
proportion of all mistranslations (16%-32%), indi-
cating serious understanding misalignment (§6.1).

To align the translation-specific understanding
to the general one, we propose a novel transla-
tion process, DUAT (Difficult words Understand-
ing Aligned Translation), explicitly incorporating
the general understanding on the complicated con-
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tent incurring inconsistent understanding to guide
the translation. Specifically, DUAT first detects the
difficult-to-translate words in the source sentence,
which could cover the generalization failures in-
tuitively. Next, the LLM is prompted to interpret
each difficult word with the target language, i.e.,
cross-lingual interpretation, unleashing the pow-
erful general understanding and transforming this
understanding into the target language space. After
that, DUAT conducts translation under the guid-
ance of these interpretations. Unlike the CoT-based
process mimicking junior translators to sequen-
tially translate all words (Peng et al., 2023), DUAT
works like senior translators to analyze the compli-
cate words, which helps the model deep understand
the source sentence and produces more nuanced
translations. Furthermore, we reframe the external
tool of token-level QE (Rei et al., 2023) to enhance
the detection of difficult words, and design a strat-
egy of interpretation quality control to filter hal-
lucinated interpretations based on sentence-level
QE (Rei et al., 2020).

To better analyze the understanding misalign-
ment, we proposed the Challenge-WMT bench-
mark, which contains more sentences prone to mis-
translation. These sentences were collected from
multi-year WMT datasets and represent difficult
samples that multiple state-of-the-art (SOTA) sys-
tems translate poorly. Human evaluation results
indicate that DUAT significantly facilitates the un-
derstanding alignment, reducing 80%~88% of gen-
eralization failures. Moreover, this alignment im-
proves the translation quality, as evidenced by auto-
matic metrics (up to +3.85 COMET), and alleviates
translation literalness by -25% ~ -51%.

2 Background
2.1 LLM-based MT

Considering the translation from source language
Lg to target language L;, LL.M-based machine
translation converts the source sentence x to an in-
struction using a translation-specific template and
generates the translation by feeding the instruction
to the LLM 6. To make the LLM better follow
the instruction, the in-context learning (ICL) strat-
egy (Brown et al., 2020; Dong et al., 2023) injects
a few examples/demonstrations of translation into
the instruction, which is shown as:

Request: Please translate the [L] sentence into [L¢].
# followed by [ N Demonstrations £™" |

Source Sentence: [ Source Sentence x |

Formally, the LLM-based MT generates the
translation with ICL as:

§ = argmaz Py(E™, z), (1)

where £™ = {(*,4")} Y, is the demonstrations
set of translation.

2.2 Quality estimation (QE)

QE for machine translation, i.e., reference-free MT
evaluation, aims to predict the quality of the given
translation only according to the source sentence,
which has shown auspicious correlations with hu-
man judgments (Rei et al., 2020, 2021). Given a
source sentence x and a translation y, QE score is
denoted as ¢ (y | x).

Thanks to the recent advance in the interpretabil-
ity of neural MT metrics (Rei et al., 2023), token-
level QE is proposed to score the error degree of
the given translation span by calculating the mis-
alignment of this span against the source sentence.
Given a source sentence x and the candidate trans-
lation y, token-level QE ¢(-) annotates the error
degree of the specific span w' in the translation,
ie., p(w' |y, ) where wt € 7.

3 Approach: DUAT

In this section, we first introduce our translation
framework DUAT (§3.1). Specifically, DUAT con-
sists of three components: difficult word detection
(83.2), cross-lingual interpretation (§3.3), and in-
terpretation quality control (§3.4). To make the
LLM follow the procedure of each component as
expected, we adopt the in-context learning strategy
and design an automatic method for constructing
demonstrations of DUAT (§3.5).

3.1 Framework

The progress of DUAT is illustrated in Fig.2. Given
the source sentence, DUAT first detects the diffi-
cult words or phrases in the source sentence. Once
the difficult words are identified, DUAT requests
the LLM to interpret each difficult word with the
target language, unleashing the powerful under-
standing capability inside the LLM and transform-
ing these understandings into the target language
space. Finally, to avoid the interference of incor-
rect and useless interpretations, DUAT removes
the negative interpretations through the interpreta-
tion quality control and outputs the final translation
guided by the helpful interpretations.
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(Preliminary Translation ]

Difficult Words
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to his own "digging holes"

Many observers point out that his
5-year rule has led to the collapse
of his public image, mainly due
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(- -
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i
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Figure 2: DUAT framework. The purple spans indicate the difficult-to-translate words, the green spans indicate
the correct translation/interpretation, and the red spans indicate the incorrect ones.

3.2 Step-1: Difficult Word Detection

In practice, we found that directly inquiring LLMs
to identify difficult-to-translate words is challeng-
ing. To tackle this challenge, we first conduct a
preliminary translation for the given source sen-
tence and then extract the mistranslated words
and phrases in the source sentence as the difficult
words. Concretely, we invent DUAT-I to do this
leveraging the Intrinsic ability of LLMs at first.

DUAT-I. Given source sentence z, DUAT-I first
obtains the preliminary translation y (also known as
draft translation) by prompting the LLM to trans-
late x with the in-context learning strategy, which
is shown in Eq. (1). Next, the LLM is requested
to output the difficult words based on the source
sentence and the preliminary translation:

Request: Given a [L,] sentence and its draft [L;] trans-
lation, output the mistranslated words and phrases in
the [L,] sentence.

# followed by [ N Demonstrations £ diff

Source Sentence: [ Given Sentence x |

Draft Translation: [ Draft Translation ¥ ]

DUAT-I obtains the difficult word list D via
performing greedy decoding on the LLM:
D = argmaz Py(€%7 2,5), @

where 6 is the LLM, which is prompted with N
demonstrations of difficult word detection £%// =
{$ia Zjiv DZ gil-

DUAT-E. Itis frequently observed that the LLM
fails to recognize the mistranslated words, due to
their limitation in self-knowledge (Yin et al., 2023)
Therefore, we devise DUAT-E to boost the de-
tection with the External tool. First, DUAT-E
requests the LLM with the same prompt as DUAT-
I while performing temperature sampling for K
times. Next, the union of all sampling results is
taken as the candidate set of difficult words D¢

K .
peand U Dy~ Py(EY4T 2,5, T), (3)

where T is the hyperparameter of sampling tem-
perature, which is set to 0.5 to capture more candi-
dates, and K is set to 5 empirically.

Finally, DUAT-E annotates each candidate word
with its degree of misalignment with respect to
the draft translation, which reflects the translation-
specific difficulty. To implement this function, we
adopt an external tool of token-level QE ¢(-). As
shown in §2.2, token-level QE is originally used to
score the mistranslation degree of the given trans-
lation span with respect to the source sentence, i.e.,
d(w' | g, x) where w' € y. Differently, we uti-
lize this tool in a dual manner. That is, we use
¢(+) to annotate the misalignment degree of the
given source span with respect to the translation,
ie., ¢(w® | z,y ) where w® € x. Formally, the mis-
alignment score of each difficult word candidate is
calculated as:

¢(d) = ¢(d | z,5 ),d € D" 4)
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Then, DUAT-E selects candidates with misalign-
ment score ¢(d) > 7, where 7 is the hyperparame-
ter named the difficulty threshold. We refer to this
procedure as the difficulty-aware selection in Fig.2.

3.3 Step-2: Cross-Lingual Interpretation

After the difficult words in the source sentence
are detected, DUAT lets the LLM generate the
interpretation of each difficult word via requesting:

Request: Given a [L;] sentence, provide the concise
interpretation for each difficult word with the [L¢].

# followed by [ N Demonstrations P ]

Source Sentence: [ Given Sentence x |
Difficult Words: [ Difficult Words D |

Through access to the LLM, the interpretation
set A is obtained:

A = argmaz Py(E™P, z, D), )

where £mP = [z Di Al Z-]\Ll, which is the
demonstrations of the cross-lingual interpretation.

Prob and cons. Under the guidance of generated
interpretations, DUAT can align the translation-
specific understanding to the general one. However,
LLMs may generate hallucinated interpretations
sometimes (e.g., the interpretation of "Fi##" in
Fig.2), which biases the resulting translation from
the original semantics. Besides, helpless interpreta-
tions that can not provide useful information also
pose a risk of disturbing the translation process.

3.4 Step-3: Interpretation Quality Control

To overcome the potential interference of the gener-
ated negative interpretations, DUAT removes them
through the interpretation quality control (IQC)
and outputs the final translation guided by the help-
ful interpretations.

Concretely, given a set of interpretations .4,
DUAT ablates each interpretation .4; sequentially
and uses the remaining interpretations to guide the
translation. The interpretation-guided transla-
tion is implemented in a fashion of refinement:

Request: Given a [L;] sentence and its draft [L]
translation, please revise the translation according to
the interpretations of the difficult words.

# followed by [ N Demonstrations £%9¢ |

Source Sentence: [ Given Sentence x |

Draft Translation: [ Draft Translation 7 ]
Interpretations of Difficult Words:

[ Interpretations A ]

Formally, the translation is obtained as:
g = argmazx Py (5igt7 xz, 377 A)7 (6)

where £9¢ = {2%, ', A®, 4"}, which is the demon-
stration set of interpretation-guide translation.

If the better translation performance is achieved
by ablation, which is measured by the QE? tool due
to the unavailable access to the reference transla-
tion, the interpretation 4; is removed from .4 and
the current translation is taken as the best transla-
tion. We also detail this process in Alg.1.

3.5 Demonstrations Synthesis for DUAT

To make the LLM follow the procedure of DUAT
as expected, we adopt the ICL strategy. Common
practice constructs demonstrations manually, neces-
sitating human translators proficientin N x (N —1)
language pairs for IV languages. To overcome this
considerable cost, we devise a method for syn-
thesizing high-quality demonstrations of DUAT
based on parallel data. This process of synthesiz-
ing demonstrations is accomplished in a manner of
post-explanation by asking the LLM to compare
the baseline translation and the reference transla-
tion. We describe this process in Appendix B.2.

4 Testbed: Challenge-WMT

To better analyze the understanding misalignment
problem of LLMs, we propose the benchmark
Challenge-WMT, which contains challenge sen-
tences that are prone to mistranslation. This bench-
mark is constructed by collecting samples that mul-
tiple SOTA systems translate poorly from multi-
year WMT testsets of six language pairs (Chinese
(zh), Estonian (et), and Icelandic (is) to/from
English (en)). Additionally, we believe that this
dataset could promote future research in under-
standing the limitations of existing MT systems.
We select three SOTA MT systems: Google
Translate, ChatGPT, and NLLB (NLLB Team et al.,
2024). Due to the poor performance of NLLB
in the zh<en translation, we additionally train a
zh<>en translation model based on DeltalLM (Ma
et al., 2021) on the parallel corpus from OPUS?>.
Next, all of the system translations are scored with
COMET metric, and the p of samples with the
lowest score for each system are extracted as its
difficult samples set. We vary the value of p across
different language pairs to ensure an appropriate

2We use wmt21-comet-qe-da as the QE scorer.
Shttps://opus.nlpl.eu/
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Methods En=Zh Zh=En En=Et Et=En En=1Is Is=En Average
COMET BLEURT COMET BLEURT COMET BLEURT COMET BLEURT COMET BLEURT COMET BLEURT COMET BLEURT
Existing Systems

Google 74.85 5495 6821 52.65 79.11 68.71 78.83 6546 76.17 59.67 78.70 66.54 7598 61.33

NLLB 68.77 47.77 60.09 45.14 7420 63.13 74.35 60.87 69.37 52.08 72.55 59.66 69.89 54.78

GPT4 76.15 55.37 70.77 5885 80.25 70.80 77.83 6548 77.33 61.15 79.39 68.40 7695 63.34

Baselines

Zero-shot 74.89 5425 71.27 58.24 80.67 69.10 7493 61.75 71.17 53.12 76.22 64.05 74.86 60.09

ICL 7547 5579 7222 5956 809 69.93 7940 66.63 73.19 5487 77.52 65.81 76.45 62.10
+CoT 73.85 5342 7135 5790 78.03 66.03 76.78 63.97 69.72 5098 76.55 64.54 7438 59.47
+Keywords 73.93 55.10 71.22 59.18 78.63 70.01 77.79 66.30 70.33 5431 74.55 6440 7441 61.55
+Topic 75.83 53.60 72.46 5798 8098 66.78 79.20 64.64 72777 5198 7649 62.06 76.29 59.51
+SimDems 7522 55.10 72.20 59.16 81.24 70.42 79.11 66.29 72.70 54.04 76.78 6443 7621 61.57

Ours
DUAT-I 76.92 56.16 7294 5994 8292 72.19 79.96 67.05 76.64 57.71 7845 66.80 77.97 63.31
DUAT-E 77.57 56.86 73.25 60.16 83.07 72.30 80.01 6691 77.04 57.38 78.70 6693 78.27 63.42

Table 1: Main results on Challenge-WMT. The bold indicates the highest value. ‘+SimDems’ represents the
translation strategy with demonstrations similar to the source sentence. The strategies ‘+Topic’, ‘“+Keywords’, and
‘+SimDems’ are proposed in MAPS. The baselines and our approaches are implemented based on GPT-3.5-turbo.

scale for each difficult sample set. Finally, the in-
tersection of all systems’ difficult sample sets is
taken as the Challenge-WMT testbed. Challenge-
WMTcomprises around 600+ sentence pairs for
each language pair, which is illustrated in Tab.6.
We equally split this dataset into the validation set
and the test set.

We report the translation performance measured
by COMET on Challenge-WMT and the com-
plete WMT set in Fig.8, which shows that the
performance decreases dramatically on Challenge-
WMT (84.5=-73.6 averagely). Next, we conduct a
multi-aspect comparison for Challenge-WMT and
the complete set in Appendix C, and find that the
samples of Challenge-WMT have higher perplex-
ity (214=252 averagely). This result indicates that
sentences in Challenge-WMT are more complex.

5 Experiments

5.1 Experimental Setup

Comparative Methods. We verify the effective-
ness of our DUAT on the LLM GPT-3.5-turbo
for its promising capability in following compli-
cated instructions. Demonstrations of DUAT are
gained by performing our automatic method (§3.5)
on the validation set of Challenge-WMT. We com-
pare DUAT with the following methods:

e Zero-shot, which asks the LLM to translate the
source sentence directly.

* ICL (In-Context Learning), enhancing the trans-
lation with K randomly selected exemplars from

the validation set.

e CoT (Wei et al., 2022), encouraging the LLM to
resolve the problem step by step. In this work,
we re-implement CoT by prompting the LLM to
translate the source sentence step by step.

* MAPS (He et al., 2024), incorporating the knowl-
edge of keywords, topic words, and demonstra-
tions similar to the given source sentence to en-
hance the translation process, respectively.

e Commercial and open-source systems. We
also report the performance of Google Trans-
late, NLLB (in zh<en translation, we replace
NLLB with our trained MT model based on
DeltalLM), and zero-shot translation based on
GPT4 (GPT-4-turbo).

For DUAT and other ICL-based methods, we se-
lect K=8 demonstrations (i.e., 8-shot) to achieve
a strong baseline performance. More details of
re-implementing the baselines under the few-shot
setting are illustrated in Appendix D.

Metrics. Following previous research of LLM-
based MT (Garcia et al.,, 2023; Chen et al.,
2023), we adopt COMET (Rei et al., 2020) and
BLEURT (Sellam et al., 2020) as the evaluation
metrics as their high correlations with human judg-
ment than BLEU (Papineni et al., 2002).

5.2 Results on Challenge-WMT

The main results are illustrated in Tab.1. From the
results, we have drawn the following observations:
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Methods En=1Is Is=En
COMET BLEURT COMET  BLEURT
Zero-shot  77.33 61.15 79.39 68.40
ICL 80.1 61.99 81.02 70.20
DUAT-E 81.7 64.01 81.21 69.22

Table 2: Results in En<Is translation based on GPT-4.

Methods En=Zh Zh=En
COMET BLEURT COMET BLEURT
_WMT22 Best 8680 - = 8100 -
Zero-shot 8691 7251 8255 7112
ICL 87.10 7315 8271 7138
DUAT-E 87.60 7241 8275 7175

Table 3: Results on the complete WMT2022 testset.
The result of WMT?22 Best is reported for comparison.

(1) DUAT achieves significant improvements.
On average, DUAT-E surpasses the baseline
ICL by +1.82 COMET and +1.32 BLEURT,
and improves Zero-shot by +3.41 COMET and
+3.33 BLEURT. In the low-resource translation of
En=-Is, DUAT-E improves ICL by +3.85 COMET
and Zero-shot by +5.87 COMET. These improve-
ments show that, DUAT largely elicits the trans-
lation ability via aligning the translation-specific
understanding to the general one.

(2) DUAT achieves state-of-the-art performance
on Challenge-WMT. DUAT achieves the high-
est scores in En&Zh and EnsEt translation in
terms of COMET and BLEURT. In En< s trans-
lation, GPT-4 achieves the best results due to its
superior multilingual capabilities. To verify the ef-
fectiveness of DUAT on LLMs with stronger mul-
tilingual capabilities, we implement DUAT based
on GPT-4 in En<lIs translation, as shown in Ta-
ble 2. The results suggest that DUAT can also
benefit stronger multilingual LL.Ms by facilitating
the understanding misalignment.

(3) CoT works poorly in machine translation.
In Table 1, CoT incurs a dramatic performance
drop over the baseline ICL. Our case studies reveal
that CoT produces extremely wordy translations,
which is also observed by Peng et al. (2023). We
conjecture that CoT makes LLMs imitate junior
translators rather than advanced translators.

(4) Difficult words are the bottleneck in trans-
lating complex sentences. The results show that
incorporating the analysis of keywords and top-
ics (He et al., 2024) has yet to gain significant

improvements as DUAT. It suggests that it is the
difficult words that lead to the performance bottle-
neck in translating intricate sentences. We also fol-
low He et al. (2024) to experiment under the rerank
setting as shown in Appendix.E, which shows the
effectiveness of our method further.

(5) The external tool helps LLMs better identify
difficult words. DUAT-I achieves an average im-
provement of +1.52 COMET, demonstrating the
effective performance of LLMs in recognizing dif-
ficult words. And DUAT-E gains a further improve-
ment of +0.3 COMET, showing the effectiveness
of the external token-level QE tool in this task.

5.3 Results on the complete WMT

Experimental results on Challenge-WMT show the
effectiveness of DUAT in translating complex sen-
tences, raising the question of its impact on trans-
lating simple sentences. Therefore, we conduct
additional experiments on the complete WMT2022
testset of Zh<En translation. As the results shown
in Tab.3, our method achieves comparable results
to the baseline ICL in both translation directions.
These results show that DUAT has no negative im-
pact on translating simple sentences.

6 Analysis

6.1 Human Evaluation

To quantitatively analyze the understanding mis-
alignment problem, we employ one senior human
translator for each language direction to assess
generalization failures and translation literalness.
Specifically, in each direction, we randomly sam-
ple 100 sentences* from Challenge-WMT and ask
the senior translator to annotate the mistranslated
words and phrases (i.e., mistranslation) and score
the literalness (1 to 5 score) of the translations
generated by the strong baseline (GPT-3.5-turbo
with ICL). Next, we ask the LLM to generate in-
terpretations of the mistranslated content. These
interpretations are presented to the translator, who
judges whether they contain the correct understand-
ing of the content. If the interpretation is accurate,
the content is annotated as a generalization failure.
Finally, the translator is asked to annotate the gener-
alization failures of DUATand score the literalness
of the translations produced by DUAT.

Analysis of generalization failures. As the re-
sults shown in Tab.4, generalization failures ac-

*It takes 1.4 dollars for annotating one sentence.

5033



En=7Zh Zh=En En=Et Et=En En=1Is Is=En
#Mistranslation 19 25 26 53 22 34
#Generalization Failure of Baseline 5 (26%) 4 (16%) 7 (27%) 17 (32%) 5 (23%) 10 (29%)
#Generalization Failure of DUAT __ 1(-80%) _ _1(75%) _ 2(71%)_ _ 2(-88%) _ 1(80%) __2(-80%) _
Translation Literalness of Baseline 4.11 3.53 4.75 4.46 3.76 3.70

Translation Literalness of DUAT

Table 4: Human evaluation results.

Methods En=7Zh Zh=FEn
COMET A COMET A
DUAT-E 71.57 - 73.23 -
w/o. Draft 76.94 -0.63 72.68 -0.55
w/o. 1QC 76.54 -1.03 7291 -0.32
DUAT-I 76.92 - 72.94 -
w/o. Draft 76.68 -0.24 72.78 -0.16
w/o. 1QC 76.45 -0.47 72.59 -0.35

Table 5: Ablation Study. A indicates the performance
drop after removing the specific component.

count for a considerable proportion of all mis-
translations (16%~32%). Our method (DUAT-E)
largely resolves these failures by 71%~88%. We
further study the unresolved failures and find that
most of these unresolved failures are because they
are not identified as difficult words by the LLMs
in the stage of difficult word detection (Eq.3) de-
spite actually hard to translate. It indicates that the
difficult word detection remains an open question.

Analysis of translation literalness. As the re-
sults shown in Tab.4, the baseline translations are
highly biased towards literal translation. DUAT-
significantly reduces the bias towards literal trans-
lation, indicating that the process of interpreting
the difficult words first and then translating aligns
better with sense-for-sense translation.

6.2 Ablation Study

DUAT introduces the processes of (1) draft trans-
lation to precisely detect the difficult words and (2)
IQC to improves the helpfulness of interpretations.
To clearly elucidate the contribution of these two
components, we conduct an ablation study in Ta-
ble 5. Specifically, we analyze the effect of the draft
translation by asking the LLM to detect difficult
words directly without the draft translation. The
impact of IQC is analyzed by evaluating the per-
formance of the generated translations guided by
the original noisy interpretations (i.e., without the
processing of IQC). The results show that remov-
ing either component leads to performance drops,

and IQC plays a more important role in DUAT.
Specifically, the improvement of DUAT is halved
when ablating the IQC on the En=-Zh translation.

6.3 Analysis of Difficult Word Detection

To offer an in-depth insight into the process of dif-
ficult word detection, we illustrate the relation be-
tween the number of difficult words interpreted and
the resulting performance by adjusting the value
of the difficulty threshold (7), which is shown in
Fig.3. Concretely, a smaller value of 7 allows more
difficult words to be interpreted. From the results,
we have the following observations:

Increasing the number of interpretations does
not necessarily lead to performance improve-
ments, but increasing high-quality ones can.
Specifically, without controlling the quality of the
interpretations (i.e., w/o. 1QC), increasing the num-
ber of interpretations (the green lines) yields un-
predictable performance changes (as shown by the
green bins), as introducing either valuable infor-
mation or noise. Fortunately, with IQC filtering
negative interpretations, increasing the number of
interpretations (the blue lines) leads to constant
improvements (as the blue bins show).

Interpreting words that are more difficult
brings larger improvements. Specifically, in the
En=-Zh translation, decreasing the value of 7 from
0.19 to 0.17, the average number of helpful inter-
pretations is increased from 0.23 to 0.49 (+0.26),
and the performance is increased from 76.52 to
76.98 (4+0.46). However, decreasing the value of
7 from 0.15 to 0.10, the average number of help-
ful interpretations is increased from 0.91 to 1.47
(40.56), and the performance is increased from
77.17 to 77.57 (+0.40). It should be noted that in-
terpreting more words incurs more inference costs.
Therefore, a modest value of 7 (i.e., 0.13 ~ 0.15)
is recommended to reach a compromise between
efficiency and performance of DUAT.
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Figure 4: Effect of interpretations’ language for DUAT-
E.

6.4 Analysis of Interpretation Generation

Languages of interpretations. Given a difficult
word, DUAT generates the corresponding interpre-
tation with the target language (i.e., cross-lingual
interpretation), which implicitly comprises two
stages: (1) generating the interpretation in the
source language and (2) translating the interpre-
tation into the target language. Compared with con-
ducting these two stages explicitly, DUAT is more
efficient and avoids error accumulation, which is il-
lustrated in Fig.4. As demonstrated, interpretations
in the target language (the blue bins) are more
beneficial than the ones in the source language
(the bins) owing to aligning the general un-
derstanding into the target language space, which
could provide more benefits for translation. And
the implicit two-stage process (the blue bins) is
better than the explicit one (the green bins).

7 Related Work

Evaluation of LLMs’ translation capabilities.

With the remarkable progress of LLMs, researchers

have assessed their translation abilities in various
aspects. Zhang et al. (2023a); Vilar et al. (2023);
Garcia et al. (2023); Bawden and Yvon (2023) first
investigate LLM-based MT in terms of the prompt
template and examples selection. Next, the eval-
uation is extended across more domains (Hendy
et al., 2023), more languages (Zhu et al., 2023a),
and document-level translation (Hendy et al., 2023;
Wang et al., 2023). Other lines of work have per-
formed in-depth assessments on the important at-
tributes beyond accuracy, like literalness (Raunak
et al., 2023) and culture awareness (Yao et al.,
2023). As existing studies have shown that LLMs
have achieved promising performance, our work
turns out to benchmark them on hard instances to-
wards detecting more underlying issues.

LLM-based translation strategies. Lu et al.
(2023) obtain the multilingual translations of key-
words in the source sentence via the translator
NLLB to augment the LLLM, which improves the
translation of low-resource languages while hurting
the performance of high-source languages. Chen
et al. (2023) demonstrate that iterative refinement
reduces translationese significantly. He et al. (2024)
incorporate the knowledge of keywords, topics, and
reference demonstrations to enhance the translation
process, and use a rerank strategy to combine all
candidate translations. However, there is no sig-
nificant improvement to be observed when solely
utilizing each single type of knowledge. Differ-
ent from previous works that utilize the intrinsic
knowledge of LLM, DUAT focuses on dealing with
the difficult-to-translate words instead of the key-
words for the reason that we argue the difficult-to-
translate words lead to the performance bottleneck
due to the long-tail distribution of knowledge.

LLM-based Automatic Post-Editing (APE).
APE corrects the errors in the generated translation,
aiming to bias the translation towards the distri-
bution of the target language (Chen et al., 2023;
Koneru et al., 2024). Differently, our work aims
to leverage the powerful understanding abilities of
LLMs to correct the misunderstanding of compli-
cated concepts in the source sentence. Our work is
in parallel with APE.

8 Conclusion

In this work, we propose a novel translation pro-
cess, DUAT, to take the first step in resolving the
misalignment between the translation-specific un-
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derstanding and the general understanding. Further-
more, we utilize the token-level QE tool to enhance
the detection of difficult words and the sentence-
level QE tool to remove harmful interpretations.
Human evaluation results on high-resource and low-
resource language pairs indicate that DUAT sig-
nificantly facilitates the understanding alignment,
which improves the translation quality and allevi-
ates translation literalness.

9 Limitations

Even though DUAT elicits the translation abilities
of LLMs via unleashing the general understanding
(intrinsic knowledge) of LLMs, they still struggle
to translate concepts that require the incorporation
of extrinsic knowledge, such as the translation of
neologisms. However, Our approach lays the foun-
dation for researching when and how to incorporate
external knowledge. Besides, DUAT requires to
prompt the LLM for several times, leading to an
increase in latency. This latency is mainly caused
by our interpretation quality control (IQC) strategy,
which sequentially ablates each generated inter-
pretation. Concretely, if |D| difficult words are
identified, IQC needs to prompt the LLM for |D|
times.
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A Generalization Failures on Translation

In this section, we first provide the illustration of
generalization failures on more LLMs, as shown in
Fig.5. As we can see, all of four LLMs accurately
comprehend the complex concept, which three out
of them mistranslate this concept. Then, we also
provide more examples of generalization failures,
as shown in Fig.6 and Fig.7.

B More details of DUAT
B.1 Details of IQC

We gives a formal description of our interpretation
quality control in Alg.1.

B.2 Details of Demonstration Synthesis

Inspired by the idea of Auto-CoT (Zhang et al.,
2023b), we utilize LLM to generate the difficult
words D and corresponding interpretations .4 based
on the given bilingual sentence pair (x,y):

Request: Given a [L,] sentence and its [L;] translation,
please output the most difficult-to-translate words in
the source sentence and concisely analyze the meaning
of these words.

The input-output format is:

# the format description is omitted.
Source Sentence: [ Source Sentence x |

Target Translation: [ Target Translation y ]

Then, the response is parsed via regular expres-
sion to extract the difficult words D and interpreta-
tions .A. Next, we remove the noisy interpretations
through a process similar to IQC (Alg. 1). The only
difference is that the QE metric is replaced with
the reference-based COMET (Rei et al., 2020) due
to the available access to the reference translation.
Finally, the generated difficult words D and inter-
pretations A can be assembled with the source and
target sentence (x,y) as demonstrations for each
step of DUAT.

C Statistics of Challenge-WMT

We compare the complete WMT test set and the
Challenge-WMT subset in terms of the length of
source sentences, the length of target sentences,
the perplexity of source sentences, average number
of nouns, verbs and named entities in the source
sentence. The statistics is shown in Table 6.

D Details of Experiments

We conduct experiments under the few-shot setting.
To obtain the demonstrations of CoT, we ask the

Algorithm 1: IQC
Input

: source sentence x, draft translation v,
interpretations of difficult words .4,
QE scorer ¥(+)

Output : helpful interpretations A,

final translation g

A A

7+ argmazx Po(E9", x, 9, A)

S P(g|z)

for i < 1to|A| do

7+ argmaz Po(E9%, z, 4, A — {A:}),
5Py @)
if 5 > § then

| A A—{A},§< 7. 8«53
end

end

=T RN - N T L

—
<

LLM to output the step-by-step translation process
in a manner of post-explanation (i.e.,, given the
source sentence and its translation, requesting the
LLM to generate the intermediate process). To
obtain the ones of MAPS, we let the LLM to per-
form translation with the specific strategy on the
validation set, and assemble the generated inter-
mediate process (e.g., keywords) and the reference
translation as demonstrations.

E Results under the Rerank setting

We follow He et al. (2024) to conduct experiments
additionally under the rerank setting. For the base-
line ICL, we run for 4 times with different sets
of demonstrations, which are sampled randomly
with seeds {1, 2, 3,4}, and adopt QE to select the
best candidate as the final translation. For MAPS,
the final translation is selected from the candidates
generated by the three strategies (‘+topic’, ‘+Key-
words’, and ‘+SimDems’) and ICL (seed=1). For
DUAT, we select the final translation from the re-
sults of DUAT and ICL (seed=1). The results are
shown in Table 7.
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Model gpt-3.5-turbo-0613 gpt-3.5-turbo-0125 gpt-4-turbo-2024-04-09 gpt-4-0314
Question In this Chinese sentence: "33 49 AT % £ & 47 3#]", what is the meaning of "SLF&"?
It refers to the|In this sentence, "L " . . " %" is a person's name.
LLM’s ’ / : 3
Chinese actor and |refers to the Chinese We.n Zhang (L3) is a It refers to a famous
Answer . . . Chinese actor. . -
singer, Wen Zhang. | actor and singer. Chinese actor, Wen Zhang.
Source <
B R 2 DAFH],
Sentence X F AT A D AP H
Reference . . -
. The ex-wife of Wen Zhang is Ma Yili.
Translation
LLM’s The ex-wife of the | The ex-wife of the article | The ex-wife mentioned | The ex-wife of Wen Zhang
Translation | article is Ma Yili. is Ma Yili. in the article is Ma Yili. | is Ma Yili.
Figure 5: Illustration of understanding misalignment in more LLMs.
5 e e - Judge Nigel Daly told Clifton, who admitted
Source 2 %%ﬁji? , RUSSFARME, 22 :ou:ce ABH, that the alcohol had "played a significant
Sentence & B TUBIILATE . entence  part" in the night's violence.
Reference Observf:rs point out that_ the collapse Aof hls Reference EEAAR - RAE LR SRS E
Translation reputation a.fter five years in power was primarily Transintion (FiAR ABH) i\ Rihtd 5 Fl X9, EHAEY
caused by his own deeds. MR “KETERHER .
LLM’s Many observers point oujf that h'ls 5.-year mle.has LLM's RINCH 5245 T 00 £ A R TR T AAR « #
Translation led to the collapse of his public image, mainly Translation Bl g, EAAELGORAEED w2 TE

due to his own "digging holes" R .

(a) LLM misunderstands the term "ABH".

(2) LLM misunderstands the word "&] 3" as a physical activity
during translating the source sentence . X

X

F£iX &) 3= L ¥ : Judge Nigel Daly told Clifton,

In this Chinese sentence "# % WK K45, fedr :
who admitted ABH, that the alcohol had "played a

Question  BSFAZAB, TER AT AR HE ", what Question ienificant part” in the night's viol "ABH" 2
: : Wl 3510 significant part" in the night's violence. 2
is the meaning of "&] 3" Jrgen

LLM’s It is used metaphorically to indicate that s o R

) . 4o B ¢ o B 5

Response  someone's actions have led to their own downfall. LLM’s ABHEACtual Bodily Ham# % 5, 4543 & R Fr

Response  F 445 % 5.

(b) LLM correctly understands the metaphorical meaning of "] 3t

during explaining its meaning. (b) LLM correctly understands the term of "ABH" during explaining

its meaning.

Figure 6: Illustration that understanding misalign-
ment leads to LLMs literally translating some com-
plicated concepts.

Figure 7: Illustration that understanding misalign-
ment leads to LLMs mistranslating some terminol-

ogy.
Language pair  En=-Zh Zh=-En En=Et Et=En En=1Is Is=En Average

Dataset Comp. Chal. Comp. Chal. Comp. Chal. Comp. Chal. Comp. Chal. Comp. Chal. Comp. Chal.
#Samples 6215 675 7207 615 4000 644 4000 602 3004 641 3004 694 4572 645
SRC-Len 224 242 474 520 196 203 149 151 214 246 189 208 241 26.2
TGT-Len 425 509 289 341 149 155 196 208 206 251 204 232 245 283
SRC-PPL 141 165 40 79 128 156 823 925 111 147 40 40 214 252

#Noun 4.2 4.9 34 4.1 4.6 4.7 1.7 1.6 5.8 7.1 2.1 2.0 3.6 4.1
#Verb 52 5.9 3.1 3.7 3.0 3.2 2.5 2.5 3.8 44 2.6 2.8 34 3.8
#NE 0.8 1.1 24 24 0.9 0.8 1.6 1.6 0.9 1.2 1.9 1.8 1.4 1.5

Table 6: Fine-grained comparison of the complete WMT test set (Comp.) and the Challenge-WMT subset (Chal.).
‘NE’ is the abbreviation of "Named Entities".
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100 [0 WMT Complete set [] ComplexWMT

90.5  90.9
90

88.1 88.2
823 813 825 832 50.7 LA Y s sis IR R
30 3 792 79.0 79.1| (80 78.8 762 187 g
74.9| (749 13 74.2 749( 744 : 12 | |26
2 8.8 82| |7 [AE{ R CF
“ [
¢ &S ¥ & ¥ & @ ¥ & ¥ & < ¥ & X
& & ¥ & & & S & o & & O & & O S & o
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Figure 8: Translation performance on the complete WMT test set and the Challenge-WMT test set.

Methods En=7Zh Zh=-En En=Et Et=En En=1Is Is=En Average
COMET QE COMET QE COMET QE COMET QE COMET QE COMET QE COMET QE
Baselines
ICL 76.79 394 72.67 043 8210 9.37 7998 7.44 7342 -121 7888 480 7731 4.13

MAPS 7724 456 73.17 1.70 83.05 10.57 80.12 8.28 75.67 2.61 7847 5.13 7795 548

Ours
DUAT-1 77.36 437 7330 1.08 83.06 10.39 80.22 7.96 76.88 3.12 7893 529 7829 5.37
DUAT-E 77.78 5.04 73.36 0.88 83.21 10.93 80.10 8.06 77.39 3.97 79.22 531 78.51 5.70

Table 7: Experimental results under the rerank setting.
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