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Abstract

Hate speech (HS) on social media exacer-
bates misinformation and baseless prejudices.
Evidence-supported counterspeech (CS) is cru-
cial for correcting misinformation and reduc-
ing prejudices through facts. Existing meth-
ods for generating evidence-supported CS of-
ten lack clear guidance with a core claim for
organizing evidence and do not adequately
address factuality and faithfulness hallucina-
tions in CS within anti-hate contexts. In
this paper, to mitigate the aforementioned, we
propose F?RL, a Factuality and Faithfulness
Reinforcement Learning framework for gen-
erating claim-guided and evidence-supported
CS. Firstly, we generate counter-claims based
on hate speech and design a self-evaluation
mechanism to select the most appropriate one.
Secondly, we propose a coarse-to-fine evidence
retrieval method. This method initially gener-
ates broad queries to ensure the diversity of
evidence, followed by carefully reranking the
retrieved evidence to ensure its relevance to
the claim. Finally, we design a reinforcement
learning method with a triplet-based factuality
reward model and a multi-aspect faithfulness re-
ward model. The method rewards the generator
to encourage greater factuality, more accurate
refutation of HS, consistency with the claim,
and better utilization of evidence. Extensive ex-
periments on three benchmark datasets demon-
strate that the proposed framework achieves
excellent performance in CS generation, with
strong factuality and faithfulness.

1 Introduction

Hate speech (HS) is an aggressive expression
that incites hatred towards specific groups based
on their group identity (religion, ethnicity, race,
etc.) (Nockleby, 2000). The spread of HS on so-
cial media fuels misinformation and baseless prej-
udices (Waldron, 2012; Dreifligacker et al., 2024).
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Not all Jews are not cheap, greedy, and materialistic. In fact, they are
often considered to be philanthropists. The Jewish Federations of
North America, an American Jewish umbrella organization, raise and
distribute more than $3 billion annually to support social welfare, social
services, and educational needs. https://www.jewishfederations.org/.
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Figure 1: Examples of Different Evidence-supported
Counterspeech.

Counterspeech (CS) involves directly responding
to HS to reduce its negative impact and promote
a more friendly and harmonious dialogue (Chung
et al., 2023). The types of CS are diverse, including
humor, rhetorical questions, evidence-supported,
and others (Gupta et al., 2023; Wang et al., 2024).
In particular, evidence-supported counterspeech
is crucial for correcting misinformation, reducing
baseless prejudices, and educating the audience
through facts as evidence (Benesch et al., 2016).

The automatic generation of evidence-supported
CS has been extensively researched. These studies
can be categorized into non-retrieval-augmented
methods and retrieval-augmented methods. Non-
retrieval-augmented methods typically generate
evidence-supported CS that relies on the internal
parameterized knowledge of large language models
(LLMs). He et al. (2023) proposes a reinforcement
learning-based framework called MisinfoCorrect,
which employs a BERT-based classifier as a re-
ward model to enhance the factuality of the counter-
responses. Wang et al. (2024) applies a discrimina-
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tor to guide the decoding process of LLMs. Gupta
et al. (2023) uses category distribution learning
for LLMs to generate evidence-supported CS, as
opposed to other types of CS. As for the retrieval-
augmented methods, Chung et al. (2021) present a
knowledge-grounded CS generation pipeline that
uses an external knowledge base. The method con-
structs data pairs of HS and background knowledge.
This allows for supervised fine-tuning of LLMs to
generate evidence-supported CS. This method al-
lows CS to include more up-to-date and factually
correct knowledge. Recently, Yue et al. (2024)
proposes a retrieval-augmented response genera-
tion (RARG) for online misinformation. RARG
collects and reranks evidence from a large aca-
demic database, then uses PPO-based reinforce-
ment learning to fine-tune LLMs for generating
evidence-supported responses.

The aforementioned studies have advanced the
development of evidence-supported CS genera-
tion, but they may still have the following limi-
tations. (1) Factuality hallucination and evalua-
tion challenges: non-retrieval-augmented methods
typically rely on the internal knowledge of LLMs.
Therefore, the generated CS often contains factual
errors (e.g., the CS by user 2 in Figure 1). Addition-
ally, current methods use classifiers to evaluate the
factuality of CS (He et al., 2023; Yue et al., 2024),
which often lack objectivity and generalizability.
(L2) Faithfulness hallucination in CS: existing
research defines faithfulness hallucination as be-
ing inconsistent with the input content (Hu et al.,
2024). In evidence-supported CS generation, this
primarily manifests in two aspects: the inability to
effectively rebut the HS and the failure to correctly
utilize the given evidence (e.g., the CS by user 3
in Figure 1). (L3) Evidence lacks the guidance
of a clear claim: existing methods tend to simply
list evidence but lack the guidance of a clear claim.
This may result in CS lacking a coherent argument
and clear evidence connection. The CS from user
4 in Figure 1 is a good example. It presents a clear
claim, followed by supporting evidence.

In this paper, to mitigate the aforementioned
limitations, we propose F?RL, a Factuality and
Faithfulness Reinforcement Learning framework
to generate claim-guide evidence-supported CS.
The framework first generates a counter-claim
based on the HS, which serves as the core argu-
ment of the CS. Then, several queries are generated
based on this claim to retrieve supporting evidence.
Finally, given the claim and evidence, we optimize

the generator using reinforcement learning to en-
hance the factuality and faithfulness of the CS.

Particularly, our model consists of three modules:
(1) Self-evaluation claim generation: This mod-
ule employs an LLM-based claim generator to pro-
duce various claims. The LLM then self-evaluates
these claims to select the most appropriate one. (2)
Coarse-to-fine evidence retrieval: This module
generates queries based on the selected claim and
uses a coarse-to-fine retrieval strategy to obtain sup-
porting evidence for the claim. (3) Factuality and
faithfulness reinforcement learning : This mod-
ule trains a CS generator to generate claim-guided
and evidence-supported CS. Specifically, We de-
sign a triplet-based factuality reward model and a
multi-aspect faithfulness reward model to evaluate
the generated CS. Then we use reinforcement learn-
ing to optimize the generator to improve the fac-
tuality and faithfulness. Experiments demonstrate
that our framework outperforms strong baselines in
the evidence-supported counterspeech generation
task. Our contributions are threefold:

* We design a novel claim-guided coarse-to-fine
evidence retrieval method. It first generates broad
queries to ensure the diversity of evidence, then
carefully rerank the results to ensure their rele-
vance to the claim. This method enhances the
coherence and evidence connection of the CS
by closely aligning the evidence with the central
counter-claim.

* We propose an innovative factuality and faith-
fulness reinforcement learning framework for
claim-guided evidence-supported CS generation.
It enables generating CS with higher factual cor-
rectness, more precise refutation, and better uti-
lization of evidence, leveraging a triplet-based
factuality reward model and a multi-aspect faith-
fulness reward model.

» Extensive experiments on 3 benchmark datasets
show that the proposed framework achieves ex-
cellent performance in CS generation with good
factuality and faithfulness. It also generalizes
well to different LLMs.

2 Related Work

2.1 Counterspeech Generation

Counterspeech (CS) can be defined as a direct re-
sponse to hate or dangerous speech to mitigate
hate. CS can fight hate speech (HS) and reduce
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its negative impact on social media while still al-
lowing free speech (Chung et al., 2023). Recently,
many automatic counterspeech generation methods
have been proposed. Zhu and Bhat (2021) pro-
pose Generate-Prune-Select which is a three-stage
pipeline to obtain the most relevant CS for an HS in-
stance. Chung et al. (2021) proposed a knowledge-
grounded generation approach by incorporating
an intermediate step in which keyphrases are gen-
erated to retrieve the necessary knowledge. Saha
et al. (2022) proposed CounterGEDI, an ensemble
of GEDI to guide the generation of a DialoGPT
model toward more polite, detoxified, and emo-
tional CS. Then, Gupta et al. (2023) proposed
QUARC, which leverages vector-quantized repre-
sentations to generate CS with various intent cate-
gories. Jiang et al. (2023) proposed RAUCG, which
enhances the LM’s ability to automatically incor-
porate counter-knowledge from new external statis-
tics, facts, or examples in counter-narrative genera-
tion. Wang et al. (2024) proposed DART, which
employed dual discriminator to jointly guide the
decoding preferences of LLMs, aiming to generate
CS catering to specific intent and hate mitigation.
However, these methods focus on improving CS
quality and diversity, often overlooking the impor-
tance of ensuring the factuality and faithfulness of
CS.

2.2 Reinforcement Learning for LLMs

LLMs acquire surprising capabilities (Touvron
et al., 2023), largely due to the fine-tuning of LLMs
using Reinforcement Learning from Human Feed-
back (RLHF). Recently, RLHF has become key
in fine-tuning LLMs to better align with human
preferences and improve task performance (Chris-
tiano et al., 2017). RLHF generally includes four
processes (Lang et al., 2024): supervised fine-
tuning, human preference collecting, reward learn-
ing and RL policy optimization. Currently, two
main RLHF approaches are reward-based methods
and reward-free methods. OpenAl pioneered the
reward-based approach, utilizing preference data
to construct a reward model and optimizing the re-
ward signal with actor-critic algorithms like Prox-
imal Policy Optimization (PPO) (Schulman et al.,
2017). Conversely, reward-free methods dispense
with the explicit use of a reward function. For
example, DPO (Rafailov et al., 2023) represents
the reward function in the logarithmic form of the
policy and focuses solely on policy optimization.
Other reward-free methods include RRHF (Yuan

et al., 2023) and PRO (Song et al., 2024).

3 Methodology
3.1 Task Definition and Pipeline

Formally, the goal of the claim-guided evidence-
supported CS generation task is to construct a
stochastic text generation function . It can take
hate speech z, claim c and reference evidence set
F as the input and output the generated CS g. The
core argument of the CS g needs to align with the
given claim and effectively utilize the provided evi-
dence to counter HS such that g ~ x(-|z, ¢, E).

3.2 Model Architecture

In this section, we describe the main modules of
our proposed F?RL framework for claim-guided
evidence-supported counterspeech generation. As
demonstrated in Figure 2, the proposed F?RL
framework mainly consists of three modules:

* Self-Evaluation Claim Generation Module em-
ploys an LLM-based claim generator to generate
various claims. Subsequently, we design a vot-
ing prompt for the LLM, enabling it to compare
different claims and vote for the one that most
effectively rebuts HS.

* Coarse-to-Fine Evidence Retrieval Module re-
trieves and reranks documents to get the relevant
supporting evidence for the claim. We also op-
timize the ranker using contrastive learning to
improve the relevance estimation between the
claim and the evidence.

* Factuality and Faithfulness Reinforcement
Learning Module aims to train a CS generator
to generate claim-guided and evidence-supported
CS. This module applies a triplet-based factu-
ality reward model and a multi-aspect faithful-
ness reward model to estimate the rewards of CS
and update the parameters of the generator using
PPO-based reinforcement learning.

3.3 Self-Evaluation Claim Generation

This module primarily focuses on generating a
counter-claim based on the HS. It can explicitly
expose the error of the input HS. The module con-
sists of two sub-modules: (1) Claim Generation,
which leverages the in-context learning (ICL) abil-
ity of LLMs to generate various counter-claims;
and (2) Self-Evaluation, which applies a voting
prompt for the LLM to compare different partial
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Figure 2: The architecture of the proposed F?RL framework. (1) Self-Evaluation claim generation module generates
and selects a counter-claim. (2) Coarse-to-Fine evidence retrieval module obtains the supporting evidence. (3)
Factuality and faithfulness reinforcement learning module Optimize a CS generator.

claims and vote for the most promising one. Then,
it employs a majority voting strategy to obtain more
robust results (Yao et al., 2023).

Specifically, given the HS x, we design an in-
struction prompt template for an LLM to obtain a
claim generator G.qim. LLMs have the ICL capa-
bility (Brown et al., 2020), allowing them to per-
form claim generation without fine-tuning when
provided with instructions and some examples.
This generator takes the HS as input and outputs a
series of claims C' = {cg,c1,- -+ , ¢y, }, Where n,
is the number of claims. Then, we design a voting
prompt for the LLM to obtain a voting agent V.
This agent takes a series of claims C' as input and
selects the best claim ¢*, which can be formulated
as ¢* = V(C). ¢* is selected based on deliberately
comparing different claims in C' in the vote prompt.
When using LLMs for self-evaluation, performing
the process multiple times usually yields a more ro-
bust result. Therefore, we conduct multiple rounds
of voting to select the claim with the most votes.
Through self-evaluation, we hope to select claims
that explicitly and objectively expose the errors or
biases in HS more effectively than other claims, as
the basis for subsequent evidence retrieval.

3.4 Coarse-to-Fine Evidence Retrieval

This module takes a query-based coarse-to-fine
strategy to retrieve supporting evidence.

3.4.1 Query generation

Similar to claim generation, we design an instruc-
tion prompt for the LLM to obtain a query gen-
erator Gguery. This generator takes the claim
¢ as input and generates a set of queries () =
{q1,92,- -+ ,qn,}» where ng is the number of
queries. This process can be formalized as () =
Gquery(c). Generating queries based on claims of-
fers several advantages over directly using claims
or HS for retrieval (Zhao et al., 2024; Huang and
Huang, 2024). It captures different aspects of the
claim, thus increasing the relevance, comprehen-
siveness, and diversity of the evidence obtained.

3.4.2 Evidence Retrieval

This sub-module aims to retrieve evidence that can
support the claim. Inspired by previous work (Yue
et al., 2024), we designed a coarse-to-fine evidence
retrieval pipeline. This pipeline first uses a retriever
to conduct a broad initial retrieval based on queries,
ensuring the diversity and comprehensiveness of
the evidence set. Then, it employs a reranker to
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perform fine-grained reranking, ensuring high rele-
vance to the claim (Huang and Huang, 2024).

In particular, for the retriever R, we use the off-
the-shelf Contriever-MS MARCO (Izacard et al.,
2022; Asai et al., 2023) by default to retrieve rele-
vant documents from the Wikipedia database. Sub-
sequently, we obtain an initial set of retrieved ev-
idence, denoted as Foase- These processes can
be formalized as Feoase = R(Q, Wiki). The
set F.oarse contains all evidence documents re-
trieved based on all queries (). For the reranker
process R,qnk, to obtain evidence that is rele-
vant and supportive of the claim ¢, we employ
the BGE M3 (Chen et al., 2024) model to cal-
culate the relevance score. Based on this score,
we rerank and filter Eoarse to get the fine-grained
evidence set Ffne, which can be formalized as
Efine = 7—\)frank(E’coarse’ C)~

3.4.3 Reranker Optimization

To improve the ranking performance and general-
izability, We optimize the reranker’s performance
after each retrieval. It can be divided into two steps:
(1) sampling of positive and negative evidence, and
(2) optimization based on contrastive learning.

First, for each claim ¢; € C and the initial evi-
dence set E.oarse, We use the BGE model to calcu-
late relevance scores. By setting different thresh-
olds, we sample K positive evidence {e? le and
K negative evidence { ey ?:1’ forming positive
pairs (c,eP) and negative pairs (c,e™). Subse-
quently, we minimize the InfoNCE loss (Chen et al.,
2020; Yue et al., 2024) to draw the positive claim-
evidence pairs closer and push away the negative
samples. InfoNCE loss is a contrastive learning
loss used to optimize representation learning by
maximizing the similarity of positive sample pairs
and minimizing the similarity of negative sample
pairs. The optimization objective £ can be formu-

lated as:
L= tu (1)
c;eC ejGE;)
eP
E(i,j) = —log o (8 <C“ ej) /T)

Zeke{Ef,Ei"} exp(s(ci, er)/T)

2)
where s(-, -) is the BGE M3-based similarity func-
tion and 7 denotes a temperature paramete.

3.5 Factuality and Faithfulness
Reinforcement Learning

This section aims to use factuality and faithfulness
reinforcement learning to fine-tune a CS generator.

3.5.1 Counterspeech Generation

This sub-module aims to generate CS using an
LLM-based generator by designing prompt tem-
plates. Since different prompts may affect perfor-
mance (Qian et al., 2023), we strive to maintain a
consistent style when designing the prompts. The
devised prompt template for CS generation consists
of the following components:

Task definition + Instruction + Hate speech x +
Claim c+ Evidence F.

Among them, the task definition provides a stan-
dard definition of the CS generation task. The in-
struction specifies the guidelines we expect the gen-
erator to follow. The prompt can be formalized as
p = Prompt(z, ¢, E'), where the Prompt(-) is the
prompt template. Next, we use a supervised fine-
tuned CS generator G, to generate CS cs based on
the prompt p.

3.5.2 Factuality and Faithfulness Reward
Estimation

Triplet-based Factuality Reward Model. The re-
markable fluency and inventiveness of LLMs have
made them popular (Zhao et al., 2023). Nonethe-
less, LLLMs often generate persuasive but incorrect
statements, known as hallucinations (Huang et al.,
2023). Factuality hallucinations involve claims
contradicted by real-world facts. Preventing fac-
tuality hallucinations in generating CS for HS is
crucial, as these errors can undermine the CS’s ef-
fectiveness. We design a triplet-based factuality
reward model to address this limitation inspired by
previous work (Hu et al., 2024).

Conditioned on the retrieved evidence as a
premise, we define factuality reward as the prob-
ability that the CS is entailed by the retrieved
evidence. Specifically, we first define a triple
extractor Ftr(-) that takes the generated CS cs;
as input and extracts knowledge triplets 7; =
{(sij,rij,oij)}jy:il, where N; is the number of
triplets. It can be formalized as T; = Etr(cs;). Ex-
isting research has shown that (Wang et al., 2023;
Hu et al., 2024) the decomposition of the original
text into triplets facilitates finer-grained factuality
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hallucination detection and more accurate factual-
ity evaluation. Next, we construct evidence-triplet
pairs (e, t), where e € F; and t € T;. We employ
an LM-based factuality checker, denoted as C'kr(-)
to calculate the likelihood of entailment for each
evidence-triplet pair. Finally, we use the average
likelihood of entailment across all evidence-triplet
pairs as the factuality reward. It can be formalized
as follows:

]\];]\]’TEEEEi EtGTi CkT(ev t) ’

3)
where Ng is the number of evidence and IV, is the
number of triplets.

Multi-aspect Faithfulness Reward Model.
Faithfulness means consistent with the input con-
tent (Li et al., 2022). As for the claim-guide
evidence-supported CS generation, faithfulness has
multiple aspects of meaning: (1) Faithfulness to
Hate Speech: The CS must directly address and
rebut the input HS, clearly pointing out its errors,
biases, or inaccuracies. (2) Faithfulness to the
Claim: The CS should be consistent with the in-
put claim, revolving around it and ensuring it stays
true to the claim’s main points and facts. (3) Faith-
fulness to the Evidence: The CS must accurately
reference and interpret the provided evidence to
support the claim, enhancing its persuasiveness
and credibility.

In detail, for the faithfulness to HS, we trained a
binary stance detection model f,.. that can use HS
as the target to evaluate the stance of a given text,
identifying whether it supports or opposes the HS.
We use the probability value of the opposing stance
as the reward for faithfulness to HS. Then, we use
a pre-built similarity function to measure the rele-
vance of the CS to the claim and the evidence. We
use the sum of the above scores as the faithfulness
reward 7 ¢4i¢p, which can be formulated as:

7ﬁfact(cs'i) =

T taith(€8:i) = [hate(Ti, c5;) + 5(ci, €8;)

1 4
+ FEZeeEis(e7csi) ( )

Finally, the final reward of the generated CS cs;
can be defined as follows:

r(csi) = Y fact(csi) + (L — )7 pain(csi)  (5)
where 0 < v < 1 is the balancing factor.

3.5.3 Reinforcement Tuning

This part aims to optimize the CS generator through
reinforcement learning to improve the quality of

generated responses. Reinforcement learning has
proven to be an effective approach to fine-tuning
LLM:s to extract complex, useful behaviours from
their pre-trained weights (Xu et al., 2024). Existing
research (Tian et al., 2023; Yue et al., 2024) in-
dicates that reinforcement learning with proximal
policy optimization (PPO) (Schulman et al., 2017)
or direct preference optimization (DPO) (Rafailov
et al., 2023) can encourage greater factuality and
faithfulness in LLMs. In this section, we apply the
PPO-based reinforcement learning with a reward
7(+) to fine-tune the CS generator. The actor CS
generator 7y is trained to maximise the formula-
tion:

Eu@mw%%awpwmwﬂ“%@Eﬂf‘%g
D - ID)KL (779(y ’ z,C, E)Hﬂ-¢(y | z,C, E)) (7)

where x is the HS, c is the claim, F is the evidence,
7 is the reference policy. D is the KL divergence
term to prevent optimization instability or overopti-
mization (Gao et al., 2023). [ is a hyperparameter
to regularize the output difference between my and
7. During training, we initialize the 7y and 7
using the weights from the wspr. Finally, we use
the reinforcement-tuned actor model 7y as the final
model for generating CS.

4 Experiments

4.1 Datasets

We conducted experiments on three CS generation
datasets, focusing solely on the HS instances from
these datasets to generate CS. Detailed information
is as follows:

* CONAN (Chung et al., 2019) is a large-scale,
multilingual resource designed to combat online
hate speech through expert-generated counter-
narratives. It includes 4,078 pairs of hate speech
and counter-narratives in English, French, and
Italian, collected by over 100 trained operators
from NGOs.

¢ MTCONAN (Fanton et al.,, 2021) includes
5,000 hate speech and counter-narrative pairs in
English, generated using a human-in-the-loop
methodology. It covers multiple hate targets such
as the disabled, Jews and LGBT+.

* MTKGCONAN (Chung et al., 2021) includes
pairs of hate speech and counter-narratives from
the CONAN dataset, enhanced with external
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LLM Method CONAN MTCONAN MTKGCONAN
etho FA FH FC FE D FA FH FC FE D FA FH FC FE D

Iop 0339 0712 — —— 0542|0341 0701 — —— 0510|0371 0793 — —— 0.656

GPT-3.5 CoT  0.341 0.754 0.730 0.630 0.714 | 0.371 0.749 0.712 0.561 0.778 | 0.365 0.754 0.721 0.589 0.745
CoTR 0.382 0.704 0.707 0.620 0.719 | 0.394 0.720 0.701 0.564 0.756 | 0.385 0.763 0.706 0.578 0.769

Iop 0331 0699 — —— 0604|0332 0731 — —— 0542|0351 0767 — —— 0.724

GLM4 CoT 0312 0.721 0.670 0.641 0.768 | 0.354 0.763 0.631 0.575 0.753 | 0.331 0.764 0.697 0.590 0.759
CoTR 0376 0.777 0.654 0.621 0.742 | 0.381 0.799 0.642 0.569 0.740 | 0.383 0.819 0.657 0.601 0.796

F’RL 0402 0.815 0.729 0.649 0.738 | 0.421 0.817 0.711 0.643 0.753 | 0.431 0.812 0.731 0.629 0.785

Iop 0334 0754 — —— 0745|0301 0741 — —— 0.702 | 0.345 0791 — —— 0.796

Qwenl 5 CoT  0.321 0.767 0.609 0.621 0.802 | 0.323 0.803 0.594 0.574 0.760 | 0.320 0.821 0.654 0.591 0.793
’ CoTR 0352 0.793 0.617 0.604 0.779 | 0.363 0.799 0.601 0.553 0.776 | 0.388 0.819 0.617 0.588 0.811

F?RL 0413 0.814 0712 0.618 0.770 | 0.431 0.821 0.714 0.637 0.763 | 0.401 0.821 0.706 0.631 0.784

iop 0309 0761 — —— 0738|0371 0762 — —— 0.717 | 0302 0.802 — —— 0.780

Llama3 CoT 0319 0.781 0.642 0593 0.790 | 0.361 0.794 0.661 0.579 0.777 | 0.329 0.822 0.651 0.621 0.808
CoTR 0369 0.752 0.663 0.610 0.763 | 0.377 0.756 0.655 0.567 0.765 | 0.339 0.812 0.668 0.589 0.815

F?RL 0401 0.829 0.713 0.628 0.755 | 0.416 0.822 0.717 0.621 0.770 | 0.417 0.823 0.721 0.632 0.793

Table 1: Counterspeech Generation Results. The highest scores of each model are in bold. The overall highest
scores are highlighted in red. IOP method generates CS directly from HS, thus we do not evaluate its FC and FE.

knowledge from WikiText-103 and Newsroom.
It includes 196 pairs of HS and counter-narratives
targeting various hate categories.

4.2 Competing Methods

We selected four LLMs as generators: GPT-3.5,
GLM4 (Zeng et al., 2022), Qwenl.5 (Bai et al.,
2023), and Llama3 (AI@Meta, 2024). To better
understand the effectiveness of each design, we
compare three different methods for generating
claim-guided and evidence-supported CS, namely:

* Input-Output Prompt (IOP): We designed
a simple prompt template that instructs the
LLM to directly generate CS with factual evi-
dence support.

* Chain of Thought (CoT): We first use an
LLM to generate the claim. Next, we generate
evidence based on the claim and the model’s
parametric knowledge. Finally, we generate
the final CS using the claim and the evidence.

* Chain of Thought with Retrieval (CoTR):
Different from CoT, we use an external knowl-
edge base to retrieve evidence.

As for F?RL, the method introduced in this paper,
we first generate the claim and retrieve supporting
evidence. Then, we use an LLM, which has been
fine-tuned with supervised fine-tuning and factual-
ity and faithfulness reinforcement learning, as the
generator.

4.3 Implementation Details

For the version of LLMs in our experi-
ments, we utilized gpt-3.5-turbo-0125, glm-4-9b-

chat, Qwenl.5-7B-Chat, and Llama-3-8B-Lexi-
Uncensored”. These models are used simultane-
ously for generating claims, queries, and CS. For
the claim generation, We generate 5 claims each
time. We use the same LLM as the claim generator
to act as the voting agent. For evidence retrieval,
we generate 5 queries and select the top 5 relevant
documents during the retrieval process. We use
the off-the-shelf Contriever-MS MARCO as the
retriever and BGE M3 as the reranker. We train the
BGE M3 model for 5 epochs with a learning rate of
le-5. During the supervised fine-tuning phase, We
split the dataset into 50% for training, 25% for vali-
dation, and 25% for testing. Since the dataset lacks
ground truth for claim-guided evidence-supported
CS, we used the state-of-the-art GPT-40 model to
generate it for each HS in the training set. Five
volunteers are hired to manually verify and revise
the generated ground truth. We perform instruction
fine-tuning on the training set using LoRA. Dur-
ing the reinforcement learning phase, we used the
TRL' library. We adopted PPO with a learning
rate of 3e-5 and set the initial KL regularization
to 0.2. The training consists of 3 epochs, with a
batch size of 16, and parameters are updated after
4 gradient accumulation steps. We conducted all
the experiments with Nvidia A800 GPUs.

4.4 Evaluation Metrics

To evaluate the factuality and faithfulness of the
generated CS, We follow the evaluation from (He

“We also experimented with the Meta-Llama-3-8B-Instruct
model. However, due to its strict alignment protocols, it fre-
quently refuses to generate CS in response to hate speech.

Thttps://github.com/huggingface/tr]
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et al., 2023; Yue et al., 2024) we use four met-
rics which are factuality (FA), faithfulness to Hate
Speech (FH), faithfulness to Claim (FC) and faith-
fulness for Evidence (FE), and Diversity (D).

FA can be calculated by equation 3, FH, FC, and
FE can be calculated from the individual terms in
Equation 4. The diversity (Wang and Wan, 2018) of
CS g, in a collection of generated CS Y; is defined
using the following formula:

Diversity (g;) = 1 — max {¢ (9;, gj)};:jlYLj#i
(®)

4.5 Main Experimental Results

We report the main experimental results of F?RL
on three benchmark datasets in Table 1. We draw
the following observations. (1)The F?RL method
can improve the factual correctness of CS. From
the experimental results in Table 1, it can be seen
that F2RL achieved a 3% to 6% improvement in
the FA metric across all three datasets. (2) The
F2’RL method generates CS that more strongly
opposes hate speech. For instance, the high-
est FH across all three datasets is achieved by
Llama3-F2RL. Additionally, for various LLMs,
F?RL achieved higher FH scores in most cases com-
pared to other baselines. (3) The F2RL method
demonstrates greater consistency with claims
and makes better use of existing evidence. For
example, in the MTCONAN dataset, Llama3-F?RL
improved the FC metric by approximately 6% com-
pared to Llama3-CoTR. Additionally, GLM4-F>RL
enhanced the FE metric by about 7% compared to
GLM4-CoT. (4) F2RL method demonstrates gen-
eralizability and effectiveness across different
LLMs. In experiments, the F?RL consistently out-
performs other baselines on various LLMs. (5) The
F?RL method leads to a decrease in the diver-
sity of generated CS. Compared to Llama3-CoTR,
Llama3-F2RL shows a slight decrease in diversity
metrics across all three datasets. We attribute this
decrease in diversity to three potential factors: (i)
specific sentence structures: by observing the gen-
erated CS, it is evident that LLMs trained with
F?RL tend to use certain recurring sentence struc-
tures. For example, these models frequently begin
with a claim, followed by a transition using phrases
such as "in fact," "for example," or "for instance,"
before listing supporting facts; (ii) single source
retrieval: the retrieval sources used in this study
are limited to Wikidata. While this ensures the
correctness of retrieved information, it restricts the

diversity of the generated counterspeech; (iii) rein-
forcement learning training: reinforcement learn-
ing training encourages the model to rely more
heavily on retrieved information, which in turn re-
duces the diversity and creativity of the generated
text. However, For evidence-driven counterspeech
tasks, factual accuracy outweighs diversity (Chung
et al., 2021). The goal of counterspeech is to cor-
rect harmful statements, so providing accurate and
reliable information is crucial for credibility. Al-
though creativity may boost engagement, it also
increases the risk of inaccuracies, potentially re-
ducing effectiveness.

4.6 Ablation Study

Methods FA FH FC FE
F2RL 0.40 0.83 0.71 0.63
WIO Traer 0371003 0.84 0.70 0.62
WO T paitn, 041 0.76 10.07  0.67 10.04 0.60 [0.03
w/o FH 0.40 0.75 10.08 0.71 0.64
w/o FC 0.41 0.83 0.66 10.05 0.62

w/oFE  0.40 0.82 0.72 0.59 10.04

Table 2: Experimental results of ablation study.

In this section, we aim to explore how much
each reward part contributes to the performance
during the reinforcement learning phase. We con-
sider the following variants of F>RL: (1) F2RL w/o
T fact: During the reinforcement learning process,
we remove the reward calculation for factuality.
(2) F’RL w/o r faith: we remove the reward cal-
culation for faithfulness. (3) F°RL w/o FH: We
remove the reward calculation for faithfulness to
hate speech. (4) F?RL w/o FC: We remove the
reward evaluation for faithfulness to claim. (5)
F?RL w/o FE: We remove the reward evaluation
for faithfulness to evidence.

We evaluate the aforementioned variants using
the Llama3 model on the CONAN dataset. The
experimental results are shown in the Table 2. We
find that the removal of 7, causes a 3% decrease
in FA, which verifies the effectiveness and signif-
icance of the factuality reward feedback. When
T faith 18 removed, the faithfulness of the generated
CS in all aspects decreases. We also conducted a
more fine-grained study, and when different parts
of 7 ¢4itn Were removed, their corresponding met-
rics showed varying degrees of decrease. This in-
dicates that each component of the faithfulness
reward feedback plays a crucial role in maintaining
the faithfulness of the generated CS.
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4.7 Human evaluation

FA  FH FC FE

CoT 297 371 346 2.78
GPT-3.5 CoTR 3.56 3.69 3.74 2.67
CoT  2.67 3.68 324 256
Llama3 CoTR 334 354 335 276
F?RL  3.61 3.74 3.68 2.89

Table 3: Human evaluation results.

In human evaluation, we randomly sample 100
CS generated by GPT-3.5 and Llama3 from the
CONAN dataset. Given the HS, claim, evidence,
and the generated CS, we recruit five annotators
(majority rule) to assign a score from 1 to 5 (1: not
at all, 3: OK, 5: very good) to the generated CS
based on the aspects of factuality, faithfulness for
HS, claim and evidence. The age distribution of
the 5 volunteers is between 20 and 30 years old.
Among them, there are 4 males and 1 female. Two
are PhD students, and three are master students.
The four aspects are (1) Factuality: annotators can
use various retrieval tools (e.g., Bing, Google) to
verify the factual correctness of the CS. (2) faith-
fulness to HS: Whether the CS explicitly refutes
the HS. (3)faithfulness for the claim: whether the
CS is consistent with the claim. (4) faithfulness for
evidence: whether the CS sufficiently utilizes the
evidence. The human ratings results are listed in
Table 3. We can observe that F?RL is better than
other baselines and achieves performance compa-
rable to GPT-3.5, which is similar to the results of
the automatic evaluation in Table 1.

4.8 Impact of the number of Evidence

—o— FA FE

MTCONAN

—— D

CONAN

038 //_H,._,,N 038 /’/AM 081,

0.6 0.6 0.6

0.4 0—0-*\'_% 0.4 ._-.\/‘\O—o—o\'/._. 0‘4,A—0—0—W—H

0.2 0.2 0.2

MTKGCONAN

0.0 0.0 0.0
12345678910 12345678910 12345678910
k k k

Figure 3: Experimental results of different values of k.

To analyze the impact of using different values of
the number of evidence k on performance, we con-
ducted experiments using Llama3-F?RL on three
datasets, with results shown in Figure 3. Firstly,
as the amount of evidence increases, FA tends to

decrease. This indicates that too much evidence
in the prompt is more likely to cause hallucina-
tions in LLMs, leading to factually incorrect CS.
More evidence also increases noise, reducing the
evidence utilization rate and lowering the average
FE. When more evidence is provided, LLMs tend
to choose and cite only a few pieces rather than
all of them. This results in increased diversity in
the generated CS, as LLMs have more options to
support the claim.

5 Conclusion

In this paper, we introduce F?RL, a factuality and
faithfulness reinforcement learning framework for
claim-guided, evidence-supported CS generation.
To ensure that CS has a distinct argument and
a clear evidence structure, we propose a claim-
guided pipeline that first generates a counter-claim,
then retrieves relevant evidence, and finally gener-
ates the CS. To enhance the coherence and evidence
connection of the CS, we design a coarse-to-fine
evidence retrieval method. This method first gen-
erates broad queries to ensure the diversity of evi-
dence, then carefully reranks the results to ensure
their relevance to the claim. To improve the fac-
tuality and faithfulness of the CS, we propose a
PPO-based reinforcement learning approach with
a triplet-based factuality reward model and a multi-
aspect faithfulness reward model. Experimental
results show that our method outperforms compet-
itive baselines in terms of factuality and faithful-
ness. In the future, we aim to explore LLM-based
multi-agent learning methods to further improve
the generation of CS.
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There are three limitations of this work: (1) Firstly,
it is important to note that the generated CS by
our model cannot completely eliminate offensive
and toxic language. However, we have made im-
provements to the prompt template and generation
process to generate CS with lower toxicity. (2)
Secondly, it is worth mentioning that the gener-
ated CS cannot be directly posted on real-world
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social media platforms. Instead, a further step is re-
quired where volunteers carefully review and verify
the generated CS before posting. This automated
generation process has proven to be a significant
time-saving factor compared to the manual creation
of CS. (3) Thirdly, the counterspeech generated by
our method may still contain factual errors. While
our approach aims to minimize the likelihood of
such errors, it cannot guarantee their complete elim-
ination.
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A Analysis of Typical Argumentative
Sentence Structures

We analyzed the typical argumentative sentence
structures in claim-guided, evidence-supported CS.
We found that they generally consist of three stages:
first, refuting the erroneous viewpoints of the hate
speech; second, presenting benign statements about
the hate target; and finally, providing evidence. We
listed some examples in the Table 4.

B Case Study

We provided counterspeech examples generated by
GPT-3.5 and Llama3 to compare the quality of gen-
eration. See Table 5 for the examples. Through
comparison, we can see that the counterspeech gen-
erated by GPT-3.5 (IOP) lacks specific evidence
and is more general. Both GPT-3.5 (CoT) and GPT-
3.5 (CoTR) provide factual evidence as support,
with GPT-3.5 (CoTR) offering more detailed and
in-depth arguments. Compared to Llama3 (CoTR),
Llama3 (F2RL) discusses the claim in more detail
and provides multiple logically connected pieces
of evidence.

C Prompt Template

C.1 Claim Generation Prompt

Generate {claim num} claims to refute the
statement:{hate speech} These claims should be
well-structured and provide a strong foundation for
retrieving factual knowledge to support them. You
only need to generate short, direct claims without
providing facts. List each counter-claim as follows:

[claims]:

1. [First counter-claim]

2. [Second counter-claim]

3. [Third counter-claim]
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Counter hate speech State a claim Provide evidence

[HT] are not [TS] In fact, they are [BS]. For example, [E].
Contrary to the statements that [HT] are [TS] Studies have shown that they are [BS] For instance, [E].
It’s incorrect to say that [HE] are [TS] Data indicates that they are actually [BS]. Consider [E].

The notion that [HT] are [TS] is false. Evidence suggests that they are [BS]. To demonstrate, [E].
The stereotype that [HT] are [TS] is unfounded. In reality, they are [BS]. Such as, [E].

Table 4: Typical argumentative sentence structures of claim-guided evidence-supported CS. HT stands for hate
target, TS stands for toxic statement, BS stands for benign statement, and E is evidence.

Hate Speech Not all Muslims are terrorists, but all terrorists are Muslims.

GPT-3.5 (I0P) This statement is inaccurate. In reality, the majority of global terrorist attacks
are not committed by Muslims. Terrorism involves individuals and groups from
various backgrounds, religions, and ideologies worldwide. The definition of
terrorism is based on actions, not religious beliefs. Let’s not judge entire groups
based on narrow viewpoints.

GPT-3.5 (CoT) This statement is misleading. Global terrorism data clearly shows that most
terrorist attacks are not committed by Muslims. Historical incidents, like the
Oklahoma City bombing by Timothy McVeigh, highlight that terrorism isn’t
exclusive to Muslims. Terrorism is defined by actions, not religious identity.
Let’s avoid generalizations and focus on facts.

GPT-3.5 (CoTR) Terrorism is not exclusive to any particular religion or belief system. While it
is true that some terrorist acts have been carried out by individuals claiming
to be Muslims, it is important to recognize that terrorism is a tactic used by
individuals of various backgrounds and ideologies. For example, Jamaat ul-
Fugraa is an Islamic terrorist organization with members who have planned acts
of violence, but they are not the only group engaging in terrorism. Religious
terrorism, including acts committed by individuals of different faiths, has been
on the rise since 1980. It is crucial to understand that terrorism is a complex
issue influenced by various factors, and attributing it solely to one religion is
misleading and harmful.

Llama3 (CoTR) The claim that "all terrorists are Muslims" is false. Evidence includes groups
like Jamaat ul-Fuqra, an Islamic terrorist organization mostly African-American,
responsible for violence like assassinations. Religious terrorism isn’t limited to
Islam; e.g., the 1995 Oklahoma City bombing stemmed from anti-government
and anti-abortion beliefs. Experts like Robert Pape and Terry Nardin note
terrorism’s broader motivations beyond religion.

Llama3 (F?RL)  Terrorism isn’t tied to any specific religion or belief system. While some attacks
involve individuals identifying as Muslim, it’s not representative of all terrorists.
Evidence includes groups like Jamaat ul-Fuqra, an Islamic terrorist organization
mostly composed of African-Americans, responsible for acts of violence like
assassinations. Religious terrorism isn’t limited to Islam; for example, the
1995 Oklahoma City bombing was carried out by Timothy McVeigh, motivated
by anti-government and anti-abortion beliefs. Furthermore, the 2011 Norway
attacks by Anders Behring Breivik were driven by far-right extremist views,
not Islam. Experts like Robert Pape and Terry Nardin note that terrorism’s
broader motivations often include political, ideological, and social factors
beyond religion. This demonstrates that terrorism is a complex, multi-faceted
issue that transcends any single religious or belief system.

Table 5: Evidence-supported Counterspeech generated by CPT-3.5 and Llama3.
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C.2 Voting prompt

Given an hate speech: "{hatespeech}" and sev-
eral counter-claims, decide one that can most effec-
tively counter the hate speech. Conclude in the last
line "The best claim is [s]", where s the integer id
of the choice.

claims: {claims}

C.3 Query Generation Prompt

Given a hateful statement and a corresponding
counter-claim, your task is to generate {query num }
search queries to retrieve evidence from Wikipedia
that supports the counter-claim. The query should
be precise and relevant to ensure the retrieval
of strong factual evidence. Here is the hateful
statement: "{hatespeech}" Here is the counter-
claim: "{claim}" Please generate a search query for
Wikipedia to find evidence supporting the counter-
claim. List each query as follows: [queries]: 1. [the
First query] 2. [the Second query] 3. [the Third
query] 4. [the Second query] 5. [the Third query]

C.4 Counterspeech Generation Prompt

You are a seasoned volunteer dedicated to coun-
tering hate speech on social media. Given a claim
and relevant evidence of each claim, your task is
to generate a counterspeech. The Counterspeech
needs to first state the claim and then provide ev-
idence to support the claim. The counterspeech
should be effectively refute the hatespeech. You
must give me the counterspeech as following for-
mat: [Counterspeech]: ""

Here is the hate speech: "{hatespeech}" Here is
the counter-claim: "{claim}" Here is the evidence:
"{evidencestr}”
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