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Abstract

Large Language Models (LLMs) are typically
shipped with tokenizers that deterministically
encode text into so-called canonical token se-
quences, to which the LLMs assign probabil-
ity values. One common assumption is that
the probability of a piece of text is the prob-
ability of its canonical token sequence. How-
ever, the tokenization of a string is not unique:
e.g., the Llama2 tokenizer encodes Tokens as
[Tok,ens], but [Tok,en,s] also represents
the same text. In this paper, we study non-
canonical tokenizations. We prove that, given
a string, it is computationally hard to find the
most likely tokenization for an autoregressive
LLM, as well as to compute the marginal prob-
ability over all possible tokenizations. We then
show how the marginal is, in most cases, in-
distinguishable from the canonical probability.
Surprisingly, we then empirically demonstrate
the existence of a significant amount of sig-
nal hidden within tokenization space. Notably,
by simply aggregating the probabilities of non-
canonical tokenizations, we achieve improve-
ments across a range of LLM evaluation bench-
marks for a variety of architectures, including
transformers and state space models.

1 Introduction

Autoregressive large language models (LLMs) gen-
erate text by predicting the next word sequentially.
A crucial yet often overlooked step in this pro-
cess is tokenization, whereby each word is bro-
ken down into subwords. It allows the model to
generate text beyond what it was trained on, en-
abling open-vocabulary generation. However, this
approach also introduces a significant challenge: a
given string can be tokenized in exponentially many
ways (Figure 1). For example, this paper’s abstract
can be tokenized in more than 10267 ways under
the Llama2 vocabulary (Touvron et al., 2023).

While a given string can be tokenized in multiple
ways, at inference time, almost all successful mod-
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Figure 1: Exponential growth of the number of tok-
enizations. The (log-scale) y-axis shows the number of
tokenizations as a function of the sentence length.

ern LLMs utilize a fixed, or canonical, tokeniza-
tion: a deterministic, rule-based mapping from text
to token sequences (Gage, 1994). Consequently,
it has become commonplace to use this token se-
quence as a proxy for the underlying text. In partic-
ular, the probability of the token sequence is often
used in place of the probability of the text (e.g. for
evaluation metrics like perplexity), even though
these quantities are not necessarily equal. To com-
plicate matters, some language models are pre-
trained with stochastic tokenizations (Kudo, 2018;
Provilkov et al., 2020), exposing them to multi-
ple ways of tokenizing the same string, with the
hope of obtaining models with a more developed
understanding of the compositionality of words.

In this paper, in the context of modern LLMs,
we ask whether non-canonical tokenizations of a
string can provide additional signal at inference
time, which would be lost by considering just the
canonical tokenization. To this end, we inves-
tigate two natural alternatives: finding the most
likely tokenization and marginalizing over tokeniza-
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tions. For example, one natural way to answer a
multiple-choice question is to choose the answer
with the highest probability conditioned on the
question (Zellers et al., 2019); instead of always
assuming the canonical tokenizations of the an-
swers, one could compare answers based on the
probability of their most likely tokenizations, or al-
ternatively the marginal probability of all possible
tokenizations.

We first study the problem of finding the most
likely tokenization and show that it is NP-hard un-
der some mild assumptions. As such, we propose
an anytime branch-and-bound algorithm to approx-
imate the most likely tokenization. We find that, for
text lengths where the branch-and-bound strategy
is practical, the canonical tokenization is usually
the most likely one.

Then we ask the question of whether there
is a significant amount of probability mass con-
centrated on tokenizations other than the canon-
ical. We first observe that as we sample token
sequences of varying length from the LLM distri-
bution unconditionally, the proportion of canoni-
cal tokenizations decreases significantly as the se-
quence length increases. To further investigate this
phenomenon, ideally one would need to compute
the marginal probability of all tokenizations for a
given string, which we show to be #P-hard. Hence,
we implement an importance sampling estimator
for the marginal probability. Surprisingly, despite
the extremely large number of non-canonical tok-
enizations, we empirically find that the estimated
marginal probability is usually very close to the
canonical tokenization’s probability.

This raises our last question: does the complete
tokenization space add any meaningful signal at all,
in addition to the canonical tokenization alone? Re-
markably, we show that, even for the cases where
there is little probability mass on non-canonical
tokenizations, they seem to carry some meaningful
signal. Specifically, we show that for Gemma-2B
(Gemma Team et al., 2024), Llama2-7B (Touvron
et al., 2023) and Mamba-130M (Gu and Dao, 2024),
by employing ensemble strategies for weighting dif-
ferent tokenizations at inference time, we achieve
significant performance improvements on challeng-
ing LLM evaluation benchmarks.

Contributions. In summary, we show that:
(i) while it is tempting to consider computing the
marginal probability of a string, this quantity is
#P-hard to compute; (ii) in fact, even computing

the probability of the most likely tokenization is
NP-hard; and (iii) while in most cases the marginal
probability of a string is practically the same as
the canonical probability, non-canonical tokeniza-
tions seem to provide some signal to downstream
tasks, to the point that we achieve consistent im-
provement across a range of open source models
on Q&A datasets.

2 Related Work

Many previous works have explored tokenization
strategies within the LLM pipeline, and the (often
undesirable) inductive biases they may introduce:
for example, in introducing unfairness between lan-
guages (Petrov et al., 2023), gender bias (Ovalle
et al., 2024), and in performing arithmetic (Singh
and Strouse, 2024). Some recent works have
avoided the many downsides of tokenization by em-
ploying byte-level models, but either suffer from
slow decoding due to longer sequences (Yu et al.,
2023), or rely on token-level models for more effi-
cient generation (Wang et al., 2024). To overcome
the limitations of tokenization, prior works have
examined (approximately) marginalizing over the
distribution of possible token sequences (Buckman
and Neubig, 2018; Cao and Rimell, 2021; Chirkova
et al., 2023). In this work, we analyze modern
LLMs and consider multiple strategies for extract-
ing information from tokenization space; finding
that, contrary to prior belief, the signal is present
not in the most-likely tokenization or (approxi-
mated) marginals, but rather in a mixture of canon-
ical and non-canonical tokenizations.

3 An LLM Induces a Distribution over
Tokenizations

Let x = (x1, x2, . . .) denote a string (a sequence of
characters). A vocabulary V is a set of strings that
represent subwords, or tokens. A token sequence
w.r.t. a vocabulary V is a sequence v = (v1, v2, . . . )
where each vi ∈ V . A tokenization of string x w.r.t.
a vocabulary V is a token sequence w.r.t. V such
that the concatenation of all tokens is equal to x.
Simply put, a tokenization breaks down a string
into substrings, each recognized by the vocabu-
lary. The substrings are ordered by their position
in the original string. We write v |=V x to denote
that token sequence v is a tokenization of string
x w.r.t. the vocabulary V , sometimes omitting V
when meaning is clear.

An autoregressive LLM p defines a conditional
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Figure 2: Multi-valued decision diagram for the tok-
enization of Bird. The square is a terminal node.

probability distribution p(vi|v1, . . . vi−1) over to-
kens from its vocabulary V . Thus, an LLM induces
a distribution over tokenizations of a given string.

Definition 3.1 (Induced Tokenization Distribution).
Let x be a string, v a token sequence, and p an
LLM over vocabulary V . Then, the tokenization
distribution induced by p is

p(v,x) =

{∏|v|
i=1 p (vi|v1, . . . , vi−1) if v |=V x,

0 otherwise.

Most modern LLMs make use of tokenizers
based on Byte-Pair Encoding (BPE) (Gage, 1994),
whereby the token vocabulary is initialized with
the character vocabulary, and a merge table is ini-
tialized to be empty. The method then iteratively
counts all pairs of tokens and merges the most fre-
quent pair into a new token. This new token is
added to the vocabulary and the merge rule is added
to the merge table. This process is repeated until
the desired vocabulary size is reached. The result-
ing merge table specifies which tokens are to be
merged into larger tokens, as well as the priority
of these merges. In this way, it defines a canonical
tokenization procedure as follows: first, a string is
split into its constituent characters, then, the pair
of adjacent tokens with the highest priority merge
rule is combined. This is repeated until no further
merge rules from the table are applicable.

BPE dropout (Provilkov et al., 2020) introduces
an additional step during training: when tokenizing
a word, merge rules are dropped with some prob-
ability. After this dropout phase, merges proceed
the same way as BPE. This dropout phase acts as
a regularization method that provides robustness
to input noise. It also means that language models
trained with BPE dropout should assign more mass
to non-canonical tokenizations.

Algorithm 1 COMPILE

Input String x, vocabulary V , last token v
Output MDD of all tokenizations of x

1: Initialize memoizationM : N× V → MDD
2: if x is empty then return nothing
3: Initialize node N
4: for each token t ∈ V do
5: if x starts with t then
6: if (|x|, t) ∈M then C ←M(|x|, t)
7: else C ← COMPILE(x|t|+1:|x|,V, t)
8: Add edge from N to C labelled with t
9: MemoizeM(|x|, t)← C

10: return N

At inference time, for a string x, the tokenizer
outputs the canonical tokenization v∗ (without any
dropout), which is then evaluated by the LLM to
get the canonical probability p(v∗,x). Note that
this probability is one of an exponential number
of tokenization probabilities for a particular string.
In fact, one can compile a Multi-valued Decision
Diagram (MDD) (Lee, 1959) that represents this
combinatorial space for a given string tractably by
decomposing and reusing subsequences. This data
structure allows one to compute the total number
of tokenizations in linear time in the number of
edges of the diagram. Algorithm 1 shows how to
compile an MDD from a string and Figure 2 shows
an example of an MDD compiled from the string
Bird. Each node in the diagram corresponds to
a position in the string, and edges from node i to
node j are labelled with the corresponding token
xi:j = (xi, xi+1, . . . , xj). Every path going from
the root to a terminal node is a tokenization of x.

Given what we know so far, a question naturally
arises: since we can tractably represent all tok-
enizations as an MDD, and given that the number
of possibilities is exponential, can we efficiently
compute the most likely tokenization of a string?
And perhaps more interestingly, is it the canonical
one, as often is assumed in practice?

4 Computing the Most Likely
Tokenization is Hard ...

We begin by noting that there exist simple distri-
butions where finding the most likely tokenization
can be done efficiently. For example, if we anno-
tate the edges in an MDD with probabilities, that
gives us a tokenization distribution where the most
likely tokenization is simply the MDD path with
the highest probability. By carefully modifying

3968



0 20 40 60 80 100

0

20

40

60
1-hour timeout

String length

Ti
m

e
(i

n
m

in
ut

es
)

Gemma
Llama2
Mamba

Figure 3: Run-time for branch-and-bound over to-
kenizations. The search grows exponentially with the
number of characters in the string.

the MDD, it even becomes possible to efficiently
compute the most likely tokenization induced by
a bi-gram distribution, where each token depends
only on the previous one (Dupont and Rosenfeld,
1997; Choi et al., 2020).

For more complex autoregressive language mod-
els, however, we unfortunately show that comput-
ing the most likely tokenization is computationally
hard. We formalize this as follows.

Problem 4.1 (Most-Likely Tokenization). Let v de-
note a token sequence. Given a string x, an autore-
gressive LLM p, and a threshold ϵ > 0, the most
likely tokenization problem is deciding whether

max
v

p(v,x) > ϵ.

Theorem 4.2. The most-likely tokenization prob-
lem is NP-complete.

Proof. (Sketch) The proof is by reduction from the
3-SAT Boolean satisfiability problem (Karp, 2010).
We encode the Boolean variables as possible to-
kenizations of substrings such that there is a cor-
respondence between the probability of the most
likely tokenization and the existence of a satisfiying
assignment. The full proof is in Appendix B.

Given the LLM training regime, a reasonable as-
sumption in practice is that the canonical tokeniza-
tion is (close to) the most likely tokenization. To
empirically verify this claim, we devise a branch-
and-bound algorithm to search through the MDD in
order to find some tokenization whose probability
is higher than the canonical. We do so by setting
the initial lower bound as the canonical probability,
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Figure 4: Distribution of tokenizations for the word
Tokens. An overwhelming probability mass is on the
canonical tokenization, with (an exponential number of)
others sharing a miniscule portion of probability.

and then pruning paths whose partial probability is
below this bound. We set a time budget of 1-hour,
after which the search returns the best tokenization
at that point. As expected, we find that branch-
and-bound is quickly overwhelmed by the number
of tokenizations as the string length grows. Find-
ing the most likely tokenization this way rapidly
becomes intractable for longer strings.

Figure 3 shows the branch-and-bound search
time across three LLM architectures for the string
“Language models typically tokenize text into sub-
words, utilizing a learned deterministic set of merge
rules to aggregate tokens.” We gradually insert new
words and re-run search to visualize its scalabil-
ity. Branch-and-bound always returns the canoni-
cal tokenization as the best candidate, despite the
exponential number of possible candidates.

Not only does the canonical tokenization seem
to be the most likely one for shorter text, but it
also often is overwhelmingly so. Figure 4 shows
the tokenization distribution for the word Tokens
under the Llama2 model; there are 52 tokenizations,
with the canonical taking most of the mass.

Even though canonical seems to take up a ma-
jority of the probability mass in these cases, if
we look at generated text from these LLMs, a
sizable percentage of the (unconditionally) gen-
erated tokenizations are non-canonical. Figure 5
shows canonicity as a function of the number of
tokens generated by the language model. As gen-
erated text grows larger, the probability of gen-
erating non-canonical tokenizations also grows.
This is surprising, as it is seemingly in contra-
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Figure 5: Canonicity in generated text. Percentage of
canonicity drops as more tokens are generated.

diction to earlier evidence. It turns out that, if
we investigate these non-canonical generated se-
quences in more depth, we find that a large ma-
jority of such cases are non-English, with a large
portion consisting of code and languages that uti-
lize unicode characters. It is nevertheless inter-
esting that some non-canonical tokenizations are
indeed more likely than their canonical counter-
parts, with some even in grammatically correct En-
glish. For example, the string x = ␣tongueless
(with ␣ denoting a whitespace) is canonically tok-
enized as v∗ = [␣tong,uel,ess] by Gemma, with
p(v∗|x) ≈ 0.474; however v = [␣tongue,less]
is a more likely tokenization according to the
LLM, with p(v|x) ≈ 0.518. This gap between
the probability of the most likely tokenization
and canonical tokenization can be even more ex-
treme. For instance, v = [Hyp,no,patu,rist]
is a much more likely tokenization p(v|x) =
0.9948 compared to the canonical tokenization
v∗ = [Hyp,nop,atu,rist], with the latter tak-
ing only p(v∗|x) = 0.0004 of the total mass.

This seems to suggest that there is some mass
being attributed to non-canonical tokenizations, es-
pecially over longer text. We thus raise another
question: instead of using a single tokenization,
could we aggregate over all tokenizations, each
weighted by their probability, effectively comput-
ing the marginal probability of a given string?

5 ... and Computing the Marginal
Probability is Also Hard

Evaluating the probability of a string requires
marginalizing over all its possible tokenizations.
We now formally define this task and show it to be

computationally hard.

Problem 5.1 (Marginal String Probability). Let v
denote a token sequence. Given a string x and an
autoregressive LLM p, the marginal string proba-
bility problem is to compute

p(x) =
∑

v

p (v,x) .

Theorem 5.2. The marginal string probability
problem is #P-hard.

Proof. (Sketch) The proof is by reduction from
the counting version of the 3-SAT Boolean satis-
fiability problem (#3-SAT), which is known to be
#P-complete. We encode the Boolean variables
as possible tokens in a string, such that there is
a correspondence between the number of satisfy-
ing assignments of the Boolean formula and the
marginal probability of the string under the LLM.
The full proof can be found in Appendix B.

Marginal Probability Estimation
In light of the above hardness results, we now shift
our attention to approximating the marginal string
probability. In particular, we will focus on esti-
mators based on sequential importance sampling
(Kloek and van Dijk, 1978; Geweke, 1989). In this
instance of importance sampling, we sample tok-
enizations v given a string x according to some pro-
posal distribution q(v|x). Given a set of samples
v(1), . . . ,v(N) from this distribution, an estimate
of the marginal string probability p(x) is

p(x)=Ev∼q(v|x)

[
p(x,v)

q(v|x)

]
≈ 1

N

N∑

i=1

p(x,v(i))

q(v(i)|x) .

(1)

A simple proposal distribution one might con-
sider is the prior LLM token distribution:

qLLM(v|x) :=
|v|∏

j=1

p(vj |v1:j−1),

where p(vj |v1:j−1) is the LLM next-token distri-
bution. However, estimating p(x) this way re-
quires rejecting all sampled token sequences where
v ̸|= x, making the approach infeasible in practice.

To address this issue, we use a modified pro-
posal distribution: the 1-step look-ahead proposal
distribution, first proposed in Chirkova et al. (2023).
This distribution adjusts the LLM’s next-token dis-
tribution at each step by checking whether the
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upcoming token vj , combined with the previous
tokens, forms a tokenization of a prefix of the
string x. Intuitively, we iteratively prune away
from the support of the distribution tokenizations
not consistent with x. This can be done efficiently
by simply traversing the MDD compiled from the
string and masking out all tokens that are not com-
patible with the labels of the outgoing edges at the
current node. Formally, the proposal distribution is

qLA(v|x) :=
|v|∏

j=1

qLA(vj |v1:j−1,x), where

qLA(vj |v1:j−1,x) ∝ p(vj |v1:j−1)vv1:j |= x1:w.

Here, vv1:j |= x1:w evaluates to 1 if v1:j forms a
tokenization of a prefix of string x, and 0 otherwise.
Essentially, the proposal distribution is a greedy
and myopic approximation of the LLM distribution
over tokenizations at every step of the sequence.

Interestingly, we observe that, for short strings
where we are able to compute the true marginal,
even though the proposal eventually converges to
the true marginal as the number of samples in-
creases, the probability of the canonical tokeniza-
tion is just as close to the true marginal. This seems
to suggest that the canonical probability is, in fact,
practically the marginal probability of the string
in these cases. Figure 6a shows one instance of
the approximate marginal slowly converging to the
true marginal as the number of samples increases
for a single small example of the OPENBOOKQA
dataset (Mihaylov et al., 2018).

For longer text, we observe that, for most cases,
the approximate marginal also converges close to
the canonical probability. As the number of tok-
enizations to be summed out is enormous, we are
unable to compute the true marginal. In none of the

cases we evaluated, the approximate marginal prob-
ability was meaningfully higher than the canonical.
Figure 6b shows the difference in log-probability
of several marginal estimates across different archi-
tectures and OPENBOOKQA strings. Notably, esti-
mates that were very different from the canonical
probability contained no canonical samples, further
confirming that most of the probability mass is in
the canonical tokenization.

So far, we have presented empirical evidence
that seems to confirm that: (1) canonical is, in
most cases, the most likely tokenization, and (2)
it carries so much of the probability mass that it
is practically the marginal itself. Curiously, in an
arguably contradictory twist, we experimentally
show evidence that suggests that there exists some
signal in non-canonical tokenizations to the point
where we are able to achieve consistently better
downstream performance in Q&A tasks.

6 Non-Canonical Tokenizations in
Question Answering

In multiple-choice question answering, a model
is given a question (possibly with context) and is
asked to choose between a number of different an-
swers to the question. Typically, this is performed
by evaluating the probability of each answer under
the default canonical tokenization, and selecting
the answer with the highest probability. Formally,
given a question c with canonical tokenization v∗

c

and set of K answers {ai}Ki=1 with canonical tok-
enizations {v∗

ai
}Ki=1, the classification is given by

argmax
i
p(v∗

ai
|v∗

c).

Alternatively, we can compute these probabili-
ties over other tokenizations, for instance, by com-
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HELLASWAG SOCIALIQA OPENBOOKQA
CAN MAR DIFF CAN MAR DIFF CAN MAR DIFF AVG DIFF

Llama2 59.6 60.4 0.81 44.1 45.4 1.33 30.8 33.1 2.33 1.49
Gemma 54.7 55.8 1.10 48.7 48.9 0.21 30.2 31.0 0.76 0.69
Mamba 32.4 31.6 -0.80 39.1 40.9 1.80 16.6 22.3 5.69 2.23

Table 1: Accuracy after tuning the number of samples to estimate marginal string probability. CAN stands for
the canonical baseline accuracy, MAR for the tuned approximate marginal, and DIFF the difference between the last
two. Bold entries indicate highest accuracy. The last column shows the average difference across the three datasets.

puting an approximation to the marginal:

argmax
i
p(ai|v∗

c)=argmax
i

∑

vai |=ai

p(vai |v∗
c).

From prior discussion, we expect the approx-
imate marginal to gradually converge to canon-
ical. However, we empirically find that, before
convergence, there is a surprising increase in ac-
curacy when weighting over non-canonical tok-
enizations compared to the canonical baseline. Fig-
ure 7 shows accuracy for the marginal approxi-
mation as a function of the number of samples in
three different question answering datasets: HEL-
LASWAG (Zellers et al., 2019), SOCIALIQA (Sap
et al., 2019) and OPENBOOKQA (Mihaylov et al.,
2018). Due to computational constraints, we only
evaluate on randomly sampled subsets of 1000 ex-
amples for each dataset.

By parameter tuning the number of samples,
we are able to achieve a consistent performance
increase in accuracy, as Table 1 shows. Tuning
the number of samples consisted of sampling 256
samples from a 1000 examples validation hold-
out subset, computing the accuracy for 256 trials
of 256-choose-k samples, and taking the k which
maximizes average accuracy on the hold-out sub-
set. This k is then used to sample that number of

tokenizations in the test set. The precise values of
k are shown in Table 3 in appendix.

To further understand how much non-canonical
tokenizations play a role in this improvement, and
find out where the signal in tokenization comes
from, we construct a mixture of canonical and non-
canonical tokenizations. We evaluate the improve-
ment in accuracy, effectively measuring how much
non-canonicity plays a role in the downstream task.
More formally, we compute

argmax
i

α · p
(
v∗
ai
|v∗

c,v
∗
a1
∨ v∗

a2
∨ . . . ∨ v∗

ak

)
+

(1− α) · p(ṽai |v∗
c, ṽa1 ∨ ṽa2 ∨ . . . ∨ ṽak

),

where 0 ≤ α ≤ 1 and we use ṽai to denote the
set of all non-canonical tokenizations of ai, i.e.
ṽai = {v : (v ̸= v∗

ai
) ∧ (v |= ai)}. When α = 1,

the equation above reduces to the standard canoni-
cal tokenization baseline, while α = 0 weighs only
non-canonical tokenizations of the same answer.
To make sure that both terms are on the same scale,
we condition the distributions on the possible an-
swers, yielding two classifiers over answers instead
of tokenizations.

We approximate p(ṽai |v∗
c, ṽa1 ∨ . . . ∨ ṽak

) by
computing the (unbiased) marginal estimate over
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HELLASWAG SOCIALIQA OPENBOOKQA
Llama3 Gemma Mamba Llama2 Gemma Mamba Llama2 Gemma Mamba

MIXTURE 59.7 55.8 31.6 44.8 48.8 39.8 34.0 30.6 17.6
CANONICAL 59.6 54.7 32.4 44.1 48.7 39.1 30.8 30.2 16.6

Table 2: Mixture accuracy after α tuning. The first row shows accuracy values for the mixture, while the second
row shows the canonical baseline. Entries in bold indicate highest accuracy.

tokenizations that are not canonical, i.e.,

p(ṽai |v∗
c, ṽa1 ∨ . . . ∨ ṽak

) ∝ p(ṽai |v∗
c)

= E
v∼q(v|ai,v∗

c)

[
p(v,ai|v∗

c)

q(v|ai,v∗
c)
· vv ̸= v∗

ai
w
]

≈ 1

N

N∑

j=1

p
(
v(j)|v∗

c

)

q
(
v(j)|ai,v∗

c

) ·
1
v(j) ̸= v∗

ai

9
,

In practice, this amounts to zeroing-out all impor-
tance weights that are canonical. The first term of
the mixture is computed by simply normalizing the
standard canonical probability over the canonical
tokenizations of possible answers

p(v∗
ai
|v∗

c,v
∗
a1
∨ . . . ∨ v∗

ak
) ∝ p(v∗

ai
|v∗

c).

The resulting mixture is then a weighted version
of the marginal p(ai|v∗

c ,a1 ∨ . . . ∨ ak) where we
adjust the mass attributed to canonical according
to parameter α. This allows us to inspect how the
model behaves when mass is “shoveled” around
from non-canonical to canonical and vice versa.

Figure 8 shows how this mixture behaves for
different values of α downstream, while Table 2
shows the performance change when tuning α in
the validation set and applying it on the test set.
Precise tuned α values are shown in Table 4.

These experiments show that there is clear and
significant signal in non-canonical tokenizations to
the point that we are able to achieve a consistent
increase in accuracy, suggesting that non-canonical
tokenizations do indeed retain meaningful infor-
mation in LLMs, and hopefully motivating further
research in this direction.

7 Conclusion

Modern language models make the assumption that
text is represented by a unique canonical tokeniza-
tion equivalent to the text itself. We showed that
not only is the space of possible tokenizations ex-
ponential, but prove that reasoning probabilistically
about this space is hard. We then showed empirical
evidence that suggests that, in practice, not only
is the canonical tokenization the most likely tok-
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enization, but it is also very close to the probability
of the text itself (i.e. the marginal probability of
the text summed over tokenizations). Despite this,
we present surprising evidence of significant sig-
nal in non-canonical tokenizations, thus motivating
further research on non-canonical tokenizations.

8 Limitations

Having to evaluate several tokenizations instead
of just the canonical one is an obvious limitation
to this work, as it requires many more (possibly
costly) calls to the LLM. Due to computational
constraints, we were also unable to provide evalua-
tion results with regards to larger LLMs.
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A Problems

For the purposes of studying the complexity of
inference problems on induced tokenization dis-
tributions, we use L to denote a class (set) of au-
toregressive large language models, and make the
assumption that this set covers all possible autore-
gressive distributions:

Assumption A.1 (Expressivity of LLMs). We as-
sume that L is sufficiently expressive: given any
token sequence v = (v1, ..., vm), and sequence
δ1, ..., δm with δi ∈ (0, 1) for all i, there exists
p ∈ L such that p(vi|v1, ..., vi−1) = δi for all
i = 1, ...,m.

Note that we do not require that the conditional
probability take the value 0 or 1, as this cannot
be expressed using logits. We also need to make
the (reasonable) assumption that the conditional
probability distribution of LLMs can be computed
in polynomial time:

Assumption A.2 (Complexity of LLMs). We as-
sume that for any p ∈ L, and any sequence of
tokens v = (v1, . . . , vm), we can compute the dis-
tribution p(vi|v1, ..., vi−1) for any i = 1, . . . ,m in
polynomial time in |v|.

Now, we consider two inference problems re-
lated to the induced tokenization distribution;
namely, computing the most likely tokenization,
and marginal string probability (a more formal
statement of Problems 4.1 and 5.1):

Problem A.3 (Most Likely Tokenization). Given a
string x, vocabulary V , and an autoregressive LLM
p ∈ L over V , and a threshold ϵ > 0, we define the
most likely tokenization problem MLT(x,V, p, ϵ)
as deciding whether:

max
v

p(v,x) > ϵ (2)

Problem A.4 (Marginal String Probability). Given
a string x, vocabulary V , and an autoregressive
LLM p ∈ L over V , the marginal string probability
problem MSP(x,V, p) is to compute

∑

v

p(v,x) (3)
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B Hardness

In this section, we show that Problems A.3 and A.4
are both NP-hard. This will be achieved using a
reduction from 3-SAT:

Definition B.1 (3-SAT). Given a set of Boolean
variables a1, ..., an, a Boolean formula is in 3-CNF
if it is of the form:

K∧

k=1

ck (4)

where each clause ck is a disjunction of at most 3
literals (a literal is either a variable or its negation).
The 3-SAT problem is that of determining if a given
3-CNF formula is satisfiable.

Theorem 4.2. The most-likely tokenization prob-
lem is NP-complete.

Proof. We begin by showing hardness. Given an
instance of 3-SAT, we construct an instance of
MLT such that the 3-CNF is satisfiable iff the
maximal probability is above a certain threshold.

Let ψ =
∧K
k=1 ci be a 3-CNF formula consisting

of K clauses over n Boolean variables, where
ck = lk,1∧lk,2∧lk,3, and lk,j is a literal. For conve-
nience, we write Ik,j for the index of variable lk,j
refers to, and Pk,j to be a Boolean variable which is
true iff it is a positive literal, i.e. lk,j = aIk,j ∧Pk,j .

We now define a string x of length 3n+K:

abcabcabcabc...ddd...

where x3i+1 = “a”, x3i+2 = “b”, x3i+1 = “c”
for 0 ≤ i ≤ n − 1, and xi = ‘d′ for
3n + 1 ≤ i ≤ 3n + K. We also define a
vocabulary V = {“a”, “bc”, “ab”, “c”, “d”}.

Finally, we define the LLM conditional probabil-

ity distribution as follows.

p(vi|v0, ..., vi−1) =



0.45 if i = 0 ∧ (vi = “a” ∨ vi = “ab”)

0.033 if i = 0 ∧ ¬(vi = “a” ∨ vi = “ab”)

0.9 if i < 2n ∧ vi−1 = “a” ∧ vi = “bc”

0.025 if i < 2n ∧ vi−1 = “a” ∧ vi ̸= “bc”

0.9 if i < 2n ∧ vi−1 = “ab” ∧ vi = “c”

0.025 if i < 2n ∧ vi−1 = “ab” ∧ vi = “c”

0.45 if i < 2n ∧ (vi−1 = “bc” ∨ vi−1 = “c”)

∧(vi = “a” ∨ vi = “ab”)

0.033 if i < 2n ∧ (vi−1 = “bc” ∨ vi−1 = “c”)

∧¬(vi = “a” ∨ vi = “ab”)

0.2 if i < 2n ∧ (vi−1 = “d”)

0.9 if i ≥ 2n ∧ (vi = “d”)

∧S(i+ 1− 2n,v)

0.025 if i ≥ 2n ∧ (vi ̸= “d”)

∧S(i+ 1− 2n,v)

0.1 if i ≥ 2n ∧ (vi = “d”)

∧¬S(i+ 1− 2n,v)

0.225 if i ≥ 2n ∧ (vi ̸= “d”)

∧¬S(i+ 1− 2n,v)

Here, S(k,v) is a predicate representing the satis-
faction of the kth CNF clause. In particular, there is
a straightforward bijection between valid tokeniza-
tions and instantiations of the CNF variables, by
setting ai := (v2i = “a”). Then the kth clause is
satisfied iff the literals appearing in the clause have
the appropriate sign, i.e.:

S(k,v) =

{
True if (v2Ik,j = “a”) = Pk,j

False otherwise
(5)

We define v |= ψ iff
∧K
k=1 S(k,v), i.e. all

clauses are satisfied. Now we claim that the 3-
CNF formula ψ is satisfiable iff maxv p(v,x) >
0.5(0.45)n(0.9)n+K . We begin by noting that
all tokenizations of the string x are of the same
length 2n+K, since each “abc" sequenece must
be split into either (“ab", “c") or (“a", “bc"), and
the “ddd..." sequence must be tokenized intoK “d"
tokens. The probability of any valid tokenization v
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is thus given by:

p(v,x) =
2n+K−1∏

i=0

p(vi|v1, . . . , vi−1)

= (0.45)n(0.9)n

2n+K−1∏

i=2n

p(vi|v1, . . . , vi−1)

= (0.45)n(0.9)n

2n+K−1∏

i=2n

p(“d”|v1, . . . , vi−1)

Note that the remaining conditional probabili-
ties are all either 0.9 or 0.025; thus, p(v,x) >
0.5(0.45)n(0.9)n+K iff all of these conditional
probabilities are 0.9. Since all of the tokens vi for
i ≥ 2n (for x) are “d", this happens iff v |= ψ, and
the 3-CNF ψ is satisfiable. Thus MLT is NP-hard.

To show NP-completeness, we note all tokeniza-
tions have length 2n+K and so oracle calls to the
LLM take polynomial time in n,K by Assumption
A.2. If the answer to MLT is Yes, then there exists
a tokenization v′ with p(v,x) > t which acts as
the certificate. This certifiacte can be checked in
polynomial time; thus MLT is in NP.

We now move to the problem of computing the
marginal probability over all valid tokenizations
of x. The proof of this result relies on a similar
construction to the proof of Theorem 4.2.

Theorem 5.2. The marginal string probability
problem is #P-hard.

Proof. Given an instance of #3-SAT, we construct
an instance of MSP such that the count of the
3-CNF formula can be easily determined by the
marginal string probability.

We define the 3-CNF formula ψ, string x, and
vocabulary V as in the proof of Theorem 4.2. How-
ever, we define a slightly different distribution for
the LLM:

p(vi|v0, ..., vi−1) =



0.45 if i = 0

∧(vi = “a” ∨ vi = “ab”)

0.033 if i = 0

∧¬(vi = “a” ∨ vi = “ab”)

0.9 if i < 2n

∧(vi−1 = “a” ∧ vi = “bc”)

0.025 if i < 2n

∧(vi−1 = “a” ∧ vi ̸= “bc”)

0.9 if i < 2n

∧(vi−1 = “ab” ∧ vi = “c”)

0.025 if i < 2n

(∧vi−1 = “ab” ∧ vi = “c”)

0.45 if i < 2n

∧(vi−1 = “bc” ∨ vi−1 = “c”)

∧(vi = “a” ∨ vi = “ab”)

0.033 if i < 2n

∧(vi−1 = “bc” ∨ vi−1 = ‘c”)

∧¬(vi = “a” ∨ vi = “ab”)

0.2 if i < 2n ∧ (vi−1 = “d”)

1− 0.5n+K+1 if i ≥ 2n ∧ (vi = “d”)

∧S(i+ 1− 2n,v)
0.5n+K+1

4 if i ≥ 2n ∧ (vi ̸= “d”)

∧S(i+ 1− 2n,v)

0.5n+K+1 if i ≥ 2n ∧ (vi = “d”)

∧¬S(i+ 1− 2n,v)
1−0.5n+K+1

4 if i ≥ 2n ∧ (vi ̸= “d”)

∧¬S(i+ 1− 2n,v)

The difference between this distribution and that
in Theorem 4.2 is the last 4 cases, where the proba-
bility is dependent on the number of CNF variables
n. Now, we will show that the model count of
the CNF formula ψ is equal to C ∈ {0, ..., 2n}
iff (C − 0.5)(0.45)n(0.9)n <

∑
v p(v,x) <

(C + 0.5)(0.45)n(0.9)n.
As before, the probability of any valid tokeniza-

tion v is given by:

p(v,x) =(0.45)n(0.9)n

2n+K−1∏

i=2n

p(“d”|v1, ..., vi−1)

Now, consider the valid tokenizations v of x that
correspond to a satisfying assignment of ψ. For
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any such tokenization, we have that S(k,v) for all
k = 1, ...,K and so its probability

p(v,x) = (1− 0.5n+K+1)K(0.45)n(0.9)n

≥ (1− 0.5n+K+1)(0.45)n(0.9)n

≥ (1− 0.5n+2)(0.45)n(0.9)n

On the other hand, for any valid tokenization
which does not correspond to a satisfying assign-
ment ψ, there exists a k s.t. ¬S(k,v), and so
all such tokenizations have probability p(v,x) <
(0.5)n+K+1

4 (0.45)n(0.9)n.
Thus, if ψ has C satisfying assignments, then we

have that
∑

v

p(v,x) ≥
∑

v|=ψ
p(v,x)

= C(1− 0.5n+K)K(0.45)n(0.9)n

≥ C(1− 0.5n+2)(0.45)n(0.9)n

> (C − 0.5)(0.45)n(0.9)n

where the last inequality follows because C is
bounded above by 2n. Also, since there are 2n

valid tokenizations, we have that
∑

v

p(v,x) =
∑

v|=ψ
p(v,x) +

∑

v ̸|=ψ
p(v,x)

< C(0.45)n(0.9)n

+ 2n
(0.5)n+K+1

4
(0.45)n(0.9)n

= C(0.45)n(0.9)n

+ (0.5)K+3(0.45)n(0.9)n

< (C + 0.5)(0.45)n(0.9)n

We have shown that the model count of the
CNF formula ψ is equal to C ∈ {0, ..., 2n} iff
(C − 0.5)(0.45)n(0.9)n <

∑
v p(v,x) < (C +

0.5)(0.45)n(0.9)n. Given
∑

v p(v,x), we can
compute the (unique) value of C ∈ {0, ..., 2n} for
which this holds by binary search, with complexity
O(n). Thus we have reduced #3-SAT to MSP and
so MSP is #P-hard.

C Experiments

Figure 9 shows marginal estimates across models
and datasets on the validation set as a function of
the number of samples. Figure 8 shows mixture
performance as a function of parameter α on the
validation set.

Llama2 Gemma Mamba

CAN 59.6 54.7 32.4 H
E

L
L

A
S

W
A

G

MAR 60.4 55.8 31.6
DIFF 0.81 1.10 -0.80
# SAMPLES 41 256 256
CAN 44.1 48.7 39.1 S

O
C

IA
LIQ

A

MAR 45.4 48.9 40.9
DIFF 1.33 0.21 1.80
# SAMPLES 238 140 256
CAN 30.8 30.2 16.6 O

P
E

N
B

O
O

K
Q

A

MAR 33.1 31.0 22.3
DIFF 2.33 0.76 5.69
# SAMPLES 7 163 1
AVG DIFF 1.49 0.69 2.23

Table 3: Accuracy after parameter tuning. See Ta-
ble 1 for more details. # SAMPLES shows the number
of samples after tuning on the validation set.

MIXTURE CANONICAL

Accuracy (%)
Llama2 59.7 59.6 H

E
L

L
A

S
W

A
G

Gemma 55.8 54.7
Mamba 31.6 32.4
Llama2 44.8 44.1 S

O
C

IA
LIQ

A

Gemma 48.8 48.7
Mamba 39.8 39.1
Llama2 34.0 30.8

O
P

E
N

B
O

O
K

Q
A

Gemma 30.6 30.2
Mamba 17.6 16.6

Fine-tuned α values
Llama2 0.3445 — H

E
L

L
A

S
W

A
G

Gemma 0.6421 —
Mamba 0.5151 —
Llama2 0.3244 — S

O
C

IA
LIQ

A

Gemma 0.4816 —
Mamba 0.0000 —
Llama2 0.0201 —

O
P

E
N

B
O

O
K

Q
A

Gemma 0.5753 —
Mamba 0.0000 —

Table 4: Mixture accuracy after α tuning. See Table 2
for more details. The lower portion of the table shows
α values after tuning on the validation set.
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Figure 9: Accuracy of approximated marginal over number of samples on the validation set. Curves in solid
show marginal mean accuracy, shaded areas show marginal standard deviation, dashed lines show

canonical baseline across Gemma, Llama2 and Mamba.
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Figure 10: Accuracy for mixture of canonical and non-canonical tokenizations. Solid curves ( ) show
accuracy for the mixture of non-canonical and canonical tokenizations across models and datasets. Dashed lines
( ) show the canonical baseline.
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