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Abstract

The proliferation of Internet memes in the age
of social media necessitates effective identifi-
cation of harmful ones. Due to the dynamic
nature of memes, existing data-driven models
may struggle in low-resource scenarios where
only a few labeled examples are available.
In this paper, we propose an agency-driven
framework for low-resource harmful meme de-
tection, employing both outward and inward
analysis with few-shot annotated samples. In-
spired by the powerful capacity of Large Mul-
timodal Models (LMMs) on multimodal rea-
soning, we first retrieve relative memes with
annotations to leverage label information as
auxiliary signals for the LMM agent. Then,
we elicit knowledge-revising behavior within
the LMM agent to derive well-generalized in-
sights into meme harmfulness. By combining
these strategies, our approach enables dialecti-
cal reasoning over intricate and implicit harm-
indicative patterns. Extensive experiments con-
ducted on three meme datasets demonstrate that
our proposed approach achieves superior per-
formance than state-of-the-art methods on the
low-resource harmful meme detection task.

1 Introduction

The rise of social media has catalyzed the emer-
gence of a new multimodal entity: the meme. Typ-
ically, a meme combines a visual element with
concise text, making it highly sharable and capable
of quick proliferation across various online plat-
forms. Although often viewed humorously, memes
can become vehicles of harm when their mix of
image and text is strategically used in the context
of political and socio-cultural divisions.

A widely accepted definition of harmful memes1

is “multimodal units consisting of an image and
* Equal contribution. Hongzhan Lin is the project leader.
† Corresponding authors.
1Disclaimer: This paper contains content that may be

disturbing to some readers.

(a) (b)

Figure 1: Example of trending memes on social media.
Meme text: (a) “DON’T WORRY, I’M WORKING ON
A MURDER HORNET VACCINE.”; (b) “ARREST BILL
GATES.”

embedded text that have the potential to cause harm
to an individual, an organization, a community, or
society in general” (Sharma et al., 2022). For exam-
ple, during the COVID-19 pandemic, a frequently
shared meme shown in Figure 1(a) was created
by anti-vaccination groups using a manipulated
image of Bill Gates. The widespread dissemina-
tion of this multimodal content2, which spread fear
about COVID-19 vaccines, significantly harmed
Bill Gates’ personal reputation and undermined
efforts to bolster public immunity. Therefore, it be-
comes imperative to develop automatic approaches
for harmful meme detection to effectively unveil
the dark side of memes on social media.

Previous studies employing deep neural net-
works (DNNs) have advanced harmful meme de-
tection (Kiela et al., 2020; Pramanick et al., 2021a)
by utilizing data-driven multimodal models (Pra-
manick et al., 2021b; Cao et al., 2022; Lin et al.,
2023a), which rely heavily on extensively anno-
tated data for training. However, these DNN-based
approaches (Cao et al., 2023; Lin et al., 2024b)
encounter significant challenges when it comes to
detecting newly emerging memes related to break-
ing events, since the rapid development of such
harmful memes makes it impractical to swiftly
annotate enough training data (Cao et al., 2024).
Moreover, the dynamic and evolving nature of In-

2https://www.bbc.com/news/55101238
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ternet memes raises concerns about the sustained
effectiveness of traditional data-driven methods for
harmful meme detection in real-world scenarios.
This highlights the need for more adaptive and re-
sponsive approaches in the detection of harmful
memes under the low-resource regime where only
limited few-shot meme annotations are available.

Intuitively, the key to low-resource harmful
meme detection is to strengthen the adaptability
to continually changing online memes, and the ca-
pacity to respond promptly to new trends and con-
texts: 1) We posit that the shared characteristics
among similar memes could facilitate the adaptabil-
ity of harmful meme detection, as memes evolve
by retaining inherent patterns. For instance, as de-
picted in Figure 1, Bill Gates shown in the meme
of Figure 1(a) could be further incorporated with a
joker face, which is extended to create a new harm-
ful variant of Figure 1(b). 2) On the other hand,
rather than using gradient descent to update model
parameters, we resort to imitating human learn-
ing processes that accumulate experience without
modifying the model’s weights, thus mitigating the
risk of overfitting to sparse annotations of harmful
memes. As an example, to illustrate the harmful-
ness of the memes in Figure 1, a human checker
needs the reasoning knowledge to gather the experi-
ence that Bill Gates is frequently vilified in harmful
memes by anti-vaccination campaigners due to his
advocacy for vaccine development. Thus we devise
a gradient-free approach to capture common fea-
tures of harmful memes and derive insights from
limited annotated training meme data for better
generalization in a low-resource learning context.

Inspired by the powerful capacity of LMMs
for reasoning with contextual background knowl-
edge (Brown et al., 2020; Liu et al., 2023a), we
propose a novel agentic approach: LOREHM, to-
wards Low-Resource Harmful Meme detection by
regarding LMMs as agents. To this end, we propose
capturing the harmfulness of memes by employing
both outward and inward analysis with limited few-
shot annotated meme samples. Specifically, 1) for
looking outward at a meme, we first retrieve its sim-
ilar memes with labels to leverage the annotation
information as explicit auxiliary signals for harm-
fulness preference, thereby facilitating the decision-
making of the LMM agent. 2) In terms of looking
inward at a meme, we employ the fundamental
skill of human learning, positioning the LMM as
a learner agent to derive well-generalized insights
from its failed attempts on the limited annotated

meme samples, which aims to capture the implicit
harmfulness meanings not conveyed through the
superficial texts and images of memes. 3) Finally,
we combine the strategies of looking outward and
inward to enable the LMM agent to perform the
final harmfulness inference. In this manner, we
enhance the LMM’s ability as a trustworthy agent
to detect harmful content concealed in the intrinsic
multimodal information in memes. Our contribu-
tions are summarized as follows in three folds:

• To our best knowledge, we are the first to alle-
viate the low-resource issue of harmful meme
detection from a fresh gradient-free perspec-
tive on harnessing advanced LMMs.3

• We propose a novel agency-driven approach
for low-resource harmful meme detection, to
augment the LMM agent with harm-indicated
signals from retrieval of outward relatively
similar memes and insight of inward multi-
modal knowledge-revising, which facilitates
harmfulness inference in a few-shot regime.

• Extensive experiments conducted on three
meme datasets confirm that our agentic
paradigm could yield superior few-shot perfor-
mance than previous state-of-the-art baselines
for low-resource harmful meme detection.

2 Related Work

2.1 Harmful Meme Detection
Harmful meme detection is an expanding field, bol-
stered by large meme benchmarks (Kiela et al.,
2019; Pramanick et al., 2021a; Lin et al., 2024c),
and initiatives like the Hateful Memes Chal-
lenge (Kiela et al., 2020) by Facebook for detecting
memes in hate speech (Das et al., 2020). These de-
velopments have spurred research into detecting
harmful memes (Pramanick et al., 2021a), a task
complicated by their multimodal nature, which of-
ten involves both texts and images. As unimodal
methods like BERT (Devlin et al., 2019) or Faster
R-CNN (Ren et al., 2016) fall short in addressing
these complexities, recent studies have increasingly
turned to multimodal approaches to improve the
detection performance of harmful memes.

Previous studies have employed classical two-
stream models that integrate textual and visual fea-
tures, which are learned from text and image en-
coders, typically utilizing attention-based mecha-

3Our source code is available at https://github.com/
Jianzhao-Huang/LoReHM.
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nisms and multimodal fusion techniques for clas-
sifying harmful memes (Kiela et al., 2019, 2020;
Suryawanshi et al., 2020; Pramanick et al., 2021b).
Another branch was fine-tuning pre-trained mul-
timodal models specifically for the task (Lippe
et al., 2020; Muennighoff, 2020; Velioglu and Rose,
2020; Hee et al., 2022). Recent efforts have also
sought to explore the use of data augmentation
techniques (Zhou et al., 2021; Zhu et al., 2022),
ensemble methods (Zhu, 2020; Velioglu and Rose,
2020; Sandulescu, 2020), harmful target disentan-
glement (Lee et al., 2021), and prompt-based tun-
ing (Cao et al., 2022; Ji et al., 2023; Cao et al.,
2023). Lately, Lin et al. (2023a) proposed to distill
multimodal reasoning knowledge from Large Lan-
guage Models (LLMs) to detect harmful memes.

However, such data-driven approaches fail to
detect harmful evolving memes in low-resource
regimes because they often require sizeable train-
ing data unavailable for emerging events. Although
a recent work (Cao et al., 2024) employed low-rank
adaptation (LoRA) (Hu et al., 2021) for detecting
harmful memes in the few-shot setting, we delve
into the low-resource harmful meme detection with-
out updating any model weights, which utilizes
multimodal LLMs (i.e., LMMs) in an agency-
driven manner by leveraging both LMM’s internal
knowledge and multimodal retrieval-augmented
generation to examine the harmfulness of a meme.

2.2 LLM Agent
Retrieval-augmented generation enriches the input
space of LLMs with retrieved text passages (Guu
et al., 2020; Lewis et al., 2020), resulting in signif-
icant enhancements in knowledge-intensive tasks
and decision-making agents, either through fine-
tuning or utilization with off-the-shelf LLMs (Liu
et al., 2022; Schick et al., 2023; Ram et al., 2023;
Izacard et al., 2023; Jiang et al., 2023; Asai et al.,
2023; Gao et al., 2023; Wang et al., 2023c). The in-
tegration of LLMs as agents spans various domains,
including code generation and game-playing, show-
casing their robust planning and reasoning capabil-
ities in diverse settings (Wang et al., 2023a; Yao
et al., 2022; Shen et al., 2023; Mu et al., 2023; Hong
et al., 2023; Liu et al., 2023b; Zhao et al., 2024; Sun
et al., 2023; Qian et al., 2023). These advancements
underscore the ability of LLMs to tackle complex
tasks with minimal supervision. Concurrently, self-
improvement methodologies (Chen et al., 2022,
2023; Shinn et al., 2024; Madaan et al., 2023) have
emerged, leveraging feedback-driven processes to

iteratively refine generated outputs. In contrast to
many previous agent tasks that operate within envi-
ronments providing real feedback, harmful meme
detection lacks an environment that supplies the
agent with authentic responses. In this work, we
focus on a novel agentic paradigm by devising
the proprietary integration of the vision-language
retrieval-augmented and self-improvement mecha-
nisms for LMMs (Liu et al., 2023a; OpenAI, 2023),
to detect harmful memes with limited few-shot an-
notations, a realistic yet urgent task that is inher-
ently a binary multimodal classification challenge.

3 Our Approach

3.1 Overview

Problem Statement. We define a harmful meme
detection dataset as a set of memes where each
meme M = {I, T , y} is a triplet represent-
ing an image I that is associated with a text
T , and a ground-truth harmfulness label y ∈
{harmful, harmless}. In this work, to investigate
low-resource harmful meme detection with LMM
agents, we convert the harmful meme detection
task into a natural language generation paradigm,
where our model takes the image I and text T as
the input and generates a text sequence to clearly
express whether the meme is harmful or not.

The scarcity of high-quality labeled data is grad-
ually becoming the norm with the rapid merging
and evolution of memes (Sharma et al., 2022). In
this work, we define a low-resource setting where
we have a test set Stest, and a very small training set
Strain comprising N samples. Since our method is
gradient-free, we denote Strain as the reference set
Sref. Our objective is to optimize the model based
on the very limited reference set Sref, enabling it to
effectively generalize to the test dataset Stest.

Our core idea is to regard the LMM as an agent,
and then enhance the agent’s memory by using
information from relative memes and insights de-
rived from the agent’s past unsuccessful evaluations
of memes, thereby improving its performance on
harmful meme detection in low-resource scenes.
We enable the LMM agent to fully capitalize on a
very limited labeled dataset through two strategies:
1) Relative Sample Augmentation (§3.2) for learn-
ing by looking outward, and 2) Meme Insight Aug-
mentation (§3.3) for learning by looking inward.
Both strategies allow for the efficient extraction of
harmfulness cues from limited annotated memes.
This empowers the LMM agent to perform more
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Figure 2: An overview of our framework, LOREHM, for low-resource harmful meme detection.

precisely and effectively in the task of harmful
meme detection under low-resource regimes. The
overview of our framework is shown in Figure 2.

3.2 Relative Sample Augmentation

With the aid of LMMs, it becomes plausible to offer
a powerful few-shot performance of low-resource
harmful meme detection by In-context Learning
(ICL) (Brown et al., 2020). However, the ICL ap-
proach involves integrating few-shot demonstra-
tions with test instances repeatedly, which incurs
substantial computational overhead at each infer-
ence step. This can be impractically burdensome
for real-world applications. Generally, Internet
memes evolve dynamically yet exhibit inherent
patterns (Baran, 2001). In this section, drawing in-
spiration from retrieval-augmented generation, we
propose to capitalize on the highly shared charac-
teristics of harmful memes to enhance the detection
performance of LMMs in the low-resource setting.
Specifically, our approach utilizes explicit labels of
top-retrieved meme samples, derived from multi-
modal information retrieval, as auxiliary signals.

3.2.1 Relative Sample Retrieval
For a meme sample M , we first generate visual
textual embeddings, and then fuse them with a fixed
ratio to produce a multimodal representation:

Emb = α ·VE(I) + β · TE(T ), (1)

where Emb is the multimodal embedding of M ,
VE(·) and TE(·) represent the frozen pre-trained
vision and text Transformer encoders, respectively,

while α and β denote the ratio factors. Then, we
can encode all the meme samples from both the
reference set Sref and the test set Stest as Equation 1,
to obtain the fixed embeddings of meme samples.

Given a target meme Mtest in the test set Stest, to
retrieve the most relative candidate meme samples
in the reference set Sref to the target meme, we
calculate the similarity between the embedding of
the target meme and the embedding of each meme
Mref in Sref as follows:

d = sim(Mref,Mtest), (2)

where d represents the normalized cosine similar-
ity score between the meme Mref in the reference
set Sref and the target meme Mtest. The function
sim(·) computes the similarity by comparing the
multimodal embeddings of a pair of memes. Thus
all the similarity scores of the candidate memes in
the reference set to the target meme could form the
similarity vector D = {d |Mref ∈ Sref} ∈ RN .

Afterwards, we select the top K memes4 from
Sref with the highest similarity scores as the relative
memes to the target meme Mtest:

H = {Mref | d ∈ TopK(D)}, (3)

where H is the set of the K memes from Sref
most similar to the target meme Mtest. The func-
tion TopK(·) ranks and selects the top K highest
scores from the set D of similarity scores, thereby
identifying the K most relevant memes in the ref-
erence set Sref to the target meme Mtest.

4Note that K should be an odd number (K < N ).
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3.2.2 Voting Mechanism
The memes in the retrieved setH exhibit a high de-
gree of multimodal similarity with the target meme.
This similarity is a crucial indicator of the com-
mon salient multimodal features shared between
the memes, which are often products of meme evo-
lution and integration. Therefore, we exploit the
harmfulness of the retrieved set to explicitly infer
the predicted harmfulness label of the target meme.

Based on the retrieved setHwhere the K memes
are well-annotated, we employ a voting mechanism
to obtain a preliminary prediction for the target
meme according to the polarity of the ground-truth
labels of memes in the retrieved set:

P =

{
harmful if

∑K
i=1 1(H

y
i = harmful) > K

2

harmless otherwise
,

(4)

where P is the preliminary prediction of the target
meme,Hy

i means the ground truth label of the i-th
meme in H. In this way, the explicit harmfulness
labels of the annotated memes in the retrieved set
could be leveraged as the prior harm-indicated sig-
nals for the low-resource harmful meme detection.

3.3 Meme Insight Augmentation
Although Relative Sample Augmentation as §3.2
can enhance the LMM agent’s ability by provid-
ing explicit harmfulness references as prior for the
target meme, previous literature has shown that
memes generally contain implicit harmful infor-
mation that is more subtle and challenging for the
LMM to identify (Lin et al., 2023a). To address
this, we propose enabling the LMM agent to better
capture implicit harmfulness in memes by looking
inward through multimodal knowledge revising.

3.3.1 Experience Gathering
To gather the experience that serves as the basis for
insight extraction, we first evaluate the harmfulness
of each Mref in the reference set Sref in a zero-
shot manner. For performance and explainability,
we choose Chain-of-Thought (CoT) as the base
planning algorithm (Kojima et al., 2022) and feed
the image Iref and text Tref of Mref to the agent:

traj = {LMM(XCoT, Iref, Tref) |Mref ∈ Sref},
(5)

where traj is the trajectories gathered through the
LMM agent’s direct judgment on the meme Mref
in Sref, LMM(·) denotes the LMM agent, XCoT is
the zero-shot CoT instruction designed as:

“Given the meme, with the Text: {Tref} embed-
ded in the image {Iref}, your task is to determine
whether this meme is harmful or not, in order to
maintain the harmlessness and integrity of informa-
tion on the Internet. Please leverage your extensive
knowledge to deeply analyze and understand this
meme, and give your final judgment. Your output
should strictly follow the format: {Thought: [Your
analysis] Answer: [harmful/harmless]}.”

Furthermore, in order to make the LMM agent’s
self-reflection more accurate and efficient, we ob-
tain a self-reflect set that contains only erroneous
trajectories by comparing the answer indicated by
the trajectory traj and the ground truth label yref
corresponding to Mref as follows:

Rset = {traj |
−→
traj ̸= yref, Mref ∈ Sref}, (6)

where Rset is a self-reflect set that contains n er-
roneous trajectories (n < N ),

−→
traj is the answer

indicated by the trajectory traj. The self-reflect
set Rset could be regarded as an experience pool to
prioritize challenging meme examples in the refer-
ence set Sref, which were misjudged by the zero-
shot inference of the LMM agent, while avoiding
excessive attention to trivial examples that have
already been correctly detected by the LMM agent.

3.3.2 Insight Extraction
To derive general insights about the harmfulness
meaning of memes, we first initialize an empty set
of insights, which is denoted as E0, then iteratively
feed the failed trajectories from the experience pool
(i.e., the self-reflect set Rset) into the LMM, prompt-
ing the LMM to reflect on these trajectories.

Specifically, for gaining general insights into
low-resource harmful meme detection, rather than
obsessed with a specific failed meme, we prompt
the LMM to perform a series of operations (ADD,
DOWNVOTE, UPVOTE, EDIT) on the insight set.
This approach allows for a broader understanding
instead of directly outputting simple insights based
on the erroneous trajectory of a particular meme
in Rset. In each iteration, the LMM takes a trajec-
tory from the experience pool, then analyzes the
reasons for its failure, and in conjunction with the
current insight set, determines the operations to be
performed on the current insight set as follows:

Oi = LMM(XReflect, traji, Ei−1), (7)

where traji is the i-th (1 ≤ i ≤ n) trajectory in
Rset, Ei−1 is the current insight set in the i-th itera-
tion, andOi denotes the operations produced in the
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Dataset HarM FHM MAMI

Model Accuracy Macro-F1 Accuracy Macro-F1 Accuracy Macro-F1

PromptHate (Cao et al., 2022) 63.56 61.94 54.80 54.78 56.84 55.79
MR.HARM (Lin et al., 2023a) 71.56 70.62 55.00 51.79 57.20 56.25
Pro-Cap (Cao et al., 2023) 71.47 69.45 56.60 56.14 62.31 61.48

OPT-30B (Zhang et al., 2022) 66.95 64.72 54.20 50.82 63.40 63.40
OpenFlamingo-9B (Awadalla et al., 2023) 66.95 59.36 51.60 51.52 52.70 46.80
Mod-HATE (Cao et al., 2024) 71.19 69.64 57.60 53.88 69.05 68.78

LLaVA-34B (Liu et al., 2024) 67.80 62.60 63.80 63.74 74.60 74.52
GPT-4o (OpenAI, 2023) 71.75 70.23 66.60 65.74 80.80 80.52

LOREHM (LLaVA-34B) 73.73 70.86 65.60 65.59 75.40 75.28
LOREHM (GPT-4o) 74.57 72.98 70.20 70.14 83.00 82.98

Table 1: Low-resource harmful meme detection results on three datasets. The accuracy and macro-averaged F1
scores (%) are reported as the metrics. The best and second test results are in bold and underlined, respectively.

i-th iteration. XReflect is the reflection instruction
designed as detailed in the Appendix §C.

Subsequently, these operations are applied to the
current insight set Ei−1, thereby updating it as:

Ei = Oi(Ei−1). (8)

The performed operations include: ADD, to in-
troduce a new generic insight; DOWNVOTE, to
downvote an existing insight; UPVOTE, to agree
with an existing insight; and EDIT, to modify the
contents of an existing insight. An added insight
will have an initial importance count, which will
increment if subsequent operations UPVOTE or
EDIT are applied to it, and decrement if DOWN-
VOTE. We denote En as the final insight set.

3.4 Inference

For the given target meme Mtest, we can attain
both the preliminary prediction P in §3.2 and the
insight set En in §3.3. Finally, the agent utilizes
the preliminary assessment P as prior, under the
guidance of the insight set En, to evaluate whether
the meme is harmful or not, culminating in a final
judgment output as LMM(XCoT, Itest, Ttest,P, En).
We set the number N of memes in the reference
set Sref as 50, and the number K of memes in the
retrieved set H as 5. We select LLaVA-34B (Liu
et al., 2023a) and GPT-4o (OpenAI, 2023) as the
two representative backbones of the LMM agent.

4 Experiments

4.1 Experimental Setup

Datasets We use three publicly available meme
datasets for evaluation: (1) HarM (Pramanick et al.,
2021a), (2) FHM (Kiela et al., 2020), and (3)
MAMI (Fersini et al., 2022). HarM consists of

memes related to COVID-19. FHM was released
by Facebook as part of a challenge to crowd-source
multimodal harmful meme detection in hate speech
solutions. MAMI encompasses a dataset of memes
that are predominantly derogatory towards women,
exemplifying typical subjects of online vitriol. Dif-
ferent from FHM and MAMI, where each meme
was labeled as harmful or harmless, HarM was
originally labeled with three classes: very harmful,
partially harmful, and harmless. For a fair com-
parison, we merge the very harmful and partially
harmful memes into the harmful class, following
the setting of recent work (Pramanick et al., 2021b;
Cao et al., 2022; Lin et al., 2023a).

Baselines We compare LOREHM with several
state-of-the-art (SoTA) systems for low-resource
harmful meme detection: 1) PromptHate (Cao
et al., 2022); 2) MR.HARM (Lin et al., 2023a); 3)
Pro-Cap (Cao et al., 2023); 4) OPT-30B (Zhang
et al., 2022); 5) OpenFlamingo-9B (Awadalla
et al., 2023); 6) Mod-HATE (Cao et al., 2024); 7)
LLaVA-34B (Liu et al., 2023a); 8) GPT-4o (Ope-
nAI, 2023); 9) LOREHM (*): Our proposed agen-
tic approach based on LLaVA-34B and GPT-4o.
We use the accuracy and macro-averaged F1 (dom-
inant) scores as the evaluation metrics.

The data statistics, baseline descriptions and
model implementation are detailed in the Appendix
§A, §B, and §C, respectively.

4.2 Harmful Meme Detection Performance
Table 1 illustrates the performance of our proposed
method LOREHM versus all the compared base-
lines for low-resource harmful meme detection. It
is observed that: 1) The performance of the base-
lines in the first group is relatively poor due to their
reliance on fully data-driven paradigms. To en-
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Dataset HarM FHM MAMI

Model Accuracy Macro-F1 Accuracy Macro-F1 Accuracy Macro-F1

LLaVA-34B

w/ 0-shot Prompt 65.82 60.02 64.00 63.51 72.20 72.16
w/ 50-shot ICL 67.80 62.60 63.80 63.74 74.60 74.52
w/ Relative Sample Augmentation 74.58 70.02 60.00 59.98 71.60 71.45
w/ Meme Insight Augmentation 68.93 65.04 64.80 64.18 73.60 73.54
w/ LOREHM 73.73 70.86 65.60 65.59 75.40 75.28

GPT-4o

w/ 0-shot Prompt 67.23 63.29 65.00 63.19 80.50 80.34
w/ 50-shot ICL 71.75 70.23 66.60 65.74 80.80 80.52
w/ Relative Sample Augmentation 72.03 70.32 67.20 66.58 81.60 81.44
w/ Meme Insight Augmentation 70.90 69.12 67.80 67.70 80.60 80.49
w/ LOREHM 74.57 72.98 70.20 70.14 83.00 82.98

Table 2: Ablation studies on our proposed framework based on different LMM agents.

sure fair comparisons in the low-resource few-shot
regime, all the baselines are trained using the same
amount of limited annotated meme data. 2) For the
second group, the baselines are low-resource and
LMM-based. Both OPT-30B and OpenFlamingo-
9B are LMMs with pre-training, while Mod-HATE
is based on the LoRA tuning specific to the task.
We can find that neither general pre-training nor
specific LoRA tuning could enhance the perfor-
mance of low-resource harmful meme detection
in the few-shot setting. 3) In terms of the two
of the most powerful cutting-edge LMMs in the
third group, LLaVA-34B is the representative open-
source LMM with instruction tuning while GPT-
4o is closed-source and enhanced by reinforce-
ment learning with human feedback (Ouyang et al.,
2022). Compared with the baselines in the sec-
ond group, the two SoTA LMMs by few-shot ICL
prompts show performance improvement in gen-
eral, since their advanced training strategies op-
timize alignment with human values and better
adapt to in-context learning. Meanwhile, GPT-4o
demonstrates better performance than LLaVA-34B.
4) By standing upon the shoulders of giants, our
proposed LOREHM could achieve superior perfor-
mance than the ‘LMM backbones (i.e., LLaVA-
34B and GPT-4o) with few-shot ICL prompts’,
which notably improves over GPT-4o by 2.75%,
4.40%, and 2.46% in terms of macro-averaged
F1 score on HarM, FHM, and MAMI. Overall,
our LOREHM based on both representative open-
source and closed-source LMMs showcases consis-
tent and adaptable performance across all bench-
mark datasets for harmful meme detection, thanks
to its astute discernment of harmful memes in the
low-resource few-shot setting.

4.3 Ablation Study

We perform ablative studies by adding the
paradigms on LMM agents to draw more insightful
comparisons among variants of LMMs, as shown
in Table 2. LLaVA-34B and GPT-4o are selected
as the representative LMMs from the open-source
and closed-source perspectives. We devise five
variants of paradigms based on LMM agents for
low-resource harmful meme detection: 1) w/ 0-shot
Prompt: Directly prompt a representative LMM,
to infer harmfulness for harmful meme detection;
2) w/ 50-shot ICL: Prompt the LMM with 50-shot
ICL demonstrations, the similar setting to the third-
group baselines in Table 1; 3) w/ Relative Sample
Augmentation (RSA): Augment the LMM agent
by looking outward with the label information of
the retrieved memes as prior; 4) w/ Meme Insight
Augmentation (MIA): Augment the LMM agent by
looking inward through mimicking the knowledge-
revising behavior of human problem-solving skills
to get general insights into the meme harmfulness;
5) w/ LOREHM: Our proposed LOREHM based
on the full integration of the RSA&MIA strategies.

We have the following observations: 1) The di-
rect deployment ‘w/ 0-shot Prompt’ on LLaVA-
34B and GPT-4o struggles since the models are not
specifically designed for this task. 2) The ‘50-shot
ICL’ prompting strategy could effectively enhance
the detection performance of LMMs, though the
repeated combination of 50-shot examples with
test instances incurs significant computational over-
head during each inference step. 3) The overall per-
formances of the ‘w/ RSA’ and ‘w/ MIA’ settings
are equally matched even slightly improved when
compared with the ‘w/ 50-shot ICL’ setting. How-
ever, ‘LLaVA-34B w/ RSA’ on FHM and MAMI
datasets does not perform well, for which we spec-
ulate the reason is that LLaVA-34B tends to be-
lieve the prior judgment given by the RSA strategy
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Meme Text: Bats: become the most hated
animal Rats:

Meme Text: THE LAST TIME I
MARCHED IT WAS DOWN THE AISLE 

(a) Output Thought:
...The humor derives from the juxtaposition of bats
and rats, suggesting that rats are relieved or happy
because bats have taken their place as the most
hated animal. This meme is light-hearted and relies
on anthropomorphism to create a humorous
situation....
Answer: Harmless

(c) Output Thought:
...The meme does reinforce a stereotype of women
being confined to domestic roles and suggests that
the woman's only significant action was getting
married. This can be harmful as it trivializes
women's contributions outside of traditional
domestic roles and may perpetuate the idea that
women should conform to these outdated
norms.The meme's reinforcement of traditional
gender roles, combined with its potential to
trivialize modern feminist movements and the
struggle for gender equality, outweighs its
humorous intent. Therefore, while it might not be
overtly aggressive, the subtle perpetuation of
harmful stereotypes makes it potentially
damaging...
Answer: Harmful

Meme Text: has extra chromosome
probably stole it

(b) Output Thought:
...Stereotyping and Insensitivity: The joke directly
references a genetic condition and implies criminal
behavior in a way that is insensitive to individuals
with Down syndrome and those who care for them.
It perpetuates negative stereotypes about people
with disabilities......
Answer: Harmful

Figure 3: Examples of correctly predicted memes in (a)
HarM, (b) FHM, and (c) MAMI datasets.

instead of more insight reflection as GPT-4o. 4)
Moreover, the full paradigm ‘w/ LOREHM’ could
yield an absolute performance advantage rather
than using either ‘w/ RSA’ or ‘w/ MIA’ alone, which
implies the proposed two strategies are not incre-
mental but complementary each other. On the other
hand, the ‘w/ LOREHM’ setting achieves excellent
and robust performance based on both LLaVA-34B
and GPT-4o, which demonstrates that the choice
of LMMs is orthogonal to our proposed agentic
paradigm that can be easily augmented with newly
released stronger LMMs without any other change.

4.4 Case Study
To better understand how the LMM agent deciphers
the test meme samples, we conduct a case study
on the output thought of the LMM agent for the
correctly predicted samples, where we show impor-
tant content in the thought and truncate others. as
exemplified in Figure 3.

From the LMM agent’s output thought in the
natural text, we can observe that: 1) The agent
effectively links multimodal information related
to the meme text and image using commonsense
knowledge. For example, in Figure 3(a), “rats are
relieved or happy” in the thought could be linked
to the dancing rats in the image, and “the juxtaposi-
tion of bats and rats” in the thought could be linked
to “Bats” and “Rats” in the text; In Figure 3(b),
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Figure 4: Effect of TopK and N -shot.

“Down syndrome” in the thought could be linked to
“extra chromosome” in the text; and in terms of Fig-
ure 3(c), “women being confined to domestic roles”
in the thought could be linked to a woman doing
housework in the image. 2) Furthermore, the agent
demonstrates advanced reasoning by considering
the interplay of multimodal information. In Fig-
ure 3(a), the thought takes into account the cultural
context and the potential emotional response of the
viewer, ultimately appreciating the light-hearted
intent behind the meme’s creation; The thought in
Figure 3(b) explores the implications of making
light of a serious issue, recognizing the potential
harm in perpetuating stereotypes and insensitivity
towards individuals with Down syndrome; For Fig-
ure 3(c), the thought scrutinizes the reinforcement
of domestic role stereotypes, evaluating the poten-
tial for such stereotypes to desensitize viewers to
the importance of gender equality. In this way, the
rich but implicit correlations between the meme
text and image are explained in readable snippets,
which can be potentially valuable for aiding human
checkers in verifying model predictions in the low-
resource setting. We also provide more case studies
and error analysis in the Appendix §H and §I.

4.5 Effect of Labeled Data Size

To study the effects of the labeled data size in our
agency-driven paradigm, we conduct an analysis of
performance with TopK (left) and N -shot (right)
as shown in Figure 4. We use the control variable
method to adjust the values of K and N , respec-
tively. It is observed that: 1) As K increases, the
gap between different backbone variants decreases.
2) Despite increasing the number N of labeled ex-
amples, performance plateaus or declines in some
configurations, indicating that harmful meme detec-
tion remains challenging in a few-shot framework.
This suggests that simply adding more examples is
not enough. Innovative approaches and advanced
techniques are needed to better leverage few-shot
meme examples and capture multimodal subtleties.
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5 Conclusion and Future Work

In this paper, we delved into the low-resource issue
of harmful meme detection with limited few-shot
annotations. To this end, we proposed an agency-
driven and gradient-free approach, which seam-
lessly integrated the Relative Sample Augmenta-
tion and the Meme Insight Augmentation strate-
gies to strengthen LMMs as a trustworthy agent.
Comprehensive experiments and analyses confirm
the advantages of our agentic framework. Future
efforts aim to enhance our research by further re-
lieving the inherent bias and variation in LMMs.

Limitations

There are multiple ways to further improve this
work:

• Firstly, although harmfulness is defined much
broader than hatefulness or misogyny in pre-
vious literature (Pramanick et al., 2021a),
in the future, we would try to incorporate
more of the related meme datasets beyond
our task to further broaden the boundaries
of this low-resource research, such as of-
fensiveness (Suryawanshi et al., 2020), sar-
casm (Lin et al., 2024a), and even code-mixed
data (Maity et al., 2022), etc.

• Secondly, in this work, we primarily focus
on the few-shot setting to address the low-
resource issue. We plan to further explore
the zero-shot setting, which presents an even
more challenging aspect of the low-resource
problem. Additionally, it is also crucial for
our future research to understand meme data
in the context of low-resource domains and
languages on social media (Lin et al., 2022).

• Thirdly, while this work focuses on improving
few-shot performance in low-resource harm-
ful meme detection, assessing the quality of
the extracted insights remains challenging and
inherently qualitative. Given that our agentic
framework can generate readable snippets for
cognitive-view reasoning, we plan to conduct
a systematic study to evaluate and claim ex-
plainability. This would constitute another
targeted area of research.

• Lastly, since this work focuses on the in-
vestigation of the agentic memory algorithm
for the low-resource harmful meme detection

task, we would further explore the work from
the perspective of agentic planning algorithms,
update our framework by incorporating more
emerging LMMs if accessible in the future,
and continue to avoid several common defi-
ciencies of existing LMMs, including halluci-
nation, inherent bias, and limited generaliza-
tion as much as possible.

Ethics Statement

The purpose of this work is to prevent the spread of
harmful meme information and to ensure that peo-
ple are not subjected to prejudice or racial and gen-
der discrimination. Nevertheless, we are aware of
the potential for malicious users to reverse-engineer
and create memes that go undetected or misunder-
stood by AI systems based on LOREHM. This is
strongly discouraged and condemned. Interven-
tion with human moderation would be required
in order to ensure that this does not occur. Re-
search indicates that evaluating harmful or hateful
content can have negative effects. Our proposed
agency-driven paradigm with LMMs could gener-
ate insightful thought, which can provide human
users or checkers with dialectical thinking that al-
lows them to better decode the underlying meaning
of memes. Another consideration is the usage of
Facebook’s meme dataset; users will have to agree
with Facebook’s usage agreement to gain access
to the memes. The usage of Facebook’s memes
in this study is in accordance with its usage agree-
ment. All the datasets only include memes and do
not contain any user information.
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Datasets Test
#harmful #harmless

HarM 124 230
FHM 250 250

MAMI 500 500

Table 3: Statistics of test sets.

A Datasets

The detailed statistics for the original test splits of
the three datasets are shown in Table 3.

B Baselines

We compare LOREHM with several state-of-the-
art (SoTA) systems for low-resource harmful meme
detection: 1) PromptHate (Cao et al., 2022): a
prompt learning approach that concatenates the
meme text and the image caption as the prompt
for masked language modeling; 2) MR.HARM (Lin
et al., 2023a): a two-stage framework that distills
multimodal reasoning knowledge from LLMs for
harmfulness inference; 3) Pro-Cap (Cao et al.,
2023): a caption-enhanced version of PromptHate,
by leveraging pre-trained vision-language mod-
els with probing queries, to improve the image
caption in the text prompt; 4) OPT-30B (Zhang
et al., 2022): an early and representative large lan-
guage model with the in-context learning ability,
widely recognized stand-in for GPT-3 (Brown et al.,
2020); 5) OpenFlamingo-9B (Awadalla et al.,
2023): an open-source replication of Flamingo
models (Alayrac et al., 2022) that enhances pre-
trained, frozen language models by enabling them
to cross-attend to the outputs of a frozen vision
encoder during the next token prediction; 6) Mod-
HATE (Cao et al., 2024): a modularized networks
for low-resource harmful meme detection, which
train a set of modules capable of relevant tasks and
learn a composition of modules with the few-shot
examples; 7) LLaVA-34B (Liu et al., 2023a): an
enhanced version of LLaVA, with improved rea-
soning, OCR, and world knowledge capabilities;
8) GPT-4o (OpenAI, 2023): an optimized version
of the proprietary GPT-4 architecture developed by
OpenAI, which includes capabilities for processing
multiple modalities; 9) LOREHM (*): Our pro-
posed agentic approach for low-resource harmful
meme detection, based on LLaVA-34B and GPT-
4o. We use the accuracy and macro-averaged F1
(dominant) scores as the evaluation metrics, where

the macro-averaged F1 score is utilized as the mon-
itor to select the best model since it could cap-
ture competitive performance beyond the majority
class.

C Implementation Details

To demonstrate the generalizability of our frame-
work, we utilize the representative LMMs LLaVA-
34B and GPT-4o as the LMM agent from both
the open-source and closed-source perspectives.
Specifically, we implement the “llava-v1.6-34b”
and “gpt-4o-2024-05-13” versions for LLaVA-34B
and GPT-4o, respectively. Note that the choice of
LMMs is orthogonal to our proposed paradigm,
which can be easily replaced by newly stronger
LMMs without further modification. To make our
results reproducible, we set the temperature as 0
without any sampling mechanism. The frozen pre-
trained vision and text Transformer encoders are
implemented as CLIP (Radford et al., 2021) with
the specific version “ViT-L/14@336px”. To choose
the trade-off parameters α and β, we conducted a
grid search within the range [0,1] and set α and β as
0.2 and 0.8, respectively. For the experiments, all
the baselines are tested in the 50-shot setting with
balanced classes. In the context of few-shot learn-
ing, evaluations can exhibit high variability due to
the selection of meme sample examples. To miti-
gate this, we generate multiple few-shot reference
sets using different random seeds for a more reli-
able few-shot performance evaluation. We create
five sets of few-shot examples, each with a differ-
ent random seed, for each 50-shot setting. Conse-
quently, we report the average accuracy and macro-
averaged F1 scores computed over the test set, fol-
lowing model optimization based on these various
few-shot samples. As our approach is gradient-free,
there are no training parameters.

We use the released source codes to repro-
duce PromptHate, MR.HARM, Pro-Cap, and Mod-
HATE. To support the in-context learning of the
LLM and/or LMM baselines, we need to first con-
vert the meme’s image into an acceptable textual
input, because the current LLMs and/or LMMs
do not support 50 images as input to have a good
performance. It is also a limitation of existing
LMMs. We first in-paint the memes by combining
MMOCR (Kuang et al., 2021) with SAM (Kirillov
et al., 2023) to extract the text and pure image in
memes. Then we apply LLaVA to generate textual
descriptions about the dominant objects or events
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Meme

Insight

Augmentation:

Note:
1. {insight 1}
2. {insight 2}
3. {insight 3}
...

Task

Discription:

Given the meme, with the Text: { } embeded in the
image { }, your task is to determine whether this
meme is harmful or not, in order to maintain the
harmlessness and integrity of information on the
Internet. 

 A classifier that can identify common features among
multiple memes has labeled this meme as { }, Please
review the classifier's judgment carefully and use your
extensive knowledge to analyze and understand this
meme before providing your final verdict. If you
disagree with the classifier's judgment, you must
provide exceptionally thorough and persuasive reasons.

Relative

Sample

Augmentation:

Figure 5: Prompt template for final judgment of
LOREHM.

in the memes’ image. To ensure the reproducibility
of the LLM and/or LMM baselines, we also set the
temperature as 0 without any sampling mechanism.

In our approach, to better utilize the preliminary
prediction P provided by Relative Sample Aug-
mentation, we design the prompt template as:

“A classifier that can identify common features
among multiple memes has labeled this meme as
{P}, Please review the classifier’s judgment care-
fully and use your extensive knowledge to analyze
and understand this meme before providing your
final verdict. If you disagree with the classifier’s
judgment, you must provide exceptionally thorough
and persuasive reasons.”

For the insight set En provided by Meme Insight
Augmentation, we sequentially concatenate each
insight. Subsequently, we concatenate these two
parts with the XCOT, resulting in the final prompt
input for the LMM agent, as illustrated in Figure 5.

For gaining general insights into low-resource
harmful meme detection, XReflect is designed as
Figure 6. To restrict the number of insights, we set
the capacity of the insight set to 10 by default. Once
the insight set is full, the LLM agent is prohibited
from producing the ADD action.

All experiments were conducted using OpenAI
API and four NVIDIA A40 48GiB GPUs. Eval-
uation of HarM’s test set using LOREHM based
on GPT-4o takes approximately 40 minutes, while
FHM requires 1 hour and MAMI requires 2 hours.
When employing LOREHM based on LLaVA-34B,
evaluation times extend to 2 hours for HarM, 3
hours for FHM, and 6 hours for MAMI, approxi-
mately.

Due to privacy and ongoing research consider-
ations, the code used in this study is not included

You are an advanced reasoning agent that can add, edit or remove rules from your existing rule set, based on
forming new critiques of past task trajectories. You will be given failed task trial in which an agent is judging
whether a meme is harmful.

Here is the trial, this trial misjudges a { } meme as { }.
[Trajectory]
{ }
[Trajectory]

Here are the EXISTING RULES:
{ }

By examining the failed trial and the list of existing rules, you can perform the following operations: add, edit, remove, or
agree so that the new rules are GENERAL and HIGH LEVEL insights of the failed trial or proposed way of Thought so
they can be used as helpful tips to different memes in the future. Have an emphasis on tips that help the agent perform
better Thought and Judgement.

Follow the below format:
<OPERATION> < RULE NUMBER>: <RULE>

The available operations are: AGREE, REMOVE (if one existing rule is contradictory or similar/duplicated to other
existing rules), EDIT (if any existing rule can be enhanced, rewrite and improve it), ADD (add new rules that are very
different from existing rules and relevant for other memes). Each needs to CLOSELY follow their corresponding
formatting below:
AGREE < EXISTING RULE NUMBER>: < EXISTING RULE>
REMOVE <EXISTING RULE NUMBER>: <EXISTING RULE>
EDIT < EXISTING RULE NUMBER>: <NEW MODIFIED RULE>
ADD <NEW RULE NUMBER>: <NEW RULE>

Do not mention the trial in the rules because all the rules should be GENERALLY APPLICABLE.
Each rule should be concise and easy to follow. Any operation can be used MULTIPLE times. Do at most 4 operations and
each existing rule can only get a maximum of 1 operation.

You must analyze the reason why the agent misclassified { } meme as { }, and use the above operations to create

rules for the agent so that it will not misclassify { } memes as { } again.

Your output should strictly follow the format: "Thought: [Your analysis]\nOperation: [Your operations]"

Figure 6: XReflect.

in the submission. However, we commit to making
the code publicly available upon the acceptance of
this paper.

D LOREHM Algorithm

We provide the algorithms for the gradient-free
agentic paradigm of our approach, as depicted in
Algorithms 1-4.

Algorithm 1 LOREHM - Initialization
Initialize:
Ratio factors for visual and textual embeddings
α, β;
Visual Encoder VE(·);
Textual Encoder TE(·);
Embedding Emb← ∅;
The visual information I of a meme M ;
The textual information T of a meme M .
EmbI ← VE(I)
EmbT ← TE(T )
Emb← α · EmbI + β · EmbT
return Emb

E Discussion about LMMs

In this section, we discuss potential concerns on
LMMs in the following three aspects: 1) Repro-
ducibility: Since our proposed agency-driven ap-
proach uses not only the closed-source GPT-4o but
also the open-source LLaVA-34B, the results are
definitely reproducible with open-source codes. In
order to make sure the LMM could generate the
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Algorithm 2 LOREHM - Relative Sample Aug-
mentation

Initialize:
Feature Representation from Algorithm 1:
reference meme’s embedding information
Embref,
target meme’s embedding information Embtest;
Set of reference memes Sref;
Preliminary prediction P;
Set of Top K similar memesH ← ∅;
Harmful counter harmful_count← 0;
Similarity scores of two memes d;
Set of Similarity scores D ← ∅;
Function capable of selecting the top K samples
in the target set TopK(·).
for each Mref ∈ Sref do
d← cosine(Embref, Embtest)
D ← D ∪ d

end for
for each Mref ∈ Sref do

if dref_test ∈ TopK(D) then
H ← H∪Mref

end if
end for
for each meme Hi ∈ H do

if Hi is harmful then
harmful_count← harmful_count+ 1

end if
end for
if harmful_count > K

2 then
P ← harmful

else
P ← harmless

end if
return P

Algorithm 3 LOREHM - Meme Insight Augmen-
tation

Initialize:
Reference set Sref;
Empty insight set E0 ← ∅;
Self-reflection set Rset ← ∅;
Trajectory traj ← ∅;
Large Multimodal Model LMM;
Chain-of-thought prompt XCoT;
Reflection prompt XReflect;
Reference meme’s ground truth label yref;
Operations produced in insight extraction O.
Experience Gathering:
for each meme Mref ∈ Sref do
traj ← LMM(XCoT, Iref, Tref)
if traj ̸= yref then
Rset ← Rset ∪ {traj}

end if
end for
Insight Extraction:
for each traji ∈ Rset do
Oi ← LMM(XReflect, traji, Ei−1)
Ei ← Oi(Ei−1)

end for
return En

Algorithm 4 LOREHM - Inference
Initialize:
Preliminary prediction P from Algorithm 2;
Insight set En from Algorithm 3;
The visual information Itest of a meme Mtest;
The text information Ttest of a meme Mtest;
Large Multimodal Model LMM;
Chain-of-thought prompt XCoT;
Final prediction pfinal.
pfinal ← LMM(XCoT, Itest, Ttest,P, En)
return pfinal
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same contents for the same instance, we utilize the
specific version “lava-v1.6-34b” of LLaVA-34B
and “gpt-4o-2024-05-1” of GPT-4o, and further set
the parameter temperature as 0 without any sam-
pling mechanism, that is, the greedy decoding was
adopted to ensure the deterministic results for the
content generation with the same prompt. 2) Test
Set Leakage: The test set leakage issue does not ex-
ist in the open-source LLM (Liu et al., 2023a) as the
paper has clearly described the instruction-tuning
data used for training, which does not include any
data used in our experiments. However, we can-
not fully guarantee the exclusion of potential data
leakage with GPT-4o, as its internal workings re-
main opaque. Nevertheless, as evidenced by the re-
sults in Table 2, where the LLaVA-34B or GPT-4o
was directly deployed to test on the three standard
datasets, the absence of significant test set leakage
is implied. This is inferred from the fact that direct
zero-shot application of the LMMs did not yield
disproportionately high performance, which would
be expected if the models were benefiting from
test set leakage. Moreover, we can consistently
observe enhanced performance in the variants of
our proposed framework based on both LLaVA-
34B and GPT-4o. This suggests that such improve-
ment is basically attributed to our designed agentic
paradigm rather than test set leakage. 3) Gener-
alizability: We believe our LOREHM paradigm
is a general technique that works with emerging
stronger LMMs, because our approach works not
only on GPT-4o, but also well on the open-source
LLaVA-34B, which is not an OpenAI system.

F Discussion about RSA

For the proposal of the Relative Sample Augmenta-
tion mechanism, we chose not to use the retrieved
memes as direct input to the LMM agent. This
decision was made to explicitly augment the LMM
agent with the label information of the retrieved
memes. Simply inputting the retrieved memes back
into the LMM agent would merely re-utilize its in-
ternal knowledge without incorporating external
label information. Additionally, using retrieved
memes along with labels as explicit signals is not
more effective and somewhat overlaps with the
concept of Meme Insight Augmentation. Instead,
using a voting mechanism to integrate the label
information of retrieved memes as auxiliary sig-
nals for outward analysis complements the agent’s
knowledge-revising strategy through inward anal-

ysis. The macro-averaged F1 scores of the voting
mechanism are approximately 79%, 59%, and 70%
on the HarM, FHM, and MAMI test sets, respec-
tively. Although the voting mechanism itself is not
entirely robust, it can still provide effective label in-
formation for the LMM agent as a prior preference.
From both theoretical and practical perspectives,
our current design is the most reasonable and effec-
tive approach.

G Discussion about MIA

In our design of Meme Insight Augmentation, the
knowledge-revising behavior of human beings is
non-trivial when applied to harmful meme detec-
tion. Unlike many previous agent tasks that operate
within environments providing real feedback, harm-
ful meme detection lacks such an environment to
supply the agent with authentic responses. Addi-
tionally, because harmful meme detection is fun-
damentally a binary classification task, informing
the agent of an unsuccessful attempt essentially re-
veals the correct answer. These factors make the
direct application of methods like Reflexion (Shinn
et al., 2024), which relies on environmental feed-
back to determine the success of an attempt and
decide whether to reflect and retry based on insights
gained from previous attempts, inapplicable. Simi-
larly, ExpeL (Zhao et al., 2024), a method requiring
multiple passes on the same data to obtain both suc-
cessful and failed trajectories, cannot be directly
utilized. Additionally, during our detailed examina-
tion of data samples, we discovered a few instances
of contentious annotations. More specifically, in
the rare instances of incorrect or disputable annota-
tions, even though we engage in retrieved memes
with the incorrect golden label as part of the voting
mechanism in the Relative Sample Augmentation
phase, the well-generalized insights extracted from
the knowledge-revising process also contributes to
a better understanding of our approach’s robust-
ness, particularly when dealing with inaccurately
annotated data. Therefore, our proposed MIA com-
ponent is specially devised to couple with the RSA
component, which is complementary to each other.

H More Examples of Case Study

H.1 Case Study of Different Labeled Data
Sizes

We provide a case study to compare the different
output thoughts from the 0-shot GPT-4o, 50-shot
GPT-4o and LOREHM, as shown in Figure 7.
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Meme Text: Going golfing & ignoring
pandemic

Meme Text: THE LAST TIME I
MARCHED IT WAS DOWN THE AISLE 

(a) 
0-shot GPT-4o Output Thought: 
... Its intent is to express a critical opinion
through humor...
50-shot GPT-4o Output Thought: 
... It does not promote harmful behavior or
misinformation directly but rather
comments on a public figure's actions...
LOREHM Output Thought:
... This could contribute to harmful
behaviors and attitudes, especially during a
health crisis where public compliance with
health measures is critical...

(b)
0-shot GPT-4o Output Thought:
... The meme plays on the concept of
\"marching\" by contrasting a serious form
of marching (such as in a protest or military
parade) with the idea of walking down the
aisle for a wedding. The tone appears to be
humorous and light-hearted, relating to
personal life experiences in a domestic
context....
50-shot GPT-4o Output Thought:
... This appears to be a humorous take on
the idea of marching, contrasting it with
walking down the aisle, likely referring to a
wedding. The meme does not contain any
offensive or harmful language or imagery....
LOREHM Output Thought:
... This can be harmful as it trivializes
women's contributions outside of traditional
domestic roles and may perpetuate the idea
that women should conform to these
outdated norms...

Figure 7: Examples of correctly predicted harmful
memes in (a) HarM and (b) MAMI datasets.

From the output thought in natural text, we ob-
serve that: 1) Our proposed LOREHM could offer
a more profound analysis compared to both the
0-shot and 50-shot GPT-4o methods. For exam-
ple, in Figure 7(a), the 0-shot GPT-4o might deem
the meme harmless, failing to grasp its satirical na-
ture, while the 50-shot GPT-4o, though more crit-
ical, might not fully consider the meme’s broader
implications. Our proposed LOREHM identifies
the meme’s potential to trivialize the pandemic’s
severity with the phrase “Going golfing & ignor-
ing pandemic” leading us to classify the meme
as harmful, as it could undermine the importance
of public health measures during a critical time.
What’s more, in Figure 7(b), the 0-shot GPT-4o
might overlook the meme’s reinforcement of tradi-
tional gender roles, while the 50-shot GPT-4o, influ-
enced by limited examples, might not fully appreci-
ate the cultural implications. LOREHM, however,
scrutinizes the meme’s depiction of a woman in
a 1950s-style housewife outfit with the text “THE
LAST TIME I MARCHED IT WAS DOWN THE
AISLE” concluding that it subtly perpetuates out-
dated gender norms, which can be harmful in the
context of modern feminist movements. 2) Our
method exhibits notable efficiency within the con-

Meme Text: how to cook turkey in usa
how to cook turkey in romania

Meme Text: CRUX. CROANINGO \"It's
irresponsible and it's dangerous': Experts
rip Trump's idea of injecting disinfectant to
treat COVID-19 Medical experts denounce
Trump's latest 'dangerous' suggestion to
treat Covid-19

(a) 
GPT-4o Output Thought: 
... The meme uses exaggeration for comedic
effect.\n\nWhile the meme could be seen as
playing on stereotypes, it is clear that it is
intended as a joke rather than a factual
statement. It does not contain any explicit
harmful language or imagery....
GPT-4o+RSA Output Thought: 
... The classifier's judgment of the meme as
harmful is likely based on these factors, as
it perpetuates harmful stereotypes and could
offend or misinform viewers.....

(b) 
GPT-4o Output Thought:
... While the meme does contain critical
commentary on a public figure's statement,
it primarily serves to ridicule the idea rather
than to spread misinformation. It uses
humor to reinforce the consensus among
medical professionals about the dangers of
such suggestions. ....
GPT-4o+MIA Output Thought:
... The meme could be seen as mocking the
suggestion and highlighting its absurdity,
but it also risks trivializing a serious public
health issue. Given the potential for
misinformation and the importance of
maintaining trust in health directives, this
meme could contribute to harmful
behaviors or undermine public health
measures.....

Figure 8: Examples of correctly predicted harmful
memes in (a) FHM and (b) HarM datasets.

straints of low-resource scenarios (Lin et al., 2022).
Compared to the 50-shot GPT-4o, which relies on
a limited set of examples to improve its judgments,
our method shows superior performance with the
same resource constraints. By effectively lever-
aging few-shot learning and relevant sample re-
trieval, our method can discern harmful content
with greater accuracy. This capability is crucial
when the availability of training examples is scarce,
as our method requires fewer examples to achieve
a higher level of performance, thus outperforming
the 50-shot GPT-4o in equal-resource conditions.

H.2 Case Study of RSA & MIA

We provide a case study of the LMM agent’s out-
put thoughts, to investigate the effect of the RSA
and MIA strategies on the correctly predicted harm-
ful meme samples by LOREHM, as illustrated in
Figure 8.

From the output thought in natural text, we ob-
serve that: 1) The Relative Sample Augmenta-
tion (RSA) mechanism enhances the LMM agent
by incorporating label information from retrieved
memes, providing the LMM agent with additional
context and insights. For example, in Figure 8(a),
the GPT-4o output considered it harmless, inter-
preting it as a joke. However, with RSA, the LMM
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(a) Output Thought:
...While the meme may be
intended to highlight the historical
impact and the gravity of the
actions of this individual, it is
important to consider the
sensitivity of the subject matter.
The meme could be seen as
trivializing or making light of a
very serious and tragic period in
history...

Meme Text: so many lives lost because
of this man

Meme Text: money is evil give it to us

(b) Output Thought:
...A reasonable audience is likely
to interpret this meme as a satirical
comment rather than a serious
accusation. It plays on widely
recognized stereotypes about
religious institutions and money,
which can be a common subject of
humor and critique in society...

Figure 9: Examples of wrongly predicted memes by our
proposed framework with the ground truth (a) harmless
and (b) harmful.

agent identified it as perpetuating harmful stereo-
types, recognizing the potential to offend or mis-
inform viewers. This shows how RSA integrates
external labels as auxiliary signals, complementing
the agent’s internal knowledge-revising strategy
and creating a balanced mechanism that leverages
both internal and external information sources. By
focusing on the labels of retrieved memes rather
than directly inputting the memes themselves, RSA
ensures that the augmentation process adds unique
value to the LMM agent’s capabilities. 2) The
Meme Insight Augmentation (MIA) mechanism
offers significant benefits by enabling the LMM
agent to revise its knowledge effectively. For in-
stance, in Figure 8(b), the GPT-4o output thought
it was a humorous critique and not harmful. How-
ever, MIA identified the risk of trivializing a serious
public health issue, noting the potential for misin-
formation and its impact on public health measures.
In emerging events (Lin et al., 2024d) on social
media (Lin et al., 2021), MIA could promote a
knowledge-revising behavior akin to human rea-
soning, allowing the LMM agent to better interpret
memes and distinguish between harmful and harm-
less content.

I Error Analysis

To better understand the behavior of our framework
and facilitate future studies, we conduct an error
analysis on the wrongly predicted memes by our
proposed framework. Figure 9 shows two exam-
ples of memes wrongly classified by LOREHM.
For the harmless meme in Figure 9(a), featuring a

historical figure with the text “so many lives lost
because of this man”, LOREHM incorrectly cat-
egorized it as harmful. The original thought pro-
vided by LOREHM was that the meme could be
seen as trivializing a serious and tragic period in
history. The misjudgment in this case likely arose
from LOREHM’s failure to effectively associate
the image with the accompanying text, leading to
an overemphasis on the historical figure’s nega-
tive connotations without considering the full con-
text provided by the meme’s message. In contrast,
the harmful meme in Figure 9(b), which depicted
several clergymen with the text “money is evil
give it to us” was deemed harmless by LOREHM.
This misjudgment indicates an inherent bias in
LOREHM towards religious-themed memes. Con-
trary to being overly sensitive, LOREHM’s bias
led to an underestimation of the potential negative
impact of such content. Additionally, we also in-
vestigated more errors resulting from the impact
of visual artifacts like image quality, occlusion, ob-
scurity, etc. We found that low-quality images lead
to the wrong recognition of superficial patterns and
ignoration of the occlusion.

J Related Work about LLMs and LMMs

Recently, LLMs have demonstrated exceptional
versatility across various tasks. Significant ad-
vancements by leading tech companies have re-
sulted in highly proficient, though often propri-
etary, LLMs (Brown et al., 2020; OpenAI, 2023;
Chowdhery et al., 2022; Team et al., 2023). Mean-
while, the NLP community has seen the rise of
open-source LLMs, with publicly shared model
weights (Black et al., 2022; Zeng et al., 2022; Tou-
vron et al., 2023a,b; Luo et al., 2023). More re-
cently, LLMs have also been developed to adapt
to processing both textual and visual data, mark-
ing a significant advancement. Recent research
has focused on constructing versatile multimodal
datasets (Yang et al., 2023) from platforms like
GPT-4 and GPT-4V (OpenAI, 2023), fine-tuning
open-source LMMs, e.g., LLaVA (Liu et al., 2023a)
and other innovative projects (Bai et al., 2023; Dai
et al., 2023; Wang et al., 2023b). GPT-4o, the lat-
est version of the GPT family, has been released
lately. These LMMs have shown excellent emer-
gent abilities in multimodal tasks. In this work, we
utilize the representative LMMs, i.e., LLaVA-34B
and GPT-4o, as the backbone variants of the LMM
agent, to explore the low-resource issue (Lin et al.,
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2023b) in harmful meme detection with limited
labeled meme examples.

K Examples of Insights

In this section, we exemplify the insights drawn
from the MIA strategy with 50-shot meme exam-
ples.

HarM by LOREHM(GPT-4o)

• Evaluate if the humor in the meme is appro-
priate and does not trivialize serious issues,
create unnecessary panic, target individuals or
groups in a derogatory manner, or undermine
critical health measures and policies, espe-
cially during ongoing crises like pandemics.

• Consider the broader context and potential
negative impact of the meme, especially in
sensitive situations such as health crises or po-
litical discourse, to determine if it could cause
fear, anxiety, spread misinformation, trivialize
serious issues, or undermine important public
health measures.

• Identify if the meme mocks, trivializes, or un-
dermines public health measures and policies,
as this can contribute to harmful behaviors,
spread misinformation, and undermine public
trust in health directives and governance.

• Ensure the meme does not encourage or nor-
malize behavior that could be harmful in real
life, particularly in the context of public health
and safety, such as trivializing quarantine, pol-
icy effectiveness, or other critical health mea-
sures.

• Assess if the meme perpetuates misinforma-
tion or undermines public health measures,
which can contribute to harmful outcomes.

• Ensure the meme does not inadvertently nor-
malize, trivialize, or encourage harmful be-
haviors by presenting them humorously, espe-
cially in the context of ongoing public health
issues and governance policies.

• Recognize that memes leveraging fear-based
tactics, even for promoting good behavior, can
be harmful and should be scrutinized closely.

• Assess the potential for the meme to incite
derogatory or harmful sentiments towards in-
dividuals or groups, which can contribute to

a negative, hostile, or unproductive environ-
ment.

• Assess if the meme trivializes or mocks be-
haviors that were critical during crises (e.g.,
panic buying, hoarding) in a way that could
diminish the perceived seriousness of the sit-
uation or encourage similar behavior in the
future.

• Determine if the meme’s absurdity or exag-
geration clearly indicates humor, reducing the
likelihood of it being taken seriously and caus-
ing harm.

FHM by LOREHM(GPT-4o)

• Evaluate the context and possible interpreta-
tions of both the image and text together to
determine if the meme could be harmful.

• Use a balanced approach, considering the po-
tential for harm while recognizing the context,
intent, and humor of the meme. Clearly dif-
ferentiate between harmful content and satire
or light-hearted humor to avoid unnecessary
censorship.

• Assess the potential for a meme to be per-
ceived as offensive by considering the broader
context and audience, but avoid overemphasiz-
ing potential offense if the context and humor
suggest a harmless or light-hearted intent.

• Consider the use of exaggeration and satire in
memes, recognizing that these elements are
often used for humor. Clearly differentiate
between satirical humor and content with gen-
uine harmful intent.

• Always consider the potential for text in a
meme to be interpreted in a harmful or in-
appropriate manner. However, distinguish
between light-hearted humor and genuinely
harmful or disrespectful content.

• Consider the broader social, cultural, and
racial implications of the meme’s content to
assess its potential harm.

• Differentiate between controversial or politi-
cally charged content and genuinely harmful
content to prevent unnecessary censorship of
opinion-based memes.
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• When evaluating memes, always consider if
the content perpetuates racial, cultural, or eth-
nic stereotypes, as this can be harmful even if
the intent seems humorous.

• Explicitly differentiate between anthropomor-
phism and harmful stereotypes about people
or specific groups, recognizing that portraying
animals with human traits for humor is gener-
ally acceptable if it does not convey a negative
or harmful message.

• When evaluating memes, consider the histori-
cal and cultural significance of the references
used, ensuring that sensitive topics are not
trivialized or used inappropriately.

MAMI by LOREHM(GPT-4o)

• Recognize and account for humor or satire, en-
suring they are not mistaken for serious harm-
ful content. Consider the context, intent, and
whether the humor directly trivializes serious
subjects such as violence, sexual behavior, or
perpetuates harmful stereotypes.

• When evaluating humor, assess whether it per-
petuates or trivializes harmful stereotypes, bi-
ases, serious life-threatening situations, or ex-
plicit content inappropriately. Consider the
overall impact on the targeted group, while
balancing this with the intent and context of
the humor.

• When identifying harmful content, evaluate
the context, intent behind the language used,
and the cultural nuances of humor, especially
when dealing with sensitive topics.

• Consider the potential for reinforcing harmful
stereotypes, real-world harm, or incitement
that the content may cause, but also recognize
the difference between satire and genuinely
harmful content.

• Avoid overgeneralizing potentially divisive
content as inherently harmful without further
examination.

• Consider if the meme’s humor is based on
sensitive or protected characteristics, and the
potential negative impact it could have on
those groups, especially if it reinforces harm-
ful stereotypes or biases.

• Evaluate whether the meme contains humor
that could desensitize viewers to serious is-
sues or dangerous situations, and consider the
context and intent to determine if it amplifies
potential harm.

• Evaluate if the humor or satire presents a con-
flicting message that diminishes the original
intent of empowering or positive content.

• Distinguish between explicit content meant to
entertain a mature audience and content gen-
uinely intended to harm or offend, ensuring
cultural and contextual humor is appropriately
considered.

• Consider whether the combination of humor
and serious messages dilutes the impact of
the positive message or reinforces harmful
attitudes.

HarM by LOREHM(LLaVA-34B)

• Assess the overall impact of the meme, in-
cluding whether it is likely to be perceived as
light-hearted or offensive, especially in sensi-
tive contexts such as health crises, disasters,
social issues, or activism. Consider whether
it trivializes serious situations, promotes irre-
sponsible or dangerous behavior, spreads mis-
information, or is insensitive to those affected,
even if the intent is humorous.

• Consider the context and intent of the meme,
especially if it is meant to be humorous or
relatable, but also weigh the potential for it to
be perceived as insensitive, harmful, or mis-
leading in serious situations.

• Evaluate whether the meme directly or indi-
rectly promotes harmful stereotypes, ideas, or
personal attacks, trivializes serious issues or
individuals’ efforts, spreads misinformation,
or could be perceived as insensitive or harm-
ful.

• Evaluate whether the meme trivializes serious
situations, issues, or the efforts of activists,
which could be harmful or offensive to those
affected, and consider the potential for it to
spread misinformation, encourage irresponsi-
ble behavior, or be perceived as insensitive,
especially in the context of public health and
safety.
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• Evaluate whether the meme could potentially
encourage harmful actions or behaviors, espe-
cially in the context of public health and safety.
Consider the potential for it to downplay the
severity of serious issues, spread misinforma-
tion, or be perceived as insensitive, even if the
intent is humorous.

• Consider the potential for the meme to spread
misinformation, harmful stereotypes, or con-
tribute to harmful narratives, even if it is in-
tended as a joke, especially in the context of
public health and safety.

• Pay special attention to memes that reference
sensitive social, political, or cultural issues, as
these are more likely to be harmful.

• Assess the potential for the meme to be in-
terpreted in a harmful or misleading way by
different audiences, considering the broader
social, political, and cultural context, and the
potential for it to spread misinformation or
harmful narratives.

• Evaluate the potential for the meme to be mis-
interpreted by different audiences, leading to
harmful consequences, even if the intent is hu-
morous, and consider the broader social and
cultural context.

• Consider the potential for the meme to be in-
terpreted as promoting or endorsing harmful
actions or behaviors, especially in the context
of public health and safety.

FHM by LOREHM(LLaVA-34B)

• Always consider the potential for double
meanings, innuendos, and cultural stereotypes
in the text of a meme.

• Evaluate the context in which the meme could
be shared, its intent, and its potential impact
on different audiences.

• Be cautious of memes that could be inter-
preted as promoting or trivializing inappro-
priate or harmful behavior.

• Consider the broader social and cultural impli-
cations of the meme’s content and text, while
also weighing the intent, humor, and factual
accuracy behind it.

• Be sensitive to cultural stereotypes and avoid
memes that could perpetuate or reinforce neg-
ative stereotypes about any group.

• Differentiate between provocative or contro-
versial statements and genuinely harmful con-
tent, ensuring that the meme’s potential to
cause real harm is the primary consideration.

MAMI by LOREHM(LLaVA-34B)

• Always consider if the meme perpetuates
stereotypes or objectifies individuals based
on gender, race, or other attributes.

• Assess if the humor or content used in the
meme could be interpreted as demeaning,
derogatory, or objectifying towards any group.

• Take into account the broader social context,
intent, and potential negative interpretations
of the meme, distinguishing between harmful
content and harmless humor.

• Evaluate whether the meme could be per-
ceived as trivializing or making light of se-
rious social issues, even if the intent appears
humorous.

• Consider the use of satire, exaggeration, and
wordplay in the meme and whether it is in-
tended to provoke thought or humor rather
than to harm.

L Examples of Retrieved Memes

Figures 10-12 demonstrate the top 5 relative memes
retrieved from the RSA strategy with 50-shot meme
examples on HarM, FHM, and MAMI, respec-
tively.
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Target Meme

Label: Harmful Label: Harmful

Label: Harmful
Label: Harmful

Label: Harmful

Figure 10: Retrieved top 5 relative memes to the target meme sampled from HarM.
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Target Meme

Label: Harmless
Label: Harmful

Label: Harmful

Label: Harmless

Label: Harmful

Figure 11: Retrieved top 5 relative memes to the target meme sampled from FHM.
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Target Meme

Label: Harmless Label: Harmful

Label: Harmful

Label: Harmless

Label: Harmful

Figure 12: Retrieved top 5 relative memes to the target meme sampled from MAMI.
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