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Abstract
Most NLP work on narrative detection has
focused on prescriptive definitions of stories
crafted by researchers, leaving open the ques-
tions: how do crowd workers perceive texts
to be a story, and why? We investigate this
by building STORYPERCEPTIONS, a dataset of
2,496 perceptions of storytelling in 502 social
media texts from 255 crowd workers, including
categorical labels along with free-text story-
telling rationales, authorial intent, and more.
We construct a fine-grained bottom-up taxon-
omy of crowd workers’ varied and nuanced per-
ceptions of storytelling by open-coding their
free-text rationales. Through comparative anal-
yses at the label and code level, we illuminate
patterns of disagreement among crowd workers
and across other annotation contexts, includ-
ing prescriptive labeling from researchers and
LLM-based predictions. Notably, plot com-
plexity, references to generalized or abstract ac-
tions, and holistic aesthetic judgments (such as
a sense of cohesion) are especially important in
disagreements. Our empirical findings broaden
understanding of the types, relative importance,
and contentiousness of features relevant to nar-
rative detection, highlighting opportunities for
future work on reader-contextualized models
of narrative reception.

1 Introduction

Identifying stories in social media texts provides a
lens through which we can study how individuals
and communities process and communicate expe-
riences (Dirkson et al., 2019; Ganti et al., 2022;
Falk and Lapesa, 2024). However, despite narra-
tive’s omnipresence in our private (Bruner, 1991)
and public lives (Shiller, 2019; Dillon and Craig,
2019), its generality and multi-faceted complexity
makes modeling and detecting it a major challenge
in NLP (Piper et al., 2021; Piper and Bagga, 2022;
Antoniak et al., 2024).

Thus far, most approaches to narrative detec-
tion in NLP have involved a small number of re-

Figure 1: We investigate descriptive perceptions of sto-
rytelling from crowd workers, presenting a new dataset,
STORYPERCEPTIONS, and compare the crowd annota-
tions to prescriptive labels from researchers and LLM-
assisted annotations to explore the complexities and
generalizability of narrative detection.

searchers and/or trained students who use a pre-
scriptive annotation guideline concerned with tex-
tual features to obtain a gold label. In this way,
prior efforts exhibit relative uniformity in terms of
annotator types (researchers, sometimes alongside
trained students), number of annotators (single to
few), annotation paradigm (prescriptive), narrative
feature type (textual), and label aggregation (single
gold).1 These prescriptive approaches can lead to
annotations (and, by extension, trained models) that
reflect singular definitions of storytelling, failing to
reflect the true variability of narrative perceptions.

There are alternative approaches worth consider-
ing across these dimensions, such as crowd work-
ers’ perceptions, descriptive (codebook-free) anno-
tations (Rottger et al., 2022), extra-textual features
concerned with reader response, and different ways
of handling human label variation (Gordon et al.,
2021; Plank, 2022). Exploring these alternatives

1Notable exceptions, which differ across one of these di-
mensions, are discussed in Section 2.
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would help determine the extent to which narra-
tive perceptions are invariant across substantially
different annotation contexts, which affects the gen-
eralizability of LLMs and other models trained on
prescriptive labels or prompted with prescriptive
codebooks using in-context learning. Moreover,
insights into which features shape or divide crowd
perceptions of narrative can guide model develop-
ment concerned with the psychological, pragmatic,
and social aspects of narrative reception.

To these ends, we investigate descriptive percep-
tions of English-language stories from crowd work-
ers, broadening beyond prescriptive labeling from
researchers. We present STORYPERCEPTIONS, a
dataset of 2,496 free-text perceptions of storytelling
from 255 crowd workers, based on the 502 social
media texts in the StorySeeker dataset (Antoniak
et al., 2024). Through open coding of the crowd
workers’ perceptions, we develop a detailed tax-
onomy of 30 codes representative of the discourse
categories (e.g., explanation), textual features (e.g.,
events), and extra-textual features (e.g., suspense)
that crowd workers associate with narratives. Us-
ing the taxonomy, we augment the dataset with
meta-annotations of both the crowd workers’ label
rationales and perceptions of authorial goal.

With STORYPERCEPTIONS, we explore the fol-
lowing questions. First, to bring a broad and fresh
set of perspectives to the narrative detection task,
we ask [RQ1] What are crowd workers’ descrip-
tive perceptions of storytelling in social media
texts? Second, to illuminate the degree and na-
ture of variation in descriptive perceptions, we
ask [RQ2] How do narrative perceptions dif-
fer among crowd workers? Third, and finally, to
understand how invariant perceptions are across
annotation contexts, we ask [RQ3] How do narra-
tive perceptions differ across prescriptive labels
from researchers, descriptive annotations from
crowd workers, and predictions from LLM-
based classifiers? Pairwise comparison of de-
scriptive crowd annotations with Antoniak et al.’s
(2024) prescriptive labels provides insight into the
generalizability of prescriptive approaches. Our
motivation for comparing human annotations with
LLMs is that deep learning models have been ar-
gued to capture “average” perceptions of concepts
(Richardson, 2021) or otherwise fail to accurately
represent the distributions of human opinions for
many tasks (Pavlovic and Poesio, 2024). However,
the extent to which this is true for subjective con-
cepts like stories is not fully understood. We eval-

uate, for the first time, how well descriptive story
annotations from LLMs align with human labels
from different contexts (crowd workers’ descriptive
labels and researchers’ prescriptive labels). While
we do not consider any set of human annotations
as the gold standard, understanding the alignment
between LLM and crowd worker annotations is
crucial for future computational social science re-
search on narrative perceptions in social media.
Our comparisons illuminate the validity and risks
of using LLM-assisted annotations in this domain.

We find that while crowd workers’ label
rationales frequently refer to a few core textual
features (events, characters, plot, setting), they also
appeal to cognitive and aesthetic responses (sense
of conflict, cohesion, feeling like a story, etc), often
alongside references to textual features. Regarding
variation among crowd workers, we find that dis-
agreements are more likely to revolve around holis-
tic assessments (e.g., about plot structure) rather
than more straightforward textual features. Further-
more, comparing crowd labels to the prescriptive
labels from researchers or LLM-based predictions
shows that crowd workers have the highest require-
ments concerning sequential events and plot struc-
ture across annotator types. Finally, we find that
models in the GPT-4 family (OpenAI et al., 2023)
are typically less likely to identify stories in texts
that describe abstract activities (e.g., habits, behav-
iors, processes) relative to human annotators.

Altogether, this study offers new insights from
crowd workers on the narrative detection task, un-
derscores the intricate nature of narrative discourse
through its diverse features and varying levels of
inter-annotator agreement, and identifies both op-
portunities and important questions for future work
at the intersection of narrative modeling, reader
response, and LLM-assisted annotation.

2 Background & Related Work

2.1 Annotation Paradigms for Narrative
Detection

Significant prior work in NLP has shown that anno-
tator disagreement for subjective tasks is both com-
mon and often justified (Aroyo and Welty, 2015;
Basile et al., 2021). This has also led to efforts
in dataset construction and modeling that resist
collapsing variation among perspectives onto one
dominant interpretation or label (Uma et al., 2021).
Attending to disagreement can lead to an expanded
understanding of the task itself, such as the role
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of identity and psychological attitudes in labeling
(Sap et al., 2022b; Homan et al., 2024).

Rottger et al. (2022) distinguishes between two
paradigms for subjective annotation tasks, includ-
ing prescriptive approaches which aim to minimize
annotator subjectivity and descriptive paradigms
which embrace it. As Table 3 in Appendix A shows,
the predominant approach to annotation for narra-
tive detection datasets has been overwhelmingly
prescriptive, that is, the goal has been to follow
guidelines in pursuit of a single gold label.

Moreover, the annotator pools for narrative de-
tection datasets have been very small and limited to
researchers (Ceran et al., 2012; Dirkson et al., 2019;
Antoniak et al., 2024; Abdessamed et al., 2024),
trained students (Gordon and Ganesan, 2005; Yao
and Huang, 2018; Piper and Bagga, 2022), or other
domain experts (Dirkson et al., 2019; Ganti et al.,
2022). dos Santos et al.’s (2017) dataset of Por-
tuguese blogs annotated for narrative status is one
exception, as it is based on annotations from a
large number of crowd workers (167); however, the
crowd workers still follow a prescriptive approach.

Existing approaches thus leave open the question
of how well the predominant conceptions of narra-
tive associated with prescriptive definitions from
researchers map onto crowd workers’ perceptions.

2.2 Features for Narrative Detection
Narrative features can be categorized into two types.
The first consists of textual features and includes
syntactic, semantic, and other structural aspects of
texts (Barthes and Duisit, 1975). The second type
concerns the cognitive and aesthetic effects that the
text has on a reader (e.g., suspense) (Brewer and
Lichtenstein, 1982). Bortolussi and Dixon (2002)
frame this division as foundational for research
in narrative understanding, proposing that the field
embrace an experimental framework based on a uni-
directional causal model in which objective textual
features influence constructed reader responses. Pi-
anzola and Passalacqua (2016) connects this divi-
sion to a philosophical distinction between objec-
tivist and constructivist approaches and, advocating
for the constructivist view, complicates the notion
that textual features precede reader constructions.

Most prior annotation guidelines in NLP have
focused on what are traditionally considered tex-
tual features—especially characters and event
sequences—as summarized in Table 3 in Ap-
pendix A. Modeling efforts have historically lever-
aged lexical (n-grams, lexica), syntactic (parts of

speech, named entities), semantic (subject-verb-
object triplets), and other structural (event chains)
textual features. Several recent approaches have
relied on LLM-based models, such as BERT-style
models and GPTs with in-context learning (Anto-
niak et al., 2024; Abdessamed et al., 2024). No-
table exceptions include Piper and Bagga’s (2022)
emphasis on world-making, which relates to con-
structed features of concretization and experien-
tiality, and Steg et al.’s (2022) attempt to model
narrativity via the constructed features Sternberg
(2001) defines as suspense, curiosity, and surprise.

STORYPERCEPTIONS illuminates how crowd
workers perceive stories, from textual features to
extra-textual elements linked to readers’ cognitive
and aesthetic reactions. Understanding the role
of extra-textual, constructed reader responses in
narrative perceptions is crucial for future research
on the pragmatic and social dynamics of stories.

2.3 Discursive Roles of Storytelling
Considering the flexibility and prevalence of narra-
tive, significant studies have explored its discursive
roles. These include analyses of how stories are
composed of discourse forms, such as description
(Bal, 1997), and how storytelling contributes to
broader discursive aims. Philosophers have ex-
amined narrative’s role in self-understanding (Pel-
lauer and Dauenhauer, 2022; Pereira Rodrigues,
2023), while psychologists view narrative as a
foundational, automatic mechanism for organiz-
ing sense experiences (Bruner, 1991). Sociolo-
gists and humanists have investigated storytelling’s
role in collective sense-making and democratic
processes (Polletta and Lee, 2006; Bietti et al.,
2019; Dillon and Craig, 2019), and others have
highlighted the explanatory power of narrative dis-
course across specialized domains, from historiog-
raphy (White, 1980) to scientific communication
(Dahlstrom, 2014).

Additionally, there has been much attention to
the relationship between storytelling and persua-
sive forms of writing. For example, psychologists
have found that narrative transportation (Green and
Brock, 2000) and emotional flow (Nabi and Green,
2015) contribute to persuasive outcomes.

In NLP, researchers have mostly studied so-
cial storytelling in connection to sensemaking pro-
cesses (Verberne et al., 2018; Antoniak et al., 2019)
and argumentation (Falk and Lapesa, 2023, 2024).
While these works often focus deeply on a particu-
lar discursive mechanism of storytelling or a spe-
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cific community, our work offers a broad view of
the discursive roles of storytelling across topically
diverse social media texts.

3 The STORYPERCEPTIONS Dataset

Our texts are drawn from the StorySeeker dataset
(Antoniak et al., 2024), which contains posts
and comments sampled from Reddit communi-
ties (Völske et al., 2017).2 The dataset in-
cludes researcher-annotated binary labels indicat-
ing whether a text contains a story, based on a
prescriptive codebook that emphasizes characters
and event sequences (“A story describes a sequence
of events involving one or more people”). We refer
the reader to Antoniak et al. (2024) for a complete
discussion of their codebook.

Building STORYPERCEPTIONS on the Story-
Seeker dataset has several advantages: the texts
originate from diverse online communities, provid-
ing a broad range of features relevant to narrative
perception; they are nearly evenly split between
stories and non-stories; and the prescriptive labels,
grounded in the researchers’ codebook, serve as a
useful comparison point with the descriptive labels
and rationales collected from crowd workers.

3.1 Collecting Crowd Perceptions
We design an annotation task to illuminate how
people interpret texts as containing or not contain-
ing stories. We serve our task via the Portable Text
Annotation Tool (Potato) (Pei et al., 2022) and re-
cruit US-based participants with an undergraduate
degree via Prolific.3

The task presents a text from the StorySeeker
dataset and asks about the following aspects:

1. story label (binary)
2. label rationale (free-text)
3. label confidence (Likert)
4. story span, if text contains a story (free-text)
5. perceived goal of author (free-text)
6. alternative classification, if text does not con-

tain a story (free-text)
7. text topic familiarity (Likert)

Our study was considered exempt by the IRB at
the Allen Institute for AI. See Appendix B for the
survey details, e.g., questions, recruitment filters,
and demographics.

2Each text is between 100 and 500 tokens, consists of
coherent sentences, and was accompanied by a short summary.

3www.prolific.com

Our final STORYPERCEPTIONS dataset consists
of 2,496 survey responses from 255 crowd workers,
with 5 responses from different crowd workers for
each of the 502 StorySeeker posts. We share our
dataset and code publicly.4

3.2 Open Coding
We analyze the crowd workers’ nuanced and multi-
faceted free-text responses using open coding (Sal-
daña, 2013), fully detailed in Appendix C.

Through extensive rounds of reviewing and re-
fining codes among coauthors, we observed sig-
nificant conceptual overlap across crowd workers’
responses to the three free-text questions (perceived
goal, story label rationale, and alternative if
no story was identified). We therefore opt to de-
velop a unified taxonomy of 30 codes, consisting of
20 feature codes and 10 discourse codes. The dis-
course codes describe broad categories of writing
modes, such as explanation, argument, and inquiry.
The feature codes include both relatively textual
features (e.g., characters, events) and extra-textual
features associated with reader response, such as
descriptions of reading experiences and aesthetic
judgments (e.g., “evocative,” “cohesive”). Each
code can have a positive or negative polarity, indi-
cating either its stated presence or absence.5

Using the final taxonomy, the first author an-
notated all 2,496 responses, each composed of 3
distinct free-text sub-responses. A coauthor inde-
pendently annotated 25 responses using the final
taxonomy for validation purposes. We measure
the agreement among annotators using the Jaccard
index, defined as the size of the intersection of
code annotations divided by the size of their union.
The Jaccard indices for the questions about the (1)
perceived goal of the author, (2) label rationale,
and (3) alternative classification (if not a story)
were 0.515, 0.613, and 0.75, respectively. Consid-
ering the large number of codes in the taxonomy,6

the moderate agreement scores suggest that the
taxonomy provides an interpretable scaffold for an-
notations, with clear distinctions among the codes.

For illustration, we paraphrase the rationale a
crowd worker provided to justify their claim that a
comment (concerning strategies for navigating the

4https://github.com/joel-mire/
story-perceptions

5Having both positive and negative versions of each code
enables, for instance, distinguishing “There weren’t any char-
acters” from “There were characters.”

660, when considering both positive and negative variants
of each code
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medical profession) contains a story:

i think the part where the writer shares a scenario
of someone who has chosen the wrong specialty
counts as a story, just the scenario part, because
i imagined the nephrologist getting out of bed,
going to work, and doing these tasks in some
vague way. Does that make a story? I’m not sure
but it feels like one

Using our taxonomy, we assigned the meta-
annotations to the rationale: CHARAC-
TER_PERSON, PLOT_SEQUENCE, EVOCA-
TIVE_TRANSPORTING, EVENT_EXPERIENCE,
FICTIONAL_HYPOTHETICAL, THEME_MORAL.

See Appendix D for additional information about
the taxonomy, the complete list of feature (Table
6) and discourse (Table 5) codes, annotation rules
(D.3), and complete example annotations (D.4).

4 Examining Crowd Perceptions [RQ1]

To understand the crowd workers’ perceptions of
storytelling, we first analyze the feature and dis-
course codes associated with stories and examine
their co-occurrences.

4.1 Relative Feature Prevalence in Stories (vs.
Non-Stories)

To identify which features crowd workers associate
with storytelling (as opposed to non-storytelling
texts), we examine the relative prevalence of fea-
ture codes in label rationales between these two
groups.7 Specifically, we measure the difference
in the empirical probabilities that a feature code is
referenced in a rationale for a story label versus
a non-story label.

We use this and other variants of the relative
prevalence metric throughout the paper because we
are primarily interested in the relationship between
codes and distinct rationale groups (e.g., stories vs.
non-stories), independent of other codes. Beyond
merely showing that a code is prevalent in stories
in an absolute sense, the relative prevalence metrics
bring greater attention to the tail of the distribution
of codes, which supports our goal of broadening
understanding of the types, relative importance,
and contentiousness of features relevant to narrative
perception.

As shown in Fig. 2, a few textual features like
EVENT_EXPERIENCE, CHARACTER_PERSON, and
PLOT_SEQUENCE have the highest relative preva-
lence in story rationales. These features are

7See Appendix F.1 for the independent feature prevalence
metrics.
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Figure 2: The relative prevalence of feature codes in
story (vs. non-story) rationales. Positive values indi-
cate greater prevalence in stories, and negative polarity
codes are shown in orange. Features mentioned fewer
than 50 times or with a probability difference magnitude
less than 0.03 are excluded from this and subsequent
plots (unless stated otherwise).

largely consistent with prior work on narrative de-
tection (Piper and Bagga, 2022; Antoniak et al.,
2024), suggesting a shared understanding of the
core components of storytelling.

Moreover, we observe that numerous other
features are prevalent in rationales, many of
which are constructed extra-textual features. Ex-
amples include PROBLEM_CONFLICT, COHE-
SIVE_INTERPRETABLE, and FEELS_LIKE_STORY,
all of which point to the cognitive and aesthetic
experiences or judgments. While these kinds of
reader-constructed features correspond to prior
work in narrative theory (Herman, 2009), psychol-
ogy (Green and Brock, 2000; Graesser et al., 1994),
and some recent efforts in NLP (Steg et al., 2022),
our work shows the importance of a broad set of
these features to crowd workers, foregrounding
their relevance for future work in computational
narrative understanding.

4.2 Feature Co-occurrence in Stories

Since multiple feature codes applied to the label
rationales, we also examine how feature codes
co-occur using normalized pointwise mutual infor-
mation (Church and Hanks, 1990; Bouma, 2009).

Among expected pairings of core fea-
tures (or their shared absence), such as the
pairing of NOT_CHARACTER_PERSON and
NOT_PLOT_SEQUENCE, which has the highest
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Most Co-occurring Feature Pairs (Constrained)

Feature Pair NPMI

cohesive_interpretable & plot_sequence 0.4
NOT_plot_sequence & NOT_problem_conflict 0.32
NOT_cohesive_interpretable & NOT_plot_sequence 0.27
plot_sequence & problem_conflict 0.23
plot_sequence & theme_moral 0.23
character_person & problem_conflict 0.23
feels_like_story & plot_sequence 0.21
problem_conflict & setting_background 0.18
character_person & emotion_sensation 0.17
cohesive_interpretable & event_experience 0.17

Table 1: The most co-occuring pairs of features that
consist of both a textual feature and an extra-textual
feature. Scores can range from -1 (never co-occur) to 0
(independent) to 1 (always co-occur). We filter out pairs
that occur less than 20 times.
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Figure 3: The relative association of discourse cate-
gories with the perceived goal of the text.

overall NPMI score (0.5), we find many interesting
connections between relatively textual features and
relatively constructed extra-textual features that
rely on cognitive or aesthetic judgments. Table 1
lists the 10 most co-occuring pairs composed of
one textual feature and one extra-textual feature.
The pairing of PLOT_SEQUENCE and COHE-
SIVE_INTERPRETABLE, for example, suggests that
the extent to which a story comes together as a
meaningful whole (e.g., via resolution) depends
on the presence of a plot sequence. In general,
PLOT_SEQUENCE is associated with various
other reader constructions ranging from conflict
detection, thematic inference, moralization, and
more intuitive feelings of story-ness. This suggests
that global narrative structures play an important
role in eliciting extra-textual responses from
readers that, in combination with textual features,
help explain why a text is perceived as a story.

4.3 Relative Discourse Associations with
Stories (vs. Not Stories)

In addition to feature-level analyses, understanding
narrative perception requires examining narrative
communication within a broader pragmatic frame-

work (Prince, 1983; Herman, 2009). While our
entire crowd annotation task is concerned with au-
dience reception, the question of authorial goal
is especially tied to pragmatic aspects of narrative
communication, as it centers on the audience’s per-
ception of the author’s overall intent (e.g., expla-
nation, argumentation). Analyzing these responses
can shed light on the associations between story-
telling and the perceived discursive aims of authors.

We compare the relative prevalence of the fore-
most discourse code for the authorial goal question
for posts labeled as containing stories versus not.8

As illustrated in Fig. 3, storytelling is relatively
more prevalent in descriptive posts, while argumen-
tative, review, and explanatory posts are relatively
more likely not to contain storytelling. This sug-
gests that storytelling is especially representational
discourse useful for conveying the appearance or
state of things, for example, by providing an ac-
count of a sequence of events leading to a current
situation or outcome. In contrast, other discourses
may involve more logical forms of evidence (ar-
gumentation), comparisons of qualities and value
statements (reviews), or clarifications (explanation).
Our findings offer an overarching perspective on
multiple broad discursive aims, complementing
prior work’s focused attention on storytelling in
relation to specific discourses (see Section 2.3),
thus providing an important background context
for future work on the discursive functions of sto-
rytelling in social media.

5 Disagreement Among the Crowd [RQ2]

To further examine crowd perceptions of story-
telling, we examine divergent perceptions among
crowd workers. In STORYPERCEPTIONS, we
observe substantial disagreement among the de-
scriptive crowd labels (alpha=0.426) (Krippendorff,
2011), compared to Antoniak et al.’s (2024) pre-
scriptive annotations (alpha=0.655), underscoring
the subjectivity of the descriptive narrative detec-
tion task in the absence of prescriptive guidelines.

5.1 Majority vs. Minority

Our first lens into internal disagreement among the
crowd is exploring why crowd workers disagree

8For goal responses with multiple discourse codes,
we qualitatively select the dominant discourse, typically
based on the first verb. For instance, in “to ask for
recommendations,” which maps to QUESTION_REQUEST
and ARGUMENT_SUGGESTION_RANT, we identify QUES-
TION_REQUEST as the primary discourse.
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Figure 4: Relative feature code prevalence in majority
story (vs. minority non-story) rationales. We exclude
feature codes that appear fewer than 25 times due to
the relatively smaller number (N=886) of rationales
relevant to this comparison.
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Figure 5: Relative feature prevalence with unanimously-
voted stories versus substantially divided-vote stories.

with the majority vote.
First, we examine the relative prevalence

of feature codes in majority story rationales
versus minority non-story rationales. As
shown in Fig. 4, NOT_PLOT_SEQUENCE

and NOT_COHESIVE_INTERPRETABLE are rel-
atively more prevalent in the minority non-
story votes. Since PLOT_SEQUENCE and COHE-
SIVE_INTERPRETABLE show the opposite trend,
we conclude that a sense of cohesion and espe-
cially plot are contentious features for crowd work-
ers. Notably, both feature codes concern global
or holistic aspects of texts, indicating that those
who disagree with the majority story vote diverge
in their big-picture assessments rather than in their
perceptions of more localized feature codes.

Finally, when we inspect the converse scenario
– comparing the relative prevalence of feature
codes in minority story rationales versus ma-
jority non-story rationales – we similarly find
NOT_PLOT_SEQUENCE to be particularly con-
tentious (see Appendix F.2 for details).

5.2 Unanimous vs. Divided Votes

We next examine why certain posts are unani-
mously seen as (not) stories vs. contentious.

First, Fig. 5 shows the relative prevalence of
feature codes in unanimously-voted stories ver-
sus stories with substantial division, defined as a
story vote rate in the range [0.5, 0.8). We find
that PLOT_SEQUENCE and EVENT_EXPERIENCE

are more prevalent in unanimously-voted stories.
Meanwhile, BEHAVIOR_STRATEGY, which covers
generalized behaviors (e.g., “walking the dog every
day,” “smoking a pack a day”) and references to
abstract processes (e.g., “how to get married”), and
CONCEPT_DEFINITION, which capture references
to abstract ideas (e.g., ’theology’, ’climate change’)
are more prevalent in divided-vote stories.

The contentiousness of BEHAVIOR_STRATEGY

contrasts with the relative unanimity associated
with EVENT_EXPERIENCE. This distinction aligns
with prior work emphasizing the distinction be-
tween general descriptions of behavior and realis
events that occur at a particular time and place
(Sims et al., 2019; Antoniak et al., 2019). Over-
all, the findings and background context highlight
that in contrast to consensus surrounding particular
actions (events), abstract references to generalized
actions (routines, procedures) have a more ambigu-
ous relationship to storytelling, often leading to dis-
agreements among crowd workers about whether a
text qualifies as a story. See Appendix F.3 for the
complementary plot for non-stories.

6 Disagreement Across Annotation
Contexts [RQ3]

Finally, we use paired sets of annotations to explore
disagreements across annotation contexts, includ-
ing descriptive crowd annotations, prescriptive la-
bels from researchers, and predictions from LLMs,
including several models from the GPT-4 family9

and the instruction-tuned Llama 3 8B (Dubey et al.,
2024). We describe our prompts in Appendix E.

As shown in Table 2, pairwise agreements be-
tween researchers, crowd majority, and GPT-4 (gpt-
4-0613) fall at or just below 0.6 Cohen’s κ. We
conclude that at the label level, the prescriptive an-
notations from researchers and descriptive GPT-4
predictions can generalize moderately well to cer-
tain aggregated crowd perceptions of whether a
social media post contains a story. See Appendix
F.5 for an illustrative comparison of story classi-
fiers trained on researcher vs crowd majority labels,
which shows that despite similar inference behav-

9GPT-4 (gpt-4-0613), GPT-4-Turbo (gpt-4-turbo-2024-04-
09), GPT-4o (gpt-4o-2024-05-13)
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Story (L) / Not Story (R) Not Story (L) / Story (R)

Annotator Type Pair
More (L) / Less (R) Stories Cohen’s κ Freq. Most Relatively

Prevalent Code
Code
Prob Freq. Most Relatively

Prevalent Code
Code
Prob

GPT-4 / crowd_maj 0.604 14% NOT_plot_sequence -0.26 4% character_person -0.42
researcher / GPT-4 0.592 10% behavior_strategy -0.18 9% character_person -0.21
researcher / crowd_maj 0.574 16% NOT_plot_sequence -0.22 4% character_person -0.44
crowd_maj / GPT-4t 0.523 17% behavior_strategy -0.10 2% - -
crowd_maj / GPT-4o 0.496 19% behavior_strategy -0.12 0% - -
researcher / GPT-4t 0.379 28% behavior_strategy -0.11 1% - -
researcher / GPT-4o 0.355 30% behavior_strategy -0.12 0% - -
Llama3 / researcher 0.302 30% NOT_plot_sequence -0.15 5% event_experience -0.21
Llama3 / crowd_maj 0.290 38% NOT_plot_sequence -0.27 1% - -

Table 2: Cohen’s κ agreement metrics across pairs of descriptive annotations from crowd workers, prescriptive
annotations from researchers, and descriptive predictions from GPT-4, GPT-4 Turbo (GPT-4t), GPT-4o, and the
instruction-tuned Llama 3 8B. Each forward slash-separated annotator type pair in the leftmost column is ordered
by which annotator type perceived storytelling more. The center set of columns details the most frequent (Freq.)
disagreement scenario, in which the left (L) annotator type identified a story, but the right (R) annotator type did not.
The rightmost column section details the converse scenario, in which the left annotator identified less stories than
the right annotator. If the label disagreement frequency is ≥ 3%, we also display the feature code most associated
with the disagreement scenario (lower relative probabilities indicate greater prevalence in disagreements).

ior overall, there are textual subdomains for which
storytelling prediction rates diverge across models.

GPT-4t and GPT-4o agree with all human anno-
tators less, especially with the researchers. Without
access to detailed model specifications, pretraining
data, and alignment procedures for each of these
models, we cannot fully explain the stark difference
between GPT-4 and both GPT-4 Turbo and GPT-
4o.10 Nonetheless, the variation among GPT mod-
els highlights the significant differences in LLMs’
approaches to narrative classification, underscoring
the importance of validating model outputs with
human annotations as a necessary (though not nec-
essarily sufficient (Agnew et al., 2024)) step before
treating them as representative of aggregate percep-
tions from specific groups of annotators.

Llama 3 8B achieves the lowest agreement
scores with human annotators, primarily due to
an overprediction of stories, which indicates the
model’s susceptibility to confirmation bias.

Examining story labeling rates, we find that pre-
scriptive labeling from researchers and descrip-
tive GPT-4 predictions identify more stories than
crowd workers. The feature code most relatively
prevalent in scenarios where crowd workers do
not identify a story (but researchers or GPT-4 do)

10However, with evidence that larger models retain long-
tail knowledge better than smaller models (Wei et al., 2022;
Kandpal et al., 2023), we could conjecture that if GPT-4 is
the largest among these models, its relatively larger size could
partially explain its apparent retention of more nuance for the
narrative detection task from training.

is NOT_PLOT_SEQUENCE.11 This suggests that
crowd workers require greater structural complex-
ity (e.g., with respect to the sequential chain of
events comprising a plot) in stories.12

Although fully explaining divergences across an-
notator types and the influence of the term ’story’
on crowd worker annotations is beyond our scope,
we offer initial conjecture based on common intu-
itions and empirical findings. Although storytelling
is woven into much of human discourse, we do not
always name it as such. Typically, when we en-
counter the word ‘story’ (e.g., ‘let me tell you a
story’), there is a connoted expectation of signifi-
cance or interestingness to the story. Thus, crowd
workers may be more hesitant to attach the term
‘story’ to a text unless that text surpasses a baseline
threshold for interestingness and purpose, differ-
ing from Antoniak et al.’s (2024) prescriptive la-
bels, which focus on character and event sequences
rather than story purpose or interestingness.

Concerning feature-level preferences in cases

11Because we only have survey responses from crowd work-
ers, there is not a straightforward way to compare features
based on our qualitative coding method to researcher or LLM
annotations. However, we can leverage the crowd codes and
the paired labels to analyze how feature importance changes
when the crowd agrees vs. disagrees with the labels from
another annotator type (e.g., researchers, LLM). Separately,
in Appendix F.6, we leverage the basic feature-level metrics
available in the StorySeeker corpus for comparison across
annotation contexts.

12For all other comparisons involving GPT models, where
the overall agreement is lower, the GPT model predicts stories
less frequently than the human counterpart, with this skew
being particularly pronounced for both GPT-4t and GPT-4o.
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of disagreement between a human annotator type
(researcher or crowd) and a GPT-4 family of mod-
els (including GPT-4o, GPT-4t, and GPT-4), the
feature code most relatively prevalent in disagree-
ments is BEHAVIOR_STRATEGY. This bolsters and
extends our finding in Section 5.2 regarding the
contentiousness of BEHAVIOR_STRATEGY among
crowd workers. Evidently, BEHAVIOR_STRATEGY

is also contentious across annotation contexts. Ex-
cepting the GPT-4 / crowd comparison, where the
disparity is less pronounced, the models in the GPT-
4 family frequently avoid labeling texts as stories
when they describe behaviors, habits, or plans, rel-
ative to human annotators. While this tendency
ostensibly aligns with Antoniak et al.’s (2024) code-
book guidance not to conflate general descriptions
of behavior with events bounded in space and time,
this guidance does not preclude other aspects of
the text from justifying a story label. We conclude
that models in the GPT-4 family lack nuance in
their ability to identify stories that both (1) contain
general descriptions of behavior and (2) particular-
ized events and/or other features that contribute to
storytelling, relative to human annotators who, in
aggregate, approach these texts in a more balanced
manner.

7 Summary of Findings

RQ1: What are crowd workers’ descriptive
perceptions of storytelling in social media
texts? We find that while crowd workers’ label
rationales are based primarily on a few core tex-
tual features (events, characters, plot), extra-textual
features, such as cognitive and aesthetic experi-
ences while reading (sense of conflict, cohesion,
feeling like a story), are also important. We addi-
tionally identify associations between crowd work-
ers’ aesthetic experiences and textual features (e.g.,
between a sense of wholeness and plot), and we
demonstrate that crowd workers find storytelling
relatively more prevalent in descriptive writing than
argumentative, review, or explanatory posts.

RQ2: How do narrative perceptions differ
among crowd workers? We find that while
crowd workers generally agree on basic textual fea-
tures, their holistic assessments of complex textual
features (such as plot) and extra-textual aesthetic
judgments (such as sense of cohesion) can diverge
from one another. Additionally, distinguishing be-
tween events and more general descriptions of be-
havior is a particularly challenging and contentious

aspect of narrative detection for crowd workers.

RQ3: How do narrative perceptions differ
across prescriptive labels from researchers,
descriptive annotations from crowd workers,
and predictions from LLM-based classifiers?
Through pairwise label comparisons across annota-
tion contexts, we conclude that prescriptive labels
from researchers and descriptive GPT-4 predictions
can approximate certain aggregated crowd percep-
tions of narrative status reasonably well for short
text-based social media posts. Important qualifi-
cations include differing thresholds for structural
complexity (with crowd workers having a stricter
definition of plot) and a tendency of GPT-4 family
models to diverge from human perceptions for texts
that describe behaviors, habits, or abstract plans.

8 Conclusion & Future Work

In this paper, we introduced the STORYPERCEP-
TIONS dataset to bring crowd workers’ descriptive
perceptions to bear on the narrative detection task.
Complementing prior work that uses prescriptive
annotations from a small number of researchers,
our empirical findings highlight the types, relative
importance, and contentiousness of a broad range
of features for narrative perception.

Our study points to several opportunities for fur-
ther research. First, while we looked at simple
co-occurrence of features, deeper statistical analy-
sis and experimentation could more clearly illumi-
nate interactions and causal relationships between
features. While we offer a pilot experiment in
training a story classifier with aggregated labels
from crowd workers (see Appendix F.5), future
studies could survey more sophisticated methods
to incorporate multiple perceptions during train-
ing. Further research could also integrate a broader
range of features from our taxonomy—both textual
and extra-textual—into narrative detection models.
Moreover, replicating our crowd studies using alter-
native terminology, such as ’narrative,’ would help
assess whether our findings generalize or reveal im-
portant distinctions across different terms. Finally,
as attention in computational narrative understand-
ing broadens beyond textual features to include
reader reception, there are major outstanding ethi-
cal and epistemic questions concerning the use of
LLM-assisted annotation; an exploration of these
questions tailored for the subfield of computational
narrative understanding would be invaluable.
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9 Limitations

We follow Antoniak et al. (2024) in adopting a
simple binary definition of stories, in contrast to
scaled labels, such as in Piper and Bagga’s (2022)
proposal to use a Likert scale for annotating the
degree of narrativity in a text.

We broadly define “researcher” as any researcher
who develops or uses an annotation guideline with
reference to prior work in the field of narrative the-
ory (and optionally NLP). We do not consider dif-
ferences among this broad category of researchers,
e.g., between an NLP researcher working on nar-
rative detection and a subject matter expert from
the field of narrative theory. Future work could
compare annotation tendencies across more finely
partitioned expertise levels.

While we compare prescriptive labeling from re-
searchers with descriptive annotations from crowd
workers, we do not disentangle these pairings to
investigate other combinations, such as descriptive
annotations from researchers or prescriptive anno-
tations from crowd workers.

Moreover, our feature-level analyses rely primar-
ily on our qualitative coding of crowd workers’
free-text rationales. While we understand from
the researchers’ codebook that their prescriptive
labels emphasize the presence of event chains and
characters, we lack comparable instance-level free-
text rationales for our dataset. Additionally, for
the LLM-based predictions, we do not examine
generated rationales or apply other interpretabil-
ity methods, such as LIME (Ribeiro et al., 2016)
or SHAP (Lundberg and Lee, 2017), which could
yield deeper feature-level insights into LLM-based
narrative detection.

As described in Appendix B.1, the demographics
of our 255 crowd workers skew toward U.S.-based,
English-speaking white adults, aged 22–44, with
undergraduate-level educations. Consequently, we
do not expect our findings to generalize to all read-
ers. For example, a study on narrative perception
in children might produce different results. Along
with variations in crowd perceptions of narratives,
different demographic samples may align more or
less with either prescriptive annotations from re-
searchers or descriptive predictions from LLMs.
Future work should avoid over-generalizing by as-
suming our results apply to an “ideal lay reader”
or that the observed correlations across annotator
type pairs will hold across different samples within
those populations.

Our work relies on a dataset of English-language
texts sampled from Reddit. We do not necessarily
expect our results to generalize beyond this setting,
as different languages, cultures, and data sources
might bias the crowd workers in various ways. The
stories in the StorySeeker dataset are relatively
short, informal, and typically nonfictional accounts
of personal experiences, written in the 1st-person
perspective. We expect that the degree to which our
findings about narrative perceptions will generalize
beyond the social media context will depend on
how closely the profiles of the target stories (i.e.,
in terms of formality, point-of-view, and length)
correspond to our dataset. One advantage of our
dataset in this regard is the topical diversity of its
stories. Furthermore, while we do not have access
to the data, crowd workers, or expertise needed to
run a multilingual study, we hope our work can
support future work that draws comparisons across
languages.

10 Ethical Considerations

Our study was considered exempt by the IRB at
the Allen Institute for AI, as no information was
collected that could identify the workers. Workers
were paid an average of $15/hour and were given a
description of the study before opting in and could
exit at any time.

The StorySeeker dataset, the source of our an-
notation texts, contains posts and comments from
diverse subreddits. These subreddits were filtered
for toxicity and sensitivity, and the individual posts
and comments were also filtered for toxicity to pro-
tect the annotators.
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A Prior Work in Narrative Detection

Table 3 summarizes prior work in narrative detection. Generally, small numbers of researchers have
followed prescriptive codebooks to assign gold labels to texts.

Prior Work Ann Type # Ann # Ann
/ Text

Codebook
Emphasis

Model
Features Lang

Gordon and Ganesan (2005) grad students,
staff 5 unk

event sequence,
purpose n-grams en

Gordon et al. (2007) grad students,
staff 5 unk

event sequence,
purpose n-grams, POS en

Gordon and Swanson (2009) first author 1 1
event sequence,

purpose,
characters

n-grams en

Ceran et al. (2012) domain experts unk 1 actions,
characters

n-grams, POS, NE,
stative verb rate,
semantic triplets

en

Gordon et al. (2013)
native speakers

grad. from
Chinese Uni.

6 1 event sequence,
characters n-grams zh

Ceran et al. (2015) domain experts unk 1 actions,
characters

n-grams,
semantic triplets,
misc. generalized

extensions of
semantic triplets

en

Song et al. (2016) Literature
students 2 2

N/A, but un-
supervised

methods based
on characters,
event chains

POS,
semantic triplets en

dos Santos et al. (2017) crowd workers 167 3

personal
experiences,
characters,

actions/behaviors

LIWC,
TF-IDF n-grams,

LDA topics,
syllable count,

connectives, POS

pt

Gerber et al. (2018) research team 2 2 examples N/A en

Yao and Huang (2018) trained
annotators 2 2

N/A, but un- and
semi-supervised
methods based

on linear
event sequences,

characters

grammar production
rules, perplexity
of event chains

(wrt corpus), NE,
LIWC, POS

en

Dirkson et al. (2019) domain expert,
first author 2 2 personal

experiences n-grams, LIWC en

Falk and Lapesa (2022) N/A N/A N/A

N/A. Aggregation
of pre-existing

datasets
prescriptively

labeled for
‘storytelling’

and ‘testimony’

BERT tokens en

Ganti et al. (2022) experts 2 2 unk BERT tokens en

Piper and Bagga (2022) trained students 3 3
agency,

event sequences,
world-making

NER, TimeML,
TLINKS, WordNet,

concreteness
lexicon,

event rate,
LIWC, animacy,
entity recurrence,

POS, n-grams

en

Steg et al. (2022) Uni students,
professor 7 3

suspense,
curiosity,
surprise

TF-IDF n-grams,
concreteness

lexicon
en

Falk and Lapesa (2023) trained students 4 3-4 event sequence N/A en

Antoniak et al. (2024) research team 2 2 characters,
event sequence RoBERTa tokens en

19955



Abdessamed et al. (2024) research team 2-3 2-3 characters,
event sequence

LIWC Narrative
Arc, DeBERTa

tokens
en

Table 3: Summary of prior work in story detection, with respect to annotation procedure. Prior work has favored
prescriptive annotations from experts over descriptive crowd-sourced annotations for developing narrative detection
datasets. The one work that involves a large crowd study is based on Portuguese blogs (dos Santos et al., 2017). All
other works concern English texts.

B Survey Details

We recruited workers via the Prolific13 platform.

Crowdwork with free text responses has faced increasing challenges as public-facing text generation
tools like ChatGPT have become both more fluent and more accessible. Prior work has measured
alarmingly high rates at which crowd workers use LLM-based tools to generate their free text responses
(Veselovsky et al., 2023b). However, related work has also found that simple mitigation strategies can
substantially reduce this rate (Veselovsky et al., 2023a). Following this prior work, we have removed
the ability to paste into the free text boxes in our annotation interface. We have also added an explicit
request not to use LLM-based tools like ChatGPT, and we have tried to keep the free text responses short
and easy to fill out. After making these changes in our pilot studies, we observed a significant increase
in task completion time, suggesting that fewer participants were using text-generation tools to expedite
the annotation process. Finally, our qualitative inspection of responses through the open coding process
further strengthened our confidence that virtually all submissions are human-written.

B.1 Demographics

We required that workers be located in the U.S., over the age of 18, and fluent in English. To improve the
quality of responses, we also required that the workers have an approval rating of 99-100, have completed
at least 100 prior submissions, and have at least an undergraduate degree. We found that removing the
undergraduate degree requirement resulted in significantly lower-quality annotations.

13https://www.prolific.com/
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Gender 51.4% Woman (including Trans Female/Trans Woman)
45.5% Man (including Trans Male/Trans Man)

3.1% Non-binary (would like to give more detail)

Education 78.4% Undergraduate degree (BA/BSc/other)
16.9% Graduate degree (MA/MSc/MPhil/other)

4.7% Doctorate degree (PhD/other)

Race/Ethnicity 54.5% White/Caucasian
11.8% Black/African American

9.4% East Asian
8.6% Latino/Hispanic
6.3% Mixed
3.1% South East Asian
2.0% Native American or Alaskan Native
2.0% South Asian
0.8% African
0.8% White / Sephardic Jew
0.8% Other

Age 32.5% 24-34
31.4% 34-44
16.1% 44-54

9.8% 54-64
7.5% 18-24
2.4% 64-74

Degree Subject 17.2% Social Sciences
12.9% Arts & Humanities
11.0% Other
10.6% Information and Communication Technologies
10.2% Health and welfare

7.8% Engineering, manufacturing and construction
7.8% Natural sciences
7.1% Administration & Law
6.3% Education
3.9% Mathematics and statistics
2.0% Services
1.6% Agriculture, forestry, fisheries and veterinary
1.2% Journalism & Information Business
0.4% History

Reddit Use 70.2% Regular use (> once per month)
29.8% < once per month

Table 4: Demographic information for our 255 crowdworkers. The categories and their descriptions are not designed
by us; they are prescreening questions that Prolific asks of all their workers.

B.2 Task Description
The following task description was used to advertise the task to workers.

Welcome! This is a study about storytelling on the internet.

We will show you some example texts, and for each text, we will ask you
whether the text contains a story and to explain your reasoning.

We have applied some content filters, but because the texts come from online
forums, there might be content that could be upsetting or NSFW.

We will use this dataset to study stories computationally, and the final
dataset of labels and texts (without any identifiers) will be released for
other researchers.

This study involves writing short text responses, and we have disabled the
ability to paste into the the response boxes.

Please do note use AI tools like ChatGPT to answer these questions. We really
appreciate your work! We’d prefer that you write short responses rather than
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use AI to write responses that would really mess up our scientific results.
We’re interested in your opinion, not a bot’s opinion!

Feedback: If you have any questions, feedback, or concerns about this study,
please feel free to send us a message. We’re very happy to talk with you to
improve our study!

About Us: We’re researchers at [redacted for privacy]. Our team includes
researchers in AI, English literature, and political science.

B.3 Survey Questions
1. “How familiar are you with the topic of this text?” (Likert)
2. “What is the author’s goal in writing this text? Finish the sentence: The author of this text wants to

_______.” (Free-text)
3. “Does this text contain a story?” (Binary)
4. “How confident are you in your answer to Question 3” (Likert)
5. “Explain your answer to Question 3 by writing a short list of reasons.” (Free-text)
6. “If you answered YES to Question 3, copy and paste the part of the text that IS A STORY into this

box.” (Free-text)
7. “If you answered NO to Question 3, what is this text? Finish the sentence: This is not a story, it’s a

_______.” (Free-text)

C Methodological Approach to Coding Crowdworkers’ Free-Text Responses

The variety, nuance, and mix of both positive and negative assertions about the presence of features in the
crowd workers’ free-text responses led us to open and axial coding as a primary analytical lens in this work.
Open and axial coding refer to a bottom-up, manual, and cyclical process of surfacing ideas and claims
from a population of texts and abstracting those ideas and claims into a set of themes or codes appropriate
to the data (Saldaña, 2013). After a set of codes is developed and validated, a researcher assigns the codes
to the data samples, which then allows for basic quantitative analyses of the data, grounded in attentive
qualitative description.

C.1 Open Coding Process
Initially, one author read through a batch (N=100) of the crowd workers’ free-text survey responses, noting
down unique observations and claims for why or why not a given text contains a story. The author then
marked which of the ideas seemed to have repeated mentions across the batch. The author then restarted,
but this time on a larger batch (N=200). This process continued, jumping to a large sample size (N=1000)
by the fourth iteration. Next, the author, reviewing their notes and scanning through the data as needed,
attempted to abstract 30-40 core ideas or claims from the notes. We arrived at our initial taxonomy after
associating each of those ideas/claims with an I.D., associated keywords, and a short description.

The author used this taxonomy to annotate a batch of free-text responses in a multi-label fashion. They
repeated this on increasingly large batches of data, slightly revising the taxonomy and re-coding data
samples. After labeling N=1000 data samples with one version of the taxonomy, the author presented the
taxonomy and initial results to coauthors for feedback and discussion.

After two coauthors, one of whom used the taxonomy to annotate a small batch of samples (N=25),
provided a final round of feedback, we developed a final version of the taxonomy, which is described in
Appendix D.

D Taxonomy of Features and Discourse Categories Used to Explain the Presence or
Absence of Storytelling

D.1 Introduction to the Taxonomy
We construct the taxonomy below through a process of open coding of free-text rationales from crowd
workers reasoning about the intents of social media posts and explaining why or why not a text contains a
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story. See Section C for background on our motivation and process for using open coding to analyze the
crowd workers’ responses.

To understand what exactly the taxonomy represents, its important to relate it back to the crowd work
annotation task and subsequent open coding procedure that created it. We list a few key observations from
our experience conducting open coding that help contextualize and explain the structure and content of
the taxonomy.

1. The taxonomy was developed in a bottom-up fashion based on crowd workers’ perceptions about
what a text is or contains (e.g.,a story) and the writer’s goal was in posting the text. While the primary
author who developed the taxonomy is familiar with narrative theory to some degree, and that could
influence interpretation the crowd workers’ responses, the goal was to impose as little theoretical
background onto the codes, especially in the early stages of open coding.

2. Despite that there were three distinct free-text questions in our survey,14 the author performing open
coding observed that many ideas and claims in the free-text responses manifested in not just one,
but in two or three of the questions. For this reason, we developed a unified taxonomy, based on the
free-text rationales for all questions. Consequently, one should not assume that the presence of a
code in the taxonomy necessarily means that it is positively associated with storytelling.

3. The taxonomy is relatively flat, in that we do not organize the codes into a large number of subcate-
gories arranged hierarchically. Rather, we define two basic categories into which all codes fall. First,
there are discourse categories as a distinct set of codes. These refer to broad types of communica-
tion, distinguished in part by their pragmatic purpose and the associated syntax. Examples include
“description”, “explanation”, “argument”, and “inquiry”. As a rule of thumb, these are different from
the rest of the codes because they can function as either a noun or a verb (e.g., “description” vs
“describe”). The second category, called “features”, is purposefully generic. This category contains
codes that are typically invoked as textual features of stories (e.g., “characters”, “events”, “setting”),
the aesthetic or interpretative experience of the reader (e.g., “evocative”, “cohesive”), or highly
abstract things that crowd workers often refer to but do not neatly fall into the other categories (e.g.,
“artifact”, “emotion”, “plan”). However, we often find that these distinctions are porous, for instance
events are not always associated with stories, and emotions can manifest in stories or in other kinds
of texts. For this reason, we opt to keep the “features” category flat.

To summarize, the taxonomy depicts the key discourse categories, textual features, and reading
experiences that crowd workers refer to when reasoning about the goal of social media texts and why or
why not those texts contain stories.

D.2 The Taxonomy
The taxonomy is organized into two groups of codes: features and discourse categories. The short names
of the codes in our taxonomy conjoin 1-3 representative keywords for the concept represented by the code.
We also include a list of keywords associated with code as well as a short comment that define the codes
in greater detail and provide concrete annotation tips. Table 5 lists the discourse codes and Table 6 lists
the feature codes.

D.2.1 Discourses
Table 5 lists the discourse codes in our taxonomy.

D.2.2 Features
Table 6 lists the feature codes in our taxonomy.

14We asked about perceived goal of the post, an explanation for why or why not the text is a story, and, if the user decided that
the text did not contain a story, we asked what else they thought it was (e.g.,a review). See B.3 for the precise language.
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Short Name Keywords Comment

narrative_story narrative, narration, narrate, story, story-
telling, retelling, recount, account, anec-
dote

An account of “a sequence of events involving
one or more people” (Antoniak et al., 2024).

question_request question, ask, request, seeking, inquiry A question, request, or appeal.
explanation explanation, explain, theorize, educate Statements that contextualize or clarify a situa-

tion, concept, opinion, etc.
description_expression description, describe, expression, con-

vey, communicate or share what some-
thing feels like, tell, talk about, informa-
tion, communicate information, provi-
sion, provide, manual, observation

Detailed representation of something. Note:
if the author is described as ‘troubleshooting’,
that is considered implicit description of a trou-
bleshooting procedure.

argument_suggestion_rant argument, argue, rebuttal, rebut, pro-
posal, propose, recommendation, recom-
mend, advertisement, advertise, warn-
ing, warn, advise, advice, rant, editorial,
guide

Statements that aim to influence a reader.
Ranges from solicited advice and recommen-
dations to logical arguments to illogical, fiery
arguments and unwelcome advertisements. Dis-
tinguished from the ‘education_documentation’
category, which is concerned with relatively dis-
passionate forms of influence (e.g. instruction-
sharing, education).

review review; analysis, analyze, evaluation,
evaluate, discussion, discuss

An assessment of an artifact (e.g. game review)
or set of arguments or opinions. Typically dis-
cusses multiple perspectives in good faith before
making an evidence-based judgment. Distin-
guished from argument_suggestion and opinion
by the method of arriving at the conclusion. A
discussion may contain arguments and opinions.

dialogue dialogue, conversation, back-and-forth,
forum post, blog post, letter, email

References to conversation between charac-
ters_persons, or references to the dialogical na-
ture of the communication medium itself.

entertainment entertainment, entertain, funny, joke, hu-
mor, comedy

Artistic text, intended to be funny, enjoyable,
challenging, etc for its audience.

sense-making processing, making sense of, working
through, reflection, introspection

The use of language as a means to understand
something, such as a memory or complex con-
cept, in a better or new way.

specialized_domain legal, scientific, poetry, math, diary,
speech, c.v., presentation, essay, etc

Catch-all for other types of discourses that may
span multiple different categories (e.g. essays)
or have their own specialized forms (math).

Table 5: Taxonomy discourse categories.

Short Name Keywords Comment

character_person I, character, protagonist, he, she, they A person or anthropomorphic agent. Includes
the author if text is written from a first-person
perspective.

event_experience event, experience, action, happening, in-
teraction

An event is “a singular occurrence at a partic-
ular place and time” (Sims et al., 2019). Dis-
tinguished from general, repeating behavior and
continuous states.

plot_sequence event sequence; structured progression;
arc; beginning, middle, end; plot; story-
line; flow of events or experiences

A structured progression of events involving
characters.

problem_conflict problem, issue, conflict, dilemma. An issue or conflict.
setting_background setting, background, context, sets the

stage, situation, world-building
The context—environmental or social—in
which persons may find themselves or events
may transpire. Cursory reference to an individ-
ual detail related to setting is not sufficient, un-
less it significantly affects how the broader story
or discourse should be interpreted.

literary_device literary device Figurative language (e.g. metaphor, simile, per-
sonification).

Continued on next page
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Table 6 – continued from previous page

Short Name Keywords Comment

theme_moral theme, moral, point, message A core idea or takeaway from the text. Can
be intended by the author or constructed by a
reader’s interpretation. Distinguished from "con-
cept_definition" which is a more general cate-
gory, not necessarily associated with stories.

fictional_hypothetical fiction, made up, imaginary, hypotheti-
cal, hasn’t happened yet (!: non-fiction,
biography, fact, actually happened, real,
true, personal history)

Reader classifies text as fictional or hypotheti-
cal. The negative version of this code stands for
nonfictional_factual, defined as explicit appeals
to as facts, or events described as occuring in
real-life. Note that we require explicit references
to nonfictuality or factuality to apply the nega-
tive code (otherwise we would apply this code
to virtually all responses). Note: reference to
a "personal experience" isn’t enough to justify
assigning the negative version of the code.

evocative_transporting evocative, transporting, paints a picture,
takes you on a journey

Reader expresses feeling pulled into and im-
mersed in a constructed world, e.g. visualizing
imagery after reading vivid language.

cohesive_interpretable cohesive, coherent, complete, meaning-
fully interconnected, flow (e.g. like a
story), whole, resolution, interpretable,
clear, understandable

Reader reports that all the parts of the text fit
together well and/or having a resolution, creating
a highly readable and satisfying whole. Reader
states that the text was understandable or was
well-written in such a way that it lends itself to
interpretation and consideration.

suspenseful suspense, suspenseful, attention-
grabbing, edge-of-your-set

Reader reports structured sequence of emo-
tions or tensions while progressing through the
story. Otherwise acknowledges that a story com-
manded their attention.

creative creative, original Reader acknowledges the unique artistic choices
that individuate the text.

feels_like_story feels like a story Reader asserts that the text feels like a story,
or draws attention to personalized definition of
storytelling that informs judgment that text is or
is not a story. Note: when a reader points to a
lack of focalization on story-like parts of a text,
then the negated version of this code should be
assigned.

implicitly_revealing reveals, tells us something about author Reader suggests that the text implicitly reveals
something about the author, beyond that which
can be inferred from a surface-level reading of
the text.

opinion opinion, theory, belief, complaint An idea held by a person or group that is un-
proven or not widely accepted as true. Distin-
guished from argument_suggestion_rant by not
being focused on the content of the opinion and
not necessarily an attempt to persuade someone
that the opinion is correct.

behavior_strategy activity, behavior, process, troubleshoot-
ing, plan, approach, method, options, fu-
ture plans, choices, instructions

Types of actions, habitual actions, or a de-
fined sequence of events, discussed abstractly.
Distinguished from event_experience by either
being general or repeating. Often associated
with a personality or supply chain. A plan
of action. Note that advice is considered as
argument_suggestion_rant. If an activity, be-
havior, process, or troubleshooting procedure
is depicted as having been executed or per-
formed once in a concrete setting, then also code
event_experience.

concept_definition concept, definition, idea, state of the
world, how it is, how it works, what
something is

An abstract idea, or a statement about what
something means. While this information may
come from individuals with biases, the infor-
mation itself is relatively stable, and is not in
and of itself meant to aggressively influence or
persuade.

Continued on next page
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Table 6 – continued from previous page

Short Name Keywords Comment

artifact artifact, object, game, video, show,
movie, book, car, medication

A physical object (excluding persons), typically
created by a human. Distinguished from set-
ting_background by a lack of broader context
surrounding the reference to the artifact.

emotion_sensation emotion, sensation, perception, impres-
sion, happiness, elation.

Embodied sensation, or emotion. A category of
feeling. Could apply to character_person, the
imagined reader (from the author’s perspective),
or the actual reader.

time past, future, present, chronological, time,
timeframe

Must explicitly mention time or the passage of
time

Table 6: Taxonomy feature categories.

D.3 Annotation Rules
We assign a code to a free-text response if the response references the keywords or concepts associated
with the code. To be clear, we do not require an exact keyword match to assign a code; we also consider
synonyms and basic logical implications (e.g., a reference to a ‘personal story’ implies that there is at
least one ‘character_person’ – the narrator themself).

If a free-text response refers to a code multiple times, we assign the code only once. This has no effect
on the relative prevalence metric we use throughout the paper, which is based on empirical probabilities
that a code is referenced (at least once) in a free-text response for a given question type.

D.4 Examples
D.4.1 Example 1
Paraphrased StorySeeker text

I tip coins for info, funny stuff, or when I see someone on the forum asking who genuinely
needs it. There’s always an incentive to trip. I’ve used 1/4 of my coins on this thread alone.
The reason I don’t tip more is I want to save up to be able to give a larger amount of the future
(Halfway through writing this I just tipped 40 coins for a forum I saw in the forum). People are
kind, and I know that some time in the future I will have to be, and people will help me out.
That’s the spirit of this crypto coin! I tipped you to prove a point and for the article that was
just an example of what can go wrong if people are stingy. The coin was built upon tipping and
keeping coins flowing, and it’s all thanks to the community! Tips are sometimes small, but if
you pay attention there’s always a positive reason for that.

Crowd worker response
story label: not story
label rationale: “I think this is explanatory writing. No plot, fiction, literary devices, characters, etc.
It is a very informally, and frankly, confusingly, written explanation about a person’s interactions with
crypto.”
label confidence: 4/5
paraphrased story span: N/A
perceived goal of author: "explain their position regarding tipping Dogecoin."
alternative classification: "explanation of personal behavior"
text topic familiarity: 1/5

Our meta-annotations
goal rationale codes: EXPLANATION, OPINION, BEHAVIOR_STRATEGY, ARTIFACT

label rationale codes: EXPLANATION, NOT_PLOT_SEQUENCE, NOT_FICTIONAL_HYPOTHETICAL

NOT_LITERARY_DEVICE NOT_CHARACTER_PERSON, NOT_COHESIVE_INTERPRETABLE, CHARAC-
TER_PERSON, ARTIFACT

alternative classification codes: EXPLANATION, CHARACTER_PERSON, BEHAVIOR_STRATEGY
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D.4.2 Example 2
Paraphrased StorySeeker text

Thriving in medicine is exactly like doing those things in other professions. The most important
thing is learning about, yourself, your habits, your relationship with sleep, motivations, annoy-
ances, capabilities. Then you simply match these things to your options. Medicine is better than
other options partly because there are so many different options, and many of us would probably
do well in several of them. It is a mistake to pick a specialty only based on pay or theoretical
interest in the concepts. You have to actually like the day to day work. A nephrologist who
makes 315k a year and loves thinking about the physiology of the tubule but legitimately hates
the tedium of activities like correcting fluid balance or electrolyte disequilibriums made a big
mistake by becoming a nephrologist. Be the job that was easiest to get out of bed for during your
rotational training. Do the field that didn’t have you looking at your watch every 10 minutes
after 2:30 PM. What you hate, someone else might love.

Crowd worker response
story label: story
label rationale: "i think the part where the writer shares a scenario of someone who has chosen the
wrong specialty counts as a story, just the scenario part, because i imagined the nephrologist getting out of
bed, going to work, and doing these tasks in some vague way. Does that make a story? I’m not sure but it
feels like one"
label confidence: 3/5
paraphrased story span: "A nephrologist who makes 315k a year and loves thinking about the physiology
of the tubule but legitimately hates the tedium of activities like correcting fluid balance or electrolyte
disequilibriums made a big mistake by becoming a nephrologist"
perceived goal of author: "to convince people in medicine to go into a field for passion"
alternative classification: N/A
text topic familiarity: 3/5

Our meta-annotations
label rationale codes: CHARACTER_PERSON. PLOT_SEQUENCE, EVOCATIVE_TRANSPORTING.
EVENT_EXPERIENCE, FICTIONAL_HYPOTHETICAL. THEME_MORAL

goal rationale codes: ARGUMENT_SUGGESTION_RANT, BEHAVIOR_STRATEGY

alternative classification codes: N/A

E LLM Prompts

We design our prompts to mirror the descriptive annotation task presented to crowd workers in our survey.
Crowd workers were presented a text and the question "Does this text contain a story?" with the option
to select ’YES’ or ’NO’. Because LLM outputs are known to be more sensitive to minor changes in
prompts than humans are sensitive to paraphrases, we use 5 paraphrases of the original question and
collect independent predictions using each variant. We use the per-text majority vote among the five
predictions as the final label.

The question variants include:

1. Does this text contain a story?
2. Is there a story in this text?
3. Is a story present in this text?
4. Does this text include a story?
5. Is there a story embedded in this text?

The full prompt template is shown below, where MODEL is replaced with one of “gpt4”, “gpt4t”, “gpt4o”,
or “llama3”.
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[QUESTION VARIANT] Respond with a "yes" or "no" decision, then provide a brief rationale.

Text: [TEXT]

Respond with JSON in the following format. Do not output anything except valid JSON.
{"MODEL_descriptive_label_[QUESTION_INDEX]": "",
"MODEL_descriptive_label_rationale_[QUESTION_INDEX]": ""}

F Additional Results

F.1 Feature Prevalence In Story Rationales

As a complement to the relative feature prevalence metrics depicted in Fig. 2, here we show the
independent feature prevalence metrics for crowd story rationales (Fig. 6).
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Figure 6: The prevalence of features in story rationales. We exclude features mentioned fewer than 50 times.

F.2 Relative Feature Prevalence in Minority-Voted Story (vs. Majority-Voted Non-Story)
Rationales

Fig. 7 plots the relative prevalence of feature codes in minority story rationales versus majority non-
story rationales, complementing the converse result presented in Section 5.1. We similarly find that
perceptions of plot (and its absence) vary among crowd workers.
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Figure 7: Relative feature code prevalence in minority story (vs. majority non-story) rationales.

F.3 Relative Feature Prevalence in Unanimously-Voted Non-Story (vs. Divided Vote Non-Story)
Rationales

Complementing the result presented in Section 5.2, Fig. 8 shows the relative prevalence of feature codes
in rationales for unanimously-voted non-story posts versus non-story posts with substantial division.
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Figure 8: Relative feature prevalence unanimously-voted non-stories versus substantially divided vote non-stories.

CHARACTER_PERSON’s and EVENT_EXPERIENCE’s relative prevalence in divided non-story votes
aligns with our understanding that stories typically include characters and events, which may lead some
crowd workers to assign the story label even if most others believe that the text lacks other features
required to earn the story label.

F.4 Additional Feature Co-Occurrence Results

We present the 10 most and least co-occurring feature codes in story rationales in Table 7. In contrast
to Table 1, we do not show only those pairs that consist of one textual and one extra-textual feature.
Moreover, the full heatmap of feature co-occurrence scores in story rationales is shown in Fig. 9.

Most Co-occurring Feature Pairs Least Co-occurring Feature Pairs

Feature Pair NPMI Feature Pair NPMI

NOT_character_person & NOT_plot_sequence 0.5 NOT_plot_sequence & event_experience -0.31
character_person & event_experience 0.43 NOT_plot_sequence & character_person -0.28
cohesive_interpretable & plot_sequence 0.4 NOT_plot_sequence & setting_background -0.22
NOT_character_person & NOT_setting_background 0.38 event_experience & opinion -0.18
event_experience & plot_sequence 0.37 concept_definition & event_experience -0.18
NOT_character_person & NOT_event_experience 0.35 NOT_cohesive_interpretable & character_person -0.17
NOT_plot_sequence & NOT_problem_conflict 0.32 NOT_plot_sequence & behavior_strategy -0.15
NOT_plot_sequence & NOT_setting_background 0.29 NOT_character_person & behavior_strategy -0.14
NOT_cohesive_interpretable & NOT_plot_sequence 0.27 behavior_strategy & plot_sequence -0.14
character_person & plot_sequence 0.26 NOT_cohesive_interpretable & event_experience -0.14

Table 7: Most (left) and least (right) co-occuring pairs of features, irrespective of the types of features in the pair.
Scores can range from -1 (features never co-occur) to 0 (features are independent) to 1 (features always co-occur).
We filter out pairs that occur less than 20 times.
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Figure 9: Feature co-occurrence metrics in story rationales, using normalized pointwise mutual information
(NPMI). Scores can range from -1 (never co-occur) to 0 (independent) to 1 (always co-occur). We consider only
those features that appear at least 40 times, and we display co-occurrence ratings for feature pairs that occur at least
20 times.

F.5 Classifier Variation
The primary purpose for story-annotated datasets is to train and evaluate story detection systems. We
therefore compare the ranks and rates of story predictions by finetuning RoBERTa (Liu et al., 2019)
models using either the crowd majority labels or the prescriptive consensus labels from researchers
Antoniak et al. (2024).15

Examining Fig. 10, which shows the predicted story rates per subreddit, we observe that the researcher-
finetuned and crowd-finetuned models are correlated (Pearson r = 0.88, p < 0.05), and that the
researcher-finetuned model consistently predicts higher rates of storytelling.

Notably, we observe that story prediction rates across models (and, by extension, annotators) are not
uniformly distributed across topics. Predicted storytelling rates are quite aligned for subreddits that have

15We use the RobertaForSequenceClassification pre-trained model with the 125M parameter roberta-base model from Hugging
Face. Our hyperparameter settings are as follows: 3 epochs, a batch size of 16, a learning rate of 5e-5, 20 warmup steps for the
learning rate scheduler, and a weight decay of 0.01.
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extremely low storytelling rates (news and politics), as well as for subreddits that have high storytelling
rates (stories, relationships). In contrast, in the 0.2 to 0.8 range, there is greater divergence in predicted
storytelling rates. In particular, the researcher-finetuned model predicts much higher storytelling rates for
the "tech" and "fandom" subreddits.
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Figure 10: Comparison of story prediction rates between RoBERTa models fine-tuned on prescriptive labels from
researchers (experts) vs. descriptive crowd majority vote labels across many subreddits, colored by the assigned
subreddit category from StorySeeker.

F.6 Correlation of Automatic Story Features Across Annotators
To shed light onto textual features associated with labeling of stories vs. not, we replicate the feature
analyses of Antoniak et al. (2024) using prescriptive labels from researchers, descriptive labels from
crowd workers, and descriptive GPT-4 (gpt-4-0613) predictions.

In the StorySeeker dataset that consists of the same texts used in the STORYPERCEPTIONS, each text
is scored for a number of textual features that are either prominent in prior work and/or are relevant to
the prescriptive annotation codebook: entity and pronouns (Eisenberg and Finlayson, 2017; Piper and
Bagga, 2022), events (Hühn, 2009; Gius and Vauth, 2022; Sims et al., 2019), verb tense, and concreteness
(Piper and Bagga, 2022; Brysbaert et al., 2014). Excepting the event rate metrics, which are based on
annotations and a BERT-based event tagging model (Sims et al., 2019; Sap et al., 2022a), most of the
other metrics in the StorySeeker corpus are derived from the spaCy NER and POS taggers or lexica.

Antoniak et al. (2024) split texts into story and non-story groups based on the prescriptive consensus
label from researchers, then run t-tests to identify which features are significantly positively or negatively
associated with stories. For comparison purposes, we run t-tests on the features based on the crowd
majority vote and (no-codebook) GPT-4 labels. Table 8 reports these results alongside Antoniak et al.’s
(2024) original results for their labels.

Generally, the automatic features from the StorySeeker paper correlate with story labels, regardless
of the annotation context. However, the effect sizes point to some notable differences. For instance,
prescriptive story labels from researchers are associated with more events; crowd and GPT-4 labels
are associated with features indicative of characters (entity rate, third-person singular pronouns) and
concreteness relative to the prescriptive labels. Increased dependence on concreteness may point to a
more constrained notion of action/events that does not consider certain cognitive/emotional activity or
shifts as constituting events or plot in the same way that grounded physical action is perceived as eventful.

Overall, the shared trends across these automatic features strengthen our confidence in these features
while also highlighting that teasing apart feature-level insights across annotation contexts requires studying
different sets of features, which we address through our fine-grained coding of free-text responses from
crowd workers.
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Feature d Dir p-val d Dir p-val d Dir p-val

Researchers (Prescriptive) Crowd Majority (Descriptive) GPT-4 (Descriptive)

first_person_singular 1.009*** story 0.0 0.799*** story 0.0 0.874*** story 0.0

first_person_plural 0.147 non-story 0.106 0.07 story 0.461 0.118 story 0.291

second_person 0.444*** non-story 0.0 0.555*** non-story 0.0 0.482*** non-story 0.0

third_singular 0.397*** story 0.0 0.544*** story 0.0 0.629*** story 0.0

entity_rate 0.285** story 0.006 0.345*** story 0.001 0.467*** story 0.0

realis_event_rate 1.429*** story 0.0 1.225*** story 0.0 1.2*** story 0.0

union_event_rate 1.899*** story 0.0 1.507*** story 0.0 1.416*** story 0.0

past_tense_verb_rate 1.408*** story 0.0 1.343*** story 0.0 1.149*** story 0.0

not_past_tense_verb_rate 0.947*** non-story 0.0 0.88*** non-story 0.0 0.579*** non-story 0.0

concreteness 0.439*** story 0.0 0.595*** story 0.0 0.504*** story 0.0

is_comment 0.612*** non-story 0.0 0.332** non-story 0.002 0.5*** non-story 0.0

text_length 0.174 story 0.106 0.257* story 0.018 0.131 story 0.291

avg_sentence_length 0.259* non-story 0.012 0.139 non-story 0.268 0.309** non-story 0.002

Table 8: Results of t-tests comparing features between texts labeled as containing stories vs. not containing stories
according to multiple different annotator contexts (prescriptive labels from researchers, descriptive labels from
crowd workers, descriptive predictions from GPT-4). We control for multiple comparisons per annotator type using
the Holm method (***: p < 0.001; **: p < 0.01; *: p < 0.05).
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