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Abstract

Automatic evaluation approaches (ROUGE,
BERTScore, LLM-based evaluators) have been
widely used to evaluate summarization tasks.
Despite the complexities of script differences
and tokenization, these approaches have been
indiscriminately applied to summarization
across multiple languages. While previous
works have argued that these approaches corre-
late strongly with human ratings in English, it
remains unclear whether the conclusion holds
for other languages. To answer this question,
we construct a small-scale pilot dataset contain-
ing article-summary pairs and human ratings
in English, Chinese and Indonesian. To mea-
sure the strength of summaries, our ratings are
measured as head-to-head comparisons with
resulting Elo scores across four dimensions.
Our analysis reveals that standard metrics are
unreliable measures of quality, and that these
problems are exacerbated in Chinese and In-
donesian. We advocate for more nuanced and
careful considerations in designing a robust
evaluation framework for multiple languages.

1 Introduction

Ensuring the functionality of large language mod-
els (LLMs) in a variety of languages has been
important in increasing AI accessibility. Many
frequently used tasks and metrics for evaluating
these models have been originally developed for
English (Mielke, 2016). This propensity towards
English has led Bender (2019) to criticize the con-
flation between all-natural language tasks and natu-
ral language tasks in English. In fact, Ducel et al.
(2022) note that 30-40% of ACL articles do not
explicitly name the languages they evaluate.

The development of new multilingual LLMs,
such as BLOOM (Le Scao et al., 2023) and Aya-
23 (Aryabumi et al., 2024) have coincided with

∗Equal Contribution. †The work was done outside Capital
One.

increased interest in models that can fluently gener-
ate text in a wide array of languages (Dave, 2023).
How these models are evaluated in these languages,
however, remains understudied.

Researchers often assume that high scores from
automatic metrics indicate good summaries, be-
cause the metrics correlate strongly with human
ratings. Strong correlation in aggregate, however,
doesn’t necessarily imply that these metrics should
substitute for human judgments when determining
how much to trust a specific model output (Shen
et al., 2023; Liu et al., 2024). Anecdotally, lan-
guage generation in other languages varies in qual-
ity, and current practices for evaluating LLMs do
not easily adapt to non-English languages.

Automatic metrics designed to evaluate the
quality of generated summaries make assump-
tions about scripts and tokenizations that differ
drastically cross-lingually (Maronikolakis et al.,
2021; Sun et al., 2022). Previous works have re-
ported varying correlation relationships between
human annotation dimensions and automatic met-
rics (Kryściński et al., 2019; Rankel et al.,
2013; Fabbri et al., 2021; Krishna et al., 2023).
However, metrics like ROUGE (Lin, 2004) and
BERTScore (Zhang et al., 2019), while being used
commonly as standard evaluation for multilingual
summarization, are not carefully studied against
human annotations and preferences. More recently,
researchers suggest that LLMs such as GPT-4 can
be directly used to not only generate texts but to
evaluate them as well (Goyal et al., 2022; Liu et al.,
2023; Fu et al., 2023; Wang et al., 2023; Kocmi
and Federmann, 2023; Li et al., 2024; Chang et al.,
2024). However, this practice has not been thor-
oughly evaluated in languages other than English.

Our Contributions: This paper seeks to under-
stand whether existing metrics, namely ROUGE
and BERTScore, can be used reliably to evaluate
summaries across multiple languages, and whether
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GPT-4 can faithfully replace human evaluators in
the context of multilingual summarization. Our
contribution is two-fold.

First, we construct a pilot dataset1 for the evalua-
tion of existing multilingual summarization metrics.
It includes curated articles with human reference
summaries in English, Chinese, and Indonesian.
It also features pair-wise preference annotations
across four evaluation dimensions, comparing hu-
man references and LLM-generated summaries,
for a better understanding of “what is a good sum-
mary”. To rank these summaries, resulting Elo
scores are calculated from these pair-wise ratings.

Second, we revisit popular evaluation protocols
(automatic metrics and GPT-4 evaluations) and an-
alyze the correlation with human preferences using
our dataset. We argue that, in English evaluations,
correlations are too low in absolute terms to be used
as a reliable proxy for human preferences in head-
to-head comparisons. These practices are further
challenged when applied in multilingual settings.
Through our dataset contribution and correlation
analysis, we caution against indiscriminately ap-
plying English evaluation frameworks to other lan-
guages. We advocate for more research on design-
ing evaluations that explicitly account for multiple
target languages.

2 Data Collection

2.1 Document and Summary Collection
Our data collection focuses on summarization
of documents in three languages: English (EN),
Chinese (ZH)2, and Indonesian (ID)3. Each lan-
guage is from a different language family, Indo-
European, Sino-Tibetan, and Austronesian, respec-
tively. Based on the classification system by Joshi
et al. (2020), Indonesian is a medium-resource
language, while Chinese and English are high-
resource languages. Data collection is conducted
in two phases: summary collection and ranking
collection. For each language, five documents orig-
inally written in each language are selected by a
group of NLP researchers who are native speakers.
Each document is then summarized by five native
speakers and five large language models.

The documents are selected by our researchers
with the goal of capturing interesting and likely

1Our dataset will be released upon publication.
2https://en.wikipedia.org/wiki/

Chinese_language
3https://en.wikipedia.org/wiki/

Indonesian_language

challenging aspects of summarization. While the
sample size of our pilot study would make it diffi-
cult to draw strong conclusions about the difficulty
of each theme, they are selected due to known or hy-
pothesized failures of language models in dealing
with each topic or linguistic challenge specific to
each language as suggested by our native speakers.
Some documents are written in earlier time periods
in which writing styles differ from contemporary
writing. Other documents are for their recency
of publication, in order to minimize their risk of
contamination. Concurrent work (Subbiah et al.,
2024a,b) supports our hypothesis regarding LLMs’
emotional intelligence, noting their difficulty in
summarizing stories, particularly understanding
subtext. Additionally, we include examples from
scientific papers, recipes, social dilemmas, and hu-
mor based on prior criticism of LLMs’ abilities in
these topic areas (Heaven, 2022; Krishna and Metz,
2022; Jentzsch et al., 2019; Hossain et al., 2019).

2.2 Annotators Recruitment and Payment
For English and Chinese, we recruit students study-
ing at a US-based university. Our Indonesian an-
notators are based in Indonesia and hold at least
a college degree. Annotators submitted their sum-
maries online using Qualtrics surveys. Annotators
can only proceed with the tasks if they give explicit
consent to authors for retaining and distributing
their annotations. All annotators are compensated
with 18 USD per hour for up to two hours.

2.3 Human Summary Collection
In the Qualtrics surveys distributed to the annota-
tors, we disable the paste function to prevent the
use of LLMs. Additionally, to give context for the
study, we provide each annotator with a machine
translation of Dave (2023) in their native language
and explicitly request that annotators refrain from
using LLMs to write summaries. See Figure 10
in Appendix for the interface screenshot. For the
article presentation, the original article is presented
in a self-paced reading format (by truncating it into
digestible paragraphs) to ensure careful reading of
the document. To ensure we do not have empty
responses, we require a minimum of 20 characters
per language.

2.4 Model Summary Collection
The open-sourced models used are
BLOOMZ176B (Muennighoff et al., 2023),
Llama270B-chat (Touvron et al., 2023),
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Mistral7B-Instruct (Jiang et al., 2023),
Falcon180B-chat (Almazrouei et al., 2023).
The proprietary ones are GPT-4 (OpenAI,
2023), BARD (Manyika and Hsiao, 2023) and
PaLM-2text-bision-001 (Anil et al., 2023). GPT-4,
BARD and BLOOMZ are used for all languages.
Llama-2 is used for English and Indonesian.
Falcon is used for Chinese and Indonesian.
PaLM-2 is used in Chinese and English. We access
Llama270B-chat, Mistral7B-Instruct, Falcon180B-chat
via HuggingChat4. We collect summaries from
GPT-4 and PaLM-2text-bision-001 via their API and
BARD via its user interface. For BARD, as it
generates 3 alternative answers, we randomly
sample and use one of the generations. For
BLOOMZ176B, we use 2 80G NVIDIA A100
GPUs with a max length of 1024, and a temper-
ature of 1.0. We randomly sample generations
with the no repeat ngram size setting set to 2 and
with no ngram repetition penalty. We adopt three
summarization prompt templates from Ladhak
et al. (2020) and obtain prompt translations from
native speakers. The final model summary used
for the downstream ranking task is then randomly
sampled from these three possible generations.

2.5 Summary Ranking

As discussed in Section 3.1, annotators are pre-
sented with all 10 summaries in a pairwise fashion,
for a total of 45 pairs. For each pair, they are asked
to compare them according to the following four
annotation dimensions: (1) Self-Contained: Con-
tains the key points and enables you to understand
the original texts without needing to refer back to
them; (2) Fluency: Grammatically correct and flu-
ent regardless of the original texts; (3) Accuracy:
Contains no contradictions or misrepresentations
of the original texts and does not introduce infor-
mation that was not present in the original texts; (4)
Subjective Preference: Which summary would
you prefer to read if you don’t have time to read
the original article? For each dimension, they can
choose either summary or choose “Equally good”.
We collect 5 sets of human ratings for each pair. As
a result, we obtain 13,500 ratings for all languages.

We adopt a pair-wise evaluation approach in
our data collection, similar to recent instruction
tuning datasets used for RLHF or DPO (Ziegler
et al., 2019; Havrilla et al., 2023; Rafailov et al.,
2023). Pairwise comparisons enable the calculation

4https://huggingface.co/chat/

of Elo scores (Elo, 1978) for each summary across
different rating dimensions, facilitating more fine-
grained comparisons of summaries (Chiang et al.,
2023; Wu and Aji, 2023; Biderman et al., 2024) and
addressing some issues with Likert-scales (§3.1).

To understand to what extent LLMs can replace
human evaluators, we conduct the same ranking
experiment using GPT-45 and prompt it for its
preference over all possible summary pairs. The
prompt template replicates how human evaluators
are prompted in the ranking task. See the prompt
template in Appendix A.2.

3 Re-Evaluation Analysis

We provide a breakdown analysis of the correlation
within the annotation dimensions and between the
dimensions and automatic evaluation methods. We
report R2 values, the square of the Pearson correla-
tion for the analysis.6

3.1 Problems with existing metrics

We first highlight some challenges in contempo-
rary frameworks for summarization evaluation,
specifically SummEval (Fabbri et al., 2021) and
G-Eval (Liu et al., 2023).

SummEval uses a 5-point Likert scale for hu-
man annotation dimensions. However, social sci-
entists, have identified possible response bias to
these scales (Gove and Geerken, 1977; Cheung and
Rensvold, 2000), potentially resulting in skewed
rating distributions and uninformative rankings.
Moreover, the level of granularity reflected in the
ranking using the Likert scale is limited and recent
work argues that discontinuous metrics can lead
researchers to overestimate the capabilities of large
language models (Schaeffer et al., 2023, 2024).

Liu et al. (2023) shows GPT-4’s ratings exhibit
a high correlation with SummEval’s human anno-
tations (Spearman’s ρ = 0.541). While this cor-
relation surpasses previous metrics, it is still too
low to imply that one is an accurate proxy for the
other at the level of individual summaries. Figure 1
shows human vs. G-Eval ratings across all four di-
mensions. Differences in score distributions7 make

5The same version of GPT-4 is used for this task as the
summarization task.

6R2, or the coefficient of determination, are interpretable
as “the proportion of variance ‘explained’” by a linear
model (Nagelkerke, 1991), which allows us to measure to
what extent the variability in human ratings can be predicted
by our metrics. See Appendix Figure 5,6,7 and 8 for other
correlation computation.

7The mean absolute error (MAE) for each dimension
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Figure 1: G-Eval’s ratings of summaries from SummEval plotted against SummEval’s human ratings. Human
ratings are based on a Likert 5-point scale. Above each subplot, we report the mean absolute error.

G-Eval an unsuitable replacement for human eval-
uations: the variability in G-Eval scores within
a human-rated level indicates significant disagree-
ment. Additionally, humans and G-Eval have differ-
ent biases and artifacts. For instance, while humans
frequently assign8 a score of 5, G-Eval assigns no
summary a score of 5 in coherence, fluency, or rel-
evance. These type of artifacts suggest that, even if
a metric is state-of-the-art for the purposes of hill-
climbing, it might not be useful for other purposes,
e.g., selecting which among a set of summaries a
human is most likely to prefer.

3.2 Annotation Dimensions

Using our data for analysis (Figure 2(a)), we see
that human summaries generally are ranked rela-
tively higher across all the dimensions for all the
languages. The gap in Elo rankings between hu-
man and model summaries is smaller for English,
but more pronounced for Chinese and Indonesian9.

Figure 3 presents the correlation analysis within
the annotation dimensions. It’s consistent across
all languages that self-containedness is most cor-
related with subjective preference. Fluency on the
other hand is weakly correlated with all other di-
mensions. Considering the quality assessment for
fluency solely relies on the summary itself with-
out referring to the source article, it is possible for
a summary to be highly ranked in fluency but re-
ceive a bottom rank in other metrics. This trend
is most extreme between the accuracy and fluency
correlation for Chinese where there is almost no
correlation. See Table 4 in Appendix for examples.

ranges between 0.81 ∼ 2.04, meaning that the average rating
from G-Eval can deviate by 1 to 2 points on a 5-point scale
(see Appendix B for details).

882% summaries for consistency and 72% for fluency.
9For some documents, a model’s summaries are the most

preferred summary as human annotators can be noisy as well.
See Appendix D.1 for an example in Indonesian.

Figure 2: Elo scores distribution for human and model
summaries according to human and GPT-4 evaluators.

3.3 Correlation with Automatic Evaluation

We investigate the extent to which ROUGE and
BERTScore, as well as GPT-4 ratings, reflect hu-
man assessments of summaries. In Table 1, we
find stronger correlations (R2 > 0.5) between
ROUGE/BERTScore metrics and human ratings
in English. Correlations are significantly weaker
for Chinese and Indonesian.

Compared to Figure 2(a), we observe in Fig-
ure 2(b) the gap in GPT-4’s Elo scores between
human and LLM summaries is much smaller, indi-
cating that GPT-4 does not resemble human pref-
erences. In Table 1, only Chinese annotator’s rat-
ings for self-contained and subjective preference
correlate highly with that of GPT-4. We do not
observe significant patterns between GPT-4’s sum-
mary quality and ranking correlation (see Figure 9
in the Appendix D.2) across all languages.

3.4 Predicting Human Elo Scores with GPT-4

As in Section 3.1, we use MAE to measure how
accurately GPT-4 predicts human ratings of our
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Figure 3: Correlation between annotation dimensions across the three languages.

Self-Contained Fluency Accuracy Subjective Preference

R1 BS GPT-4 R1 BS GPT-4 R1 BS GPT-4 R1 BS GPT-4

EN 0.72 0.40 0.31 0.41 0.51 0.50 0.54 0.42 0.29 0.53 0.30 0.32
ZH 0.46 0.34 0.61 0.15 0.20 0.03 0.21 0.19 0.28 0.34 0.33 0.53
ID 0.40 0.47 0.41 0.26 0.42 0.01 0.36 0.48 0.19 0.38 0.47 0.19

Table 1: Correlation between human annotation dimensions and automatic metrics (ROUGE-1 and BERTScore) and
GPT-4 annotations. Values > 0.5 are bolded and min values per column are underlined. See values for ROUGE-2/L
in Appendix Table 6.

Self-
Contained Fluency Accuracy Subjective

Preference

EN 297.2 136.1 283.0 299.4
ZH 214.5 374.1 313.6 244.0
ID 289.0 382.7 331.0 364.1

Table 2: Mean absolute error (MAE) for Elo ratings
between human annotations and GPT-4 annotations.

summaries. Table 2 presents the MAE for each di-
mension in English, Chinese, and Indonesian, with
values ranging from 136.1 (Fluency in English) to
382.7 (Fluency in Indonesian). The average MAE
across dimensions and languages is 294. Since
these rankings are expressed in Elo scores, the dif-
ferences can be interpreted as relative strengths
between the two summaries. An Elo score differ-
ence of 0 indicates the two summaries are equally
likely to be preferred. In contrast, a score differ-
ence of 100 means the stronger summary has a 68%
chance of being preferred. At the high end of this
range, a score difference of 400 means the stronger
summary has a 91% chance of being preferred.

4 Discussion and Conclusion

In this work, we discuss the weaknesses of auto-
matic summarization evaluation methods. Current
assessment practices prioritize English, and use
the Likert scales to collect human ratings, which
potentially lead to skewed and uninformative an-
notation distributions. Instead, we propose to use
pair-wise comparisons as a more fine-grained rank-
ing approach, using Elo as our metric, and intro-

duce a pilot dataset for English, Chinese, and In-
donesian. Our findings indicate that human sub-
jective preferences are not highly correlated with
fluency and accuracy across languages, similar to
criticisms identified in English ratings in Hosking
et al. (2023). We measure how well automatic
evaluation predicts these human ratings with both
R2 values and Mean Absolute Error (MAE), as
opposed to other correlation metrics used in prior
evaluation work. R2 allows us to more stringently
characterize how much of the variability in Elos
scores is captured by an automatic metric. Addi-
tionally, MAE grounds the differences in human
preferences and automatic metrics, for the aver-
age example summary, within the scale of the Elo
scores. As in previous work (Zheng et al., 2023;
Panickssery et al., 2024; Alzahrani et al., 2024),
we also observe that GPT-4 ratings do not align
with human preferences, showing a higher prefer-
ence for LLM summaries. Therefore, we argue
that future metrics should be designed to better
predict human preferences and generalize across
multilingual settings (Winata et al., 2024).

Limitations

In this work, we examine the weaknesses of previ-
ous assessments of automatic summarization eval-
uation methods. Current assessments are limited
to English and rely on the Likert scale, which can
result in skewed and uninformative annotation dis-
tributions. To address these issues, we propose
using pairwise comparisons for more fine-grained
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rankings and introducing a small-scale pilot dataset
encompassing English, Chinese, and Indonesian.

One limitation of this study is its overall scale.
Our study is focused on a small number of lan-
guages, and, despite their diversity, these results
may not generalize to other lower-resource lan-
guages or languages of other language families.
The decision to focus on annotators primarily based
in the US and to compensate annotators compet-
itively at a fixed rate of 18 USD/hr constrained
the number of annotators and number of models
used during data collection. Moreover, rating sum-
maries in a pair-wise fashion results in exponential
scaling in the number of ratings per additional sum-
mary (

(
n
2

)
where n is the number of summaries),

which also limits the number of summaries we can
provide to raters within a given period of time.

This limitation is on top of the computational
constraints we faced, which resulted in heavy re-
liance on models that were available via API. Re-
searchers have criticized the use of proprietary
large language models for benchmarking due to
their lack of transparency (Rogers, 2023). Because
many of the models we use do not provide full de-
tails about their data provenance, we cannot deter-
mine with full certainty that none of our documents
have been used for training the models we study.
As a result, contamination remains a methodologi-
cal risk for these summaries and ratings (Golchin
and Surdeanu, 2023). Moreover, Chen et al. (2023)
observe that the performance of GPT–4 on stan-
dard benchmark datasets changes over time. Con-
sequently, we cannot assert that the ratings from
GPT-4 and the summaries from other API-accessed
models will remain consistent.

Additionally, the geographical focus of the US-
based annotators resulted in the selection of dias-
poric native speakers of Chinese who are fluent in
English and attending a university in the US. These
groups of annotators have notable differences from
their peers in their home countries, who may not
be multilingual or have the same level of education
or experiences abroad.

Finally, we acknowledge the criticisms of the AI
development process identified by Sambasivan and
Veeraraghavan (2022), in which researchers can
fail to fully recognize the skills of domain experts.
While the team of authors includes native speak-
ers of each language, many of these researchers
live outside their home countries and communities
in which these languages are locally spoken; re-

searchers such as Hadgu et al. (2023); Jones et al.
(2023); Brown et al. (2024) have argued for the de-
velopment of language technologies within and led
by the communities that locally speak the language.

Ethics Statement

This work aims to investigate the current standard
evaluation summarization protocol when applied
to non-English languages and advocate for assum-
ing multiple target languages for the future design
of evaluation metrics. As noted in our limitation
section, the lack of transparency regarding the data
provenance of many of the models we use prevents
us from having full knowledge of how the builders
of these models obtained their training data. During
the annotation collection, we record detailed demo-
graphic data relevant to annotators’ language pro-
ficiency and offer equal hourly rates to annotators
regardless of their countries of residence. We also
carefully select culturally relevant documents and
avoid articles from translation. Given that model
summaries could contain unverified content when
releasing the data, we provide detailed documen-
tation to differentiate human and model-generated
summaries as well as the specificity of the models
used.
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A Details on Data Collection Pipeline

A.1 Model Summary Collection
We adopt three summarization prompt templates from Ladhak et al. (2020) and obtain prompt translations
from native speakers. The final model summary used for the downstream ranking task is then randomly
sampled from these three possible generations. Prompt templates used for generating model summaries
can be seen below.

English prompt 1:
<doc>
===
Write a summary of the text above in English:

English prompt 2:
Article in English: <doc>
Summary in English:

English prompt 3:
<doc>
How would you rephrase that briefly in English?

Chinese prompt 1:
<doc>
===
用中文写出以上文字的摘要：

Chinese prompt 2:
中文文章：<doc>
中文摘要：

Chinese prompt 3:
<doc>
你会如何用中文简单地改述一下？

Indonesian prompt 1:
<doc>
===
Tuliskan sebuah rangkuman dari teks di atas dalam bahasa Indonesia:

Indonesian prompt 2:
Artikel dalam bahasa Indonesia:
<doc>
Rangkuman dalam bahasa Indonesia:

Indonesian prompt 3:
<doc>
Jika Anda menuliskan ulang teks barusan secara ringkas dalam bahasa
Indonesia, bagaimana?

19485



A.2 Ranking Collection
For human ranking collection, please see the interface of the survey in Figure 12. Example prompts used
to collect pair-wise ranking for English articles from GPT-4 can be seen below. The texts are translated to
the target languages for articles in other languages.

Imagine you have a very busy friend who does not have time to read
the document but needs to know the key ideas of it by reading a good-
quality summary. Since there can be multiple dimensions to assess
the quality of summaries, in each pair of the summaries presented,
you need to pick the one that you think is better in each quality
aspect.

Your Task: You will be presented a document to read, then to rate
multiple pairs of summaries. The different quality metrics include:

Self-Contained: the summary contains the key points and enables you
to understand the original texts without needing to refer back to
it.
Fluency: the summary is grammatically correct and fluent regardless
of the original texts.
Accuracy: the summary contains no contradictions or
misrepresentations of the original texts and does not introduce
information that was not present in the original texts.
Subjective preference: which summary would you prefer to read if you
don’t have time to read the original article?

Below is a document that we have selected for summarization.
{{doc}}

Below are two summaries for you to compare:
Summary 1:
{{sum1}}

Summary 2:
{{sum2}}

Please rate the summaries on the following aspects.

Self-Contained: the summary contains the key points and enables you
to understand the original texts without needing to refer back to
it.
Fluency: the summary is grammatically correct and fluent regardless
of the original texts.
Accuracy: the summary contains no contradictions or
misrepresentations of the original texts and does not introduce
information that was not present in the original texts.
Subjective preference: which summary would you prefer to read if you
don’t have time to read the original article?

For each of the aspect, please answer "Summary 1" if you think
Summary 1 is better, "Summary 2" if you think Summary 2 is better,
or "Equally good" if you think they are equal.
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Figure 4: Automatic metric scores or human and model
Summaries.

B Analysis of G-Eval Results

We use the data reported in the G-Eval GitHub
repository10 to measure the relationship between G-
Eval ratings and SummEval’s human ratings. For
each dimension, we calculate the mean absolute
error. Fluency ratings from G-Eval have the highest
MAE of 2.04; G-Eval’s fluency ratings only range
from 1 to 3 out of 5. Similarly, G-Eval does not give
any of the summaries in the dataset a coherence
rating of five.

C Automatic Metric Scores

ROUGE (Lin, 2004), including Rouge-1/2/L, has
become the standard practice for evaluating sum-
marization quality. It relies on n-gram matching be-
tween a ground-truth reference and the prediction.
Model-based metrics like BERTScore (Zhang et al.,
2019) which utilize models’ representations to mea-
sure the cosine similarity between prediction and
the ground truth, have also gained popularity for
summarization evaluation. In each case, these met-
rics assume a single human-authored summary per
document to utilize as ground truth. Freitag et al.
(2020) note that the quality of evaluations produced
by automatic metrics can be limited by the quality
of underlying human-authored references, and sug-
gests the use of additional references to improve
the quality of evaluations. Our dataset includes
multiple human-authored summaries per document.
Given the varying quality of human summaries,
we selected the two summaries with the highest
average Elo score across all rating dimensions as
the reference summaries. For each metric, we then
average the scores from each available ground truth

10https://github.com/nlpyang/geval

summary to calculate each automatic metric.11

Each of these metrics is most typically used in
English-language contexts and requires some con-
sideration when applying them to non-English lan-
guage data. For example, Grusky (2023) evalu-
ate the accuracy of various software packages to
calculate ROUGE scores in English and find that
many packages differ in their preprocessing and
calculations, resulting in differences between the
resulting scores and the scores produced by the
software package authored by Lin (2004). How-
ever, the preprocessing steps typically utilized in
these packages are not best suited for Chinese. In-
stead, we utilize the ROUGE package associated
with Hasan et al. (2021), which builds off Google
Research, due to its use of Sun for Chinese tok-
enization. Similarly, BERTScore requires the use
of a particular layer of BERT to calculate scores,
yet Zhang et al. (2019) do not provide recommen-
dations for which layers to use from monolingual-
BERTs in Indonesian. Koto et al. (2020) use
bert-base-multilingual-cased to cal-
culate BERTScore, though other datasets in In-
donesian such as Cahyawijaya et al. (2023) rely
only on ROUGE. For consistency, we also use
bert-base-multilingual-cased to cal-
culate BERTScore for each language as it is trained
in all three languages.

Figure 4 shows the distribution of each automatic
metric across documents in each language. For
each metric, scores in Indonesian tend to be the
lowest. Additionally, the median LLM-authored
summary has a lower score than the median human-
authored summary. However note that as discussed
in the previous section (see also Appendix D.1), it
does not imply that human-authored summaries are
always preferred by human annotators.

D Correlation Analysis

We use R2 as the correlation metric, we also pro-
vide heatmaps for different correlation coefficients
in the Appendix for more comparable analysis
with previous works. See Figure 5 for a complete
heatmap for R2, Figure 7 for Pearson, Figure 8 for
Kendall’s τ and Figure 6 for Spearman’s ρ.

11Note that if the summary is one of the top-two human
summaries, the summary only uses the other of the two sum-
maries as the ground truth summary to calculate automatic
metrics.
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Figure 5: R2 values for all dimensions and metrics.

Figure 6: Spearman’s ρ for all dimensions and metrics.

Figure 7: Pearson’s correlation coefficients for all dimensions and metrics.

19488



Figure 8: Kendall’s τ for all dimensions and metrics.

D.1 Human Summary vs. Model Summary

While the median summary from human annotators
has a higher Elo rating than that from an LLM, in
some cases humans rank LM’s summaries to be the
highest. A similar observation has been mentioned
in previous work (Sottana et al., 2023). As shown
in Table 3, among the five documents in each lan-
guage, 4 in English and 2 in Indonesian have the
highest Elo scores for subjective preference. Only
for the accuracy of documents in Indonesian, hu-
mans consistently rate human summaries higher
than LLM-authored summaries.

Lang Self-cont. Flu. Acc. Pref.

EN 2 2 2 4
ZH 1 1 1 0
ID 2 1 0 2

Table 3: Number of Occurrences when the top-ranked
summary is produced by LLM.

D.2 Human Evaluator vs. GPT-4 Evaluator

Between human annotated dimensions and GPT-
4’s ones, there is also a strong correlation between
GPT-4 rated self-containedness and human-rated
subjective preference in Chinese, which is not ob-
served in the other languages (See Figure 5 in Ap-
pendix). Fluency from GPT-4 ratings has almost no
correlation with all the dimensions for Chinese and
Indonesian. On the contrary, for English, GPT-4
fluency is the most correlated metric with all the
human annotation dimensions. Regarding GPT-4
Ranking Proficiency and Summary Quality, in Fig-
ure 9, the ideal relationship is the off-diagonal line,
showing that when the GPT-4’s ranking resembles

humans’ ranking more, GPT-4 also tends to pro-
duce better-quality summaries. Therefore, there is
no clear relationship between its generation capa-
bility and the quality of the evaluation it produces.

D.3 Automatic Metrics vs. GPT-4 Evaluations
Do earlier methods reflect the evaluation of GPT-4?
For the automatic metrics we study, the scores they
provide typically are not correlated with the evalu-
ations of GPT-4. The correlations are shown in de-
tail in Figure 5 between automatic dimensions and
GPT-4 annotated dimensions. One exception to this
trend we observed is the higher correlation among
English language documents between BERTScore
and GPT-4’s fluency ratings (R2 value of 0.67).
We find that GPT-4’s fluency ratings of English
language documents are the most correlated with
these metrics.

E Dataset Distribution

The source articles and summaries have been manu-
ally inspected and do not contain personal informa-
tion or offensive content. All annotator information
is anonymized in our analysis. We will release the
human-written and model-generated summaries ac-
companied with links pointing to the source articles.
All pair-wise rankings across four dimensions will
also be released. The dataset will be licensed under
CC BY-SA 4.0 with source documents already in
the public domain.
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Author Summary Accuracy ↑ Fluency ↑
Human 宜开张圣听，不宜妄自菲薄。 1315 595
Annotator 2 宫中府中，俱为一体，陟罚臧否，不宜异同。宫中之事，宜向侍中、侍郎郭攸之、费、董允等咨之。

营中之事，宜向将军向宠咨之。
宜亲贤臣，远小人。侍中、尚书、长史、参军，此悉贞亮死节之臣也，愿陛下亲之信之。
愿陛下托臣以讨贼兴复之效。
This is the moment to extend your divine influence, Don’t belittle yourself.
For matters within the palace, it is appropriate to consult with Attendant Guo Youzhi, Fei Yi,
Dong Yun, and others. For matters within the camp, it is appropriate to consult with General Xiang Chong.
It is appropriate to be close to virtuous ministers and to keep away from petty people.
The attendants, secretaries, chief historians, and military advisors are all loyal and upright ministers
who are willing to die for their principles. I hope Your Majesty will be close to them and trust them.
I hope Your Majesty will entrust me with the task of punishing traitors and reviving the country.

Author Summary Self-contained ↑ Fluency ↑
Human 本文详细介绍了烫种鲜奶吐司的制作流程。首先本文概述了烫种鲜奶吐司的特点， 643 1058
Annotator 5 制作的要点，和制作前需要准备的用料。接着本文从制作烫种，打面，发酵，醒面，擀面，

装盒，设定烤箱，拖模的流程，详述了如何制作吐司。
This article provides a detailed description of the process for making scalded milk toast.
First, the article outlines the characteristics of the scalded milk toast, key points to consider during production,
and the ingredients that need to be prepared before starting. Then, it describes the steps of making
the scalded dough, kneading, fermenting, proofing, rolling out the dough,
placing it in the mold, setting the oven, and demolding, explaining how to make the toast.

BLOOMZ 数百万种蛋白质可生成无限的多样性，然而抗体种类丰富，是人工智能可以应用于治疗领域 428 1336
的一个极好例子。约翰斯·霍普金斯大学教授Jeffrey Gray和团队
提出了一种方法来生成用于抗癌疗法或其他治疗的抗体数据库。他们为人工智能设计了一种模型称为

「免疫蛋白语言的语言生成」，他们在《自然》（Nature）杂志上报道了这一研究成果，
该软件甚至可以预测抗体与癌细胞结合的能力。
Millions of proteins can produce infinite diversity, yet the wide variety of antibodies is a prime example
of how artificial intelligence can be applied in the field of therapy. Professor Jeffrey Gray
of Johns Hopkins University and his team proposed a method to generate a database
of antibodies for cancer treatment or other therapies. They designed a model for artificial intelligence called
”language generation for immunoprotein language.” They reported their research findings
in the journal ”Nature,” and the software can even predict the ability of antibodies to bind with cancer cells.

Table 4: Summaries in Chinese who receive drastic scores between fluency and another metric. The first row shows
an example where the annotator adopts the same ancient writing style as the source article, which receives a lower
fluency score. The second row shows an overly brief summary written by annotator 5, which rated high in fluency
but low in self-containeness. The last row shows a summary generated by BLOOM which is completely fluent but
all the details are hallucinated compared to the source article.

Figure 9: Scatterplots of human ratings of GPT-4 summaries and correlation between human and GPT-4 rankings.
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Model Summary Subjective Preference ↑
Human Menceritakan tentang kelirunya pikiran bahwa ”serikat sekerja tidak boleh berpolitik’. Nyatanya, bahwa 803
annotator 1 pergerakan sekerja harus melawan tiap stelsel kapitalisme, menghilangkan tiap stelsel kapitalisme, mengejar

stelsel produksi yang sama rasa sama rata.

GPT4 Artikel ini ditulis oleh Soekarno pada tahun 1933 berjudul ”Bolehkah Sarekat Sekerdja Berpolitik?”. 1427
Dalam artikel ini, Soekarno membahas tentang konferensi pekerja di Surabaya dan beberapa keputusan
penting yang diambil dalam konferensi tersebut. Keputusan tersebut melibatkan upaya memperbaiki
nasib pekerja di seluruh sektor (sosial, ekonomi, politik) dan upaya untuk menjalankan produksi secara sosialis.
Beberapa penulis, seperti J.D.S di ”Suara Umum” dan S. di ”Pemandangan” menulis bahwa sindikat pekerja
tidak boleh berpolitik. Soekarno membantah pandangan ini, dengan menyatakan bahwa pergerakan
sindikat pekerja harus berpolitik. Menurutnya, visi baru bahwa pergerakan sindikat pekerja harus berpolitik
adalah hal yang perlu dan benar. Soekarno menekankan bahwa pergerakan para pekerja harus melawan setiap
bentuk kapitalisme dan mengejar sistem produksi yang adil dan rata. Dia mengutuk pandangan bahwa kehidupan
pekerja dapat diperbaiki tanpa menjadikan produksi sebagai suatu urusan politik. Menurut Soekarno, pergerakan
sindikat pekerja di Amerika dan Eropa telah memperjuangkan hal yang sama, meski bukan merupakan bagian dari
gerakan Bolshevik. Dia berpendapat bahwa asosiasi pekerja seperti N.V.V, I.I.T.F., dan R.G.I, yang mencapai
dari kanan ke kiri, semuanya anti-kapitalisme dan melawan kapitalisme, meski tidak semuanya Bolshevik.
Selanjutnya Soekarno meminta para pemikir radikal dan modern untuk melepaskan pandangan konvensional
yang menyatakan bahwa divisi kerja dan politik adalah dua hal yang saling bertentangan. Dengan demikian,
Soekarno mengajak pembacanya untuk melihat bahwa pergerakan pekerja memang seharusnya berpolitik,
dan membuat perubahan yang signifikan dalam masyarakat dan ekonomi.

Table 5: Summaries comparison between human written text Text vs. GPT4 generated text from an Indonesian
Article. Here human annotators prefer summaries by GPT-4 rather than human writers due to the detailedness of the
former.

Self-Contained Fluency Accuracy Subjective Preference

R2 RL R2 RL R2 RL R2 RL

EN 0.61 0.62 0.38 0.48 0.53 0.56 0.44 0.47
ZH 0.25 0.44 0.04 0.16 0.11 0.18 0.15 0.33
ID 0.23 0.36 0.11 0.25 0.20 0.34 0.22 0.37

Table 6: Correlation between annotation dimensions and ROUGE-2/L. Values > 0.5 are bolded and min values per
column are underlined.

19491



Figure 10: Intro page of the English summarization
Task. Lines are redacted for anonymity.

Figure 11: Intro page of the English ranking Task. Lines
are redacted for anonymity.
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Figure 12: Interface of the English Ranking Task.
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