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Abstract

Language models are widely used in com-
putational psycholinguistics to test theories
that relate the negative log probability (the
surprisal) of a region of interest (a substring
of characters) under a language model to
its cognitive cost experienced by readers, as
operationalized, for example, by gaze duration
on the region. However, the application of
modern language models to psycholinguistic
studies is complicated by the practice of using
tokenization as an intermediate step in training
a model. Doing so results in a language model
over foken strings rather than one over char-
acter strings. Vexingly, regions of interest are
generally misaligned with these token strings.
The paper argues that token-level language
models should be (approximately) marginal-
ized into character-level language models
before they are used in psycholinguistic studies
to compute the surprisal of a region of interest;
then, the marginalized character-level language
model can be used to compute the surprisal of
an arbitrary character substring, which we term
a focal area, that the experimenter may wish
to use as a predictor. Our proposal of marginal-
izing a token-level model into a character-level
one solves this misalignment issue indepen-
dently of the tokenization scheme. Empirically,
we discover various focal areas whose surprisal
is a better psychometric predictor than the
surprisal of the region of interest itself.

https://github.com/rycolab/
psycho-toke

1 Introduction

Language models (LMs) have become a popular
tool for computational psycho- and neurolinguists,
who use them to instantiate and test executable
linguistic theories (Futrell et al., 2019; Schrimpf
et al., 2021; Baroni, 2022). While there are various
ways to operationalize theories of language pro-
cessing using LMs (e.g., Caucheteux et al., 2023;
Hoover et al., 2023; Giulianelli et al., 2024a,b;

*The gray bars above each character of the title are propor-
tional to its character-level surprisal under GPT-2.

Frank, 2024), their most common use in this area is
to produce a specific quantity of interest: the proba-
bility of a character string given a context, conven-
tionally mapped to the string’s negative log prob-
ability, also known as its surprisal. Surprisal has
been posited to correlate with the difficulty incurred
by a comprehender processing that word (Hale,
2001; Levy, 2008). And, estimates of surprisal ob-
tained from neural LMs have proven to be signifi-
cant predictors of a broad range of psycholinguistic
measurements of processing difficulty (Goodkind
and Bicknell, 2018; Shain et al., 2020; Wilcox et al.,
2023; Michaelov et al., 2024, inter alia), providing
ample empirical support for the role of surprisal
in psycholinguistics theory, in addition to other
predictors, e.g., word length and unigram surprisal.

Modern language models do not provide direct
access to contextual probabilities at the character
level. Instead, they provide a distribution over
strings of fokens, supercharacter units that are in-
duced during a pre-processing step, e.g., by the
byte-pair encoding tokenizer (BPE; Sennrich et al.,
2016). However, in computational psycholinguis-
tics, it is often necessary to compute the surprisal of
an arbitrary character substring of the stimulus. For
example, the predictability of the first three charac-
ters of a word, which can be viewed parafoveally, is
known to be an important predictor of whether the
region is going to be skipped by the reader (Rayner
et al., 1982; Blanchard et al., 1989; Rayner et al.,
2011, inter alia). And, to properly model a region’s
skip rate under surprisal theory, we should use the
surprisal of the first three characters, rather than
the surprisal of the entire region, as a predictor. A
complication arises when the first three characters
of the region do not correspond to a token, and we
have to marginalize over all token strings that start
with those three characters.

Because performing such a marginalization over
token strings is computationally expensive and
therefore requires approximation (Cao and Rimell,
2021; Chirkova et al., 2023; Vieira et al., 2024),
it has yet to be adopted among computational psy-
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cholinguists. Indeed, the literature lacks guiding
principles for how computational psycholinguists
should properly apply token-level language models
to the field’s inherently character-level problems.
For instance, a number of recent studies have
blurred the line between algorithmic and linguistic
concerns (Oh et al., 2021; Nair and Resnik, 2023;
Giulianelli et al., 2022; Beinborn and Pinter, 2023;
Oh and Schuler, 2024; Pimentel and Meister, 2024;
Yee et al., 2024, inter alia). In particular, two
recent studies (Oh and Schuler, 2024; Pimentel and
Meister, 2024) suggest it is important to include
a word’s trailing whitespace in the computation of
the word’s surprisal to account for the mismatch
between tokens and words.! Both are motivated
by a peculiarity> of the BPE tokenizer itself
rather than a deeper appeal to linguistic theory:
Examining standard practice in experimental eye-
tracking research reveals that regions of interest
are typically defined to include the preceding
whitespace rather than the trailing one (Rayner,
1979; Pollatsek and Rayner, 1982; McConkie et al.,
1988, inter alia). We attribute the focus on trailing
whitespace to the obfuscated relationship between
token-level and character-level surprisal.

Our paper clarifies the proper role of tokeniza-
tion in surprisal theory: We take the stance that
tokenization is irrelevant. First, we note psycholin-
guistic stimuli should be viewed as character
strings rather than foken strings. This follows from
the observation that human linguists construct
psycholinguistic stimuli without regard for any
given LM’s token alphabet. Then, as is common,
the stimuli are divided into regions of interest
(character substrings of the stimulus) for which
the experimenter gathers a psycholinguistic mea-
surement. Note that treating regions of interest as
character strings does not prevent the experimenter
from claiming they represent morphemes, words,
or phrases, all of which are built from characters
in text form. Finally, the experimenter collects the
psycholinguistic measurements associated with
each region. None of the above steps makes use of
tokenization schemes, completing our argument.

A problem with respect to tokenization first
arises when the experimenter analyzes the mea-

!See Marantz (2001), Haspelmath (2011), and Krauska and
Lau (2023) for a discussion of various difficulties in defining
the notion of a word in linguistic theory; thus, in the remainder
of the paper, we use the term region of interest.

The peculiarity in question is that standard implemen-
tations of BPE have the property that whitespace may occur
at the beginning of a token but at no other place in the token.

surements they collected by means of a language
and the regions of interest they decomposed their
stimuli into do not neatly align with a string of
tokens, or when the experimenter wishes to com-
pute the surprisal of a sub- or super-string of the
region. In this paper, we contend that the solution
to this problem is to marginalize the token-level
LM into a character one before using it to compute
surprisal. Moreover, on this view, such marginal-
ization constitutes an algorithmic problem, but not
a theoretical one for psycholinguistics.

Because computational psycholinguists have
yet to convert pretrained token-level LMs into
character-level ones through marginalization, we
contend that they have yet to explore many poten-
tially effective surprisal-based predictors. In our
experimental section, we test the degree to which
the choice of various substrings of the stimulus
that overlaps the regions of interest, which we term
focal areas, affect recent empirical findings in
surprisal theory. We perform such an exploration
by means of Vieira et al.’s (2024) approximate
marginalization scheme. Across four datasets of
eye-tracked reading times, we consistently find that
computing the surprisal of the entire region of inter-
est (with leading or trailing whitespace) rarely leads
to the most effective surprisal-based predictor. For
instance, as hinted at above, we observe that on the
CELER dataset (Berzak et al., 2022), the surprisal
of the first three characters is a significantly better
predictor of skip rate. On the Provo and MECO
datasets (Luke and Christianson, 2018; Siegelman
et al., 2022), the surprisal of the first characters of
a region—either determined by a fixed-size or a
dynamically sized focal area extending over typical
rightward word identification spans—is on par with
the surprisal of the full region. Finally, on the UCL
dataset (Frank et al., 2013), including a look-ahead
focal area that peeks at the subsequent region
significantly improves reading time predictions.

2 Formalizing Psycholinguistic Stimuli

We now offer an abstract formalization of the stim-
uli present in a sentence-processing experiment.

2.1 Alphabets and Strings

We overview the building blocks of digitalized
language: alphabets and strings. An alphabet
is a finite, non-empty set. We use capital Greek
letters to denote alphabets, e.g., we use X for an
alphabet of characters, typically bytes. Let >*
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be X’s Kleene closure, i.e., the set of all strings
formed from X, and let 2t £ $* \ {¢}, where e
is the empty string. Given a string o = o1 --- oy
of N characters, we write O(ij) = Oitl " 0j-1,
U[i,j) O 0j—1, U(i,j] = Oj41°"°0j and
Olij] = i "0 for1 < ¢ < j < N. Further-
more, we write o < o if o is a prefix of o” and
o < o’ if o is a proper prefix of o”. We denote
string concatenation with juxtaposition: o o”’.

2.2 Regions of Interest

In many psycholinguistic experiments, participants
are presented with a character string o as a
stimulus, and various neural or behavioral
responses to the stimulus are measured. To focus
those measurements on parts of the string, the
experimenter generally divides o into regions of
interest. The most common regions of interest
considered in psycholinguistic experiments are
white-spaced separate substrings of the stimulus,
often referred to as words. However, one can
just as easily experiment with regions of interest
based on smaller (e.g., morphemes) or larger (e.g.,
constructions or sentences) units. We now give a
formal definition of a region of interest.

Definition 1. Let o € X* be a non-empty stimulus.
Let N be its length. A region of interest (ROI)
p = l[i,j) withl < i < j < N is a non-empty
interval that correspond to a substring of o, which
we denote as o p, . We refer to op, as the ROI’s
yield or simply the ROI when clear from context.
We say that a sequence of regions of interest

<Pk>£(:1 is segmentative if o, - 0p, = 0.

K

2.2.1 Example 1: Self-paced Reading

In a self-paced reading experiment (Aaronson and
Scarborough, 1976; Just et al., 1982; Rayner, 1998;
Enochson and Culbertson, 2015), the experimenter
decomposes each stimulus o € ¥V into a sequence
of ROIs <pk>§:1. The stimulus is then presented
to the participant one ROI at a time, and the partici-
pant must click a button to progress to the next ROL.
The measurement associated with each ROI is the
time elapsed between the initial presentation of an
ROI and the participant’s pressing of a button.

As an example, consider the following stimulus
taken from the UCL corpus (Frank et al., 2013):

(1) Anne lost control and laughed.

When viewed as a string of characters o € T
(where X is the set of Unicode symbols), (1) is best

thought of as the following Unicode string:
(2) Anne_lost_control_and_laughed.

where we have visualized the whitespace . for clar-
ity. While it may seem like a triviality at first blush,
graphical markers of boundaries, e.g., whitespace,
do play a role in reading behavior (Pollatsek and
Rayner, 1982). Moreover, the whitespace .. be-
comes relevant when we extract a surprisal estimate
from a language model, as discussed in §3. Con-
sider the following natural first pass at a sequence
of ROIs, and related substrings (o, )%, for (2):

(3) (Anne, lost, control, and, laughed)

with whitespaces and the sentence-final period
omitted to accommodate the self-paced paradigm.
In our terminology, such a sequence of ROIs is
called non-segmentative. However, a segmenta-
tive sequence of ROIs is generally desired, and the
following two sequences are natural choices:

(4) (Anne, _lost, _control, _and, .laughed)

(5) (Anne_,lost., control., and.., laughed)

Indeed, Oh and Schuler (2024) take the stance that
(5) is a better choice than (4). Specifically, they ar-
gue that, in a self-paced reading experiment where
the regions of interest are generated by splitting the
stimulus o on the whitespace symbols _, the reader
knows the character string displayed on the screen
must be followed by the whitespace symbol .. We,
however, contest this point. We agree, of course,
that in such a setup, the participant knows that the
symbols displayed must be followed by a whites-
pace _. However, the reader symmetrically knows
that the character string was preceded by a whites-
pace _, but the surprisal of this preceding whites-
pace is attributed to the previous ROI. Thus, that
the reader has knowledge of an ROI’s surrounding
whitespace, as is endemic to the self-paced reading
paradigm, neither implies that the surprisal of those
whitespace symbols should be lumped in with the
ROT’s surprisal nor gives us a reason to include
the trailing whitespace and to omit the preceding
whitespace if we are forced to choose.

Building on this, one alternative is to include the
relevant whitespace in all regions of interest:

(6) (Anne_, _lost., _control._,_and., .laughed.)

This choice, however, leads to a non-segmentative
sequence of ROIs. Such a non-segmentative se-
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quence is undesirable because it makes it impossi-
ble to cleanly divvy up the measurements among
the ROIs due to the overlap among them. Neverthe-
less, choosing a surprisal-based predictor in a man-
ner that takes into account both the preceding and
trailing whitespace may be a good and useful idea.
To accommodate this, we augment the notion of an
ROI with that of a focal area, discussed in §3.3.

2.2.2 Example 2: Eye-tracked Reading

We now turn our attention to eye-tracked reading,
another widely used psycholinguistic method for
studying real-time sentence processing (Rayner,
1998; Rayner et al., 2006; Frank et al., 2013). In an
eye-tracked reading experiment, participants natu-
rally read a stimulus o displayed on a screen while
a camera tracks their eye movements. Unlike the
self-paced reading task, where the experimenter’s
flexibility in defining different types of ROIs is
limited by the task’s ROI-by-ROI design, the eye-
tracked reading paradigm does not provide an in-
herent notion of an ROI. Suppose a participant is
presented with the stimulus string in Ex. (2). It
would be a natural decision for the experimenter to
design segmentative ROIs with yields:

(7) (Anne, _lost_control, _and_laughed.)

if they were interested in studying verb phrases,
and to then allot the measurements accordingly.
More frequently, however, the experimenter
would define a segmentative sequence of ROIs
split around whitespace boundaries. This might
result in sequences of ROIs such as (4) and (5).
This choice of ROIs might be meaningful, for
instance, for a study on fixation duration under the
hypothesis that whitespaces aid word identification
processes and should thus have an effect on
saccade latency (Fisher, 1975; Malt and Seamon,
1978). An alternative to segmentative ROIs such as
(4) and (5) would be to exclude whitespaces from
ROIs as in (3), with reading time measurements
post-processed such that only fixations to the
three whitespace-separated substrings composing
the sentence are retained. This would be in line
with evidence that readers use word boundary
information in saccade planning to decide where—
rather than when—to move their gaze (Rayner
and Pollatsek, 1981; Pollatsek and Rayner, 1982),
and that therefore whitespaces should not have
an effect on saccade latency. However, excluding
fixations on whitespace would discard data.

2.3 Much Ado About Trailing Whitespace

Two recent studies (Oh and Schuler, 2024; Pi-
mentel and Meister, 2024) suggest that it is impor-
tant to include the trailing whitespace and exclude
the preceding whitespace in the definition of ROIs?
in the context of surprisal theory; indeed, Pimentel
and Meister (2024) state that the exclusion of a trail-
ing whitespace is incorrect. With this backdrop, we
offer an alternative view on this prescription. First
and foremost, ROIs are typically determined by
the experimenter who collected the dataset, and
their choice of ROIs is already reflected in the
psycholinguistic measurements reported; see §2.4.
Thus, whether or not we wish to post-pend a trail-
ing whitespace to an ROI’s yield should primarily
be informed by the data collection itself. Luckily,
the role of whitespace in eye-tracking studies is
already heavily investigated. In the traditional eye-
tracking paradigm, ROIs are typically defined such
that their yields include the preceding whitespace
(Rayner, 1979; Pollatsek and Rayner, 1982; Mc-
Conkie et al., 1988, inter alia). The justification for
this choice stems from the fact that “people tend to
direct their gaze to a point just left of the center of a
word more frequently than to other locations” (Mc-
Conkie et al., 1988). Moreover, as it is standard
practice for ROIs to be segmentative (including
whitespace in their yields) as the reader is taken
to be fixating on one ROI at a time, the trailing
whitespace must be excluded.

The situation is slightly different in the context
of the digital corpora annotated with eye-tracked
reading times used for larger-scale surprisal studies.
For instance, Provo (Luke and Christianson, 2018),
MECO (Siegelman et al., 2022), CELER (Berzak
et al., 2022), and PoTeC (Jakobi et al., 2024) all
divide the separating visual whitespaces equally
between the preceding and the trailing ROI. When
the yields of the ROIs are presented to a participant
on a screen, as is the case with eye-tracking studies,
it is possible to divide the whitespace displayed on
the screen in half, associating the fixations in each
half to the corresponding ROI. However, in the con-
text of character strings one cannot perform such
a splitting: The whitespace symbol _ is indivisible.
Thus, in the case of these corpora, that is up to the
modeler to determine how they wish to associate
the indivisible whitespace symbol .. with the ROI;
the data cannot inform the decision. In these cases,
we view whether one includes a preceding or trail-

3Both studies refer to ROIs as words.
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ing whitespace in the yields of the ROI as an em-
pirical question and not a matter of correctness. No
eye-tracking study to the authors’ knowledge, how-
ever, associates a trailing whitespace with an ROI.
Finally, we note there is no inherent linguistic
reason a trailing whitespace belongs to its preced-
ing ROI, but contend that the ROIs used in sur-
prisal studies should be the same ROIs the exper-
imenter collected the data under. However, in §3.3,
we discuss a more general abstraction for choosing
what substring one should compute the surprisal of
that is more detached from the specific choice of
ROI in an attempt to resolve the tension between
choosing the most useful surprisal-based predictors
and respecting the data as they were collected.

2.4 Psycholinguistic Data

Saccade latency, discussed at the end of §2.2.2, is
one example of the type of data gathered in a psy-
cholinguistic experiment. More generally, during
experimentation, we say a psycholinguist collects
a measurement, abstractly denoted ¢/(p;,) € R
for each ROI p,. The measurement is typically
a neural or behavioral response of the participant
to consuming the stimulus segment p,,, e.g., the
time elapsed between keystrokes in a self-paced
reading experiment (Just et al., 1982), the duration
of a participant’s first fixation on the ROI (Rayner,
1998), or the voltages produced by neural activity
corresponding to that fixation (Donchin, 1979). To
explain or better understand the measurements for
each ROI, the psycholinguist constructs a set of
explanatory variables to predict the measurements.
Regression analysis is applied to gain insight into
the underlying aspects of human language process-
ing that generated the measurements.

3 Language Models as Predictors

In psycholinguistics, LM-derived predictors are
commonly used to predict measurements such as
the participants’ reading time for an ROI. We now
give an overview of the necessary background.

3.1 Language Modeling

A language model p is a probability distribution
over X*. We define p’s prefix probability E)(o-)
as the probability that a string drawn from p begins
with a particular string o € ¥*:

?(a') o Z 1{0' = a’}p(a’) . (1)

o’'ex*

Prefix probabilities are primarily used to compute
the conditional probability of the continuation
o’ € ¥* given a preceding context o:*

/ _ ?(U ) U/)
plo’ o) = o) )

We can factorize a language model p as

lo|

plo) =p(Eos | o) [[p(or | o), )
t=1

where each p(o; | o)) is a conditional prob-
ability over the set ¥ U {EOS}, EOS ¢ X is a
distinguished end-of-string symbol, and

wr P(0)

p(EOS | o) = Fo) 4)

The human language model. Much work
in computational psycholinguistics builds on
the assumption that humans process language
probabilistically, i.e., that humans have an internal
language model. We denote the hypothetical con-
struct of a human language model as pyg. Because
the true human language model is unknown, we
must approximate it via another language model,
which we will call p. To the extent that p is a good
approximation of py, we would expect estimates
derived from p to be a reliable proxy of the prob-
abilities prescribed by the human language model.

3.2 Surprisal Theory

One popular information-theoretic framework for
deriving computational predictors from language
models is surprisal theory (Hale, 2001; Levy, 2008).
Surprisal theory states that the predictability of an
ROTI’s yield in the context of its preceding character
string is a useful predictor for the ROI’s psycholin-
guistic measurements. To define surprisal formally,
we introduce additional notation. Let o € ¥ be a
stimulus divided into K ROIs (p;,}%_ . Then, the
surprisal of an ROI p;, = [i, j) in context a7y ; is

def

Uoig) | o) = —logp(as) | o) (5)

We remark again on a key latent assumption
embedded in surprisal theory: It is assumed that
the language model p used to compute Eq. (5)
well-approximates the human language model py,

“Note that (¢ | o) = 1 forall & € X* and Eq. (2) is
only well-defined when ' (o) > 0, a condition which will
always be satisfied for softmax-normalized language models.
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as discussed above. Surprisal theory then posits
that the surprisal of an ROI in context is a good
predictor of many measurements ¢ that seek to op-
erationalize processing difficulty, e.g., reading time.
Empirically, this result has been demonstrated in
many studies (Smith and Levy, 2013; Goodkind
and Bicknell, 2018; Shain et al., 2020; Merkx and
Frank, 2021; Wilcox et al., 2023, inter alia).

3.3 Focal Areas

Computing the surprisal of the ROI’s entire yield
in context is often too coarse-grained. To allow
for additional modeling freedom, we further
associate every ROI with one more focal areas,
i.e., the portion of the ROI’s substring or the
characters surrounding it to which the experimenter
assigns a special status in terms of computing
surprisal values. We can regard a focal area as a
string-valued feature of a ROI which tells us which
surprisal to compute. Indeed, we take the stance
that there is no inherent reason why the substring
of the stimulus one computes the surprisal of
should be identical to the ROI’s yield.

Definition 2. Let o0 € X* be a non-empty stimulus.
Let N be its length, and let p;, = [i, j) be a region
of interest. Then, a focal area of p;, is a non-empty
interval [ay, Br) with i < By, ap < jand 1 <
ar < Br < N corresponding to the substring
Olay,5,) Of the stimulus. We refer to o, g, ) as the
focal area’s yield or simply the focal area when
clear from context.

Remark 1. Def. 2 states that a focal area must
overlap with its corresponding RO], i.e., have a
non-empty intersection. This constraints the focal
area from being fully disassociated from the ROL

The surprisal of ROI p,.’s focal area [, 5) is

UO0p) | Tla) = —10gp(0(ap) | T1a))- (6)

Focal areas allow the modeler to express that, in
some circumstances, the psycholinguist hypothe-
sizes, or assumes, that the non-focal areas of the
region will not have an influence on the measure-
ments collected for that ROI, or that characters
outside of the ROI's yield will.>

Example: Modeling skipped ROIs. To under-
stand the utility of focal areas, consider an eye-
tracked reading experiment where the measurement
of interest for any given ROl is its skip rate, i.e., the

SIndeed, the experimenter may devise multiple focal areas
they believe have distinct influences on the measurements.

proportion of experimental trials in which the par-
ticipant did not fixate on that ROI (Rayner et al.,
2011). The experimenter might design a stimu-
lus such as (2) and the respective segmentative
sequence of ROIs with trailing whitespaces, as in
(5). A reader’s decision to skip a target region, say
0 p, = control_, cannot be made when fixating on
the entire ROI—otherwise, we could not say that
control_ had been skipped. Instead, the decision
must be made when fixating on characters preced-
ing the region. However, when fixating on the pre-
ceding characters, the reader has partial access to
characters to the right (Rayner et al., 1982; Under-
wood and McConkie, 1985; McConkie and Zola,
1987), which belongs to the subsequent ROI. Thus,
the decision to skip the target region should depend
at most on the first few characters of the ROI’s
yield. To determine the exact number of characters
in the focal area, the psycholinguist may build on
prior empirical evidence (see §3.4). For example,
Rayner et al. (1982) found that when the first three
characters of the ROI’s yield to the right of the
fixation were available, and the remainder of the
characters were replaced, the reading rate was not
substantially affected. In line with such evidence,
the psycholinguist may design a focal area on
o11,14) = con consisting of the first three charac-
ters of control._, the yield of ROI p5. The skip rate
for p; would then be modeled using the surprisal
of the focal area, ¢(con | Anne_lost..), as a predictor.

The role of EOS in focal areas. Because
EOS ¢ 3, by the definition of a stimulus as a char-
acter string and ROIs as intervals corresponding to
substrings of the stimulus, EOS cannot be included
in an ROT’s yield. However, when analyzing wrap-
up effects (Meister et al., 2022), it may be prudent
to abuse the definition and include EOS anyway.

3.4 Selecting Focal Areas

We now explain our construction of various focal
areas based on insights from human language
processing and the psychology of reading.

Dynamically sized focal areas. The perceptual
span during reading, which is the range of visual
information available around the fixation point,
is relatively limited for readers of alphabetical
orthographies such as English. It typically extends
from about 3—4 characters to the left of the fixation
point to approximately 14—15 characters to the
right (McConkie and Rayner, 1975, 1976; Rayner
and Bertera, 1979; Rayner et al., 1981; den Buur-
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‘ Trailing Whitespace

‘ Leading Whitespace
Full ROI (_lost, _control, _and, _laughed. )
Fixed lo, _co, _an, _la)

Dynamic (7)
Dynamic (8)
Look-ahead (3)

lost, _cont, _an, Jaug)
lost, _contr, _and, ulaugh>
lost._co, _control_an, _and_la, Hlaughed.)

Look-ahead (5)
Look-ahead (6)
Look-ahead (7)
Look-ahead (Full)

(o
(-
(o
(-

Look-ahead (4) (_lost_con, _control_and, _and_lau, _laughed.)
(Jost_cont, _control_and_, _and_laug, _1aughed.>
<ulost_c0ntr, _control_and_1l, _and_laugh, ulaughed.)
<Hlostucontro, _control_and_la, _and_laughe, Hlaughed.)
(-

lost._control, _control_and, _and_laughed., _laughed.)

(lostu, control_, and._, laughed.)

los, con, and, lau)

lost., contr, and, 1augh>

lost., contro, and._, 1aughe>

lost._con, control_and, and_lau, 1aughed.>

lost_contr, control_and_1, and_laugh, 1aughed.>
lost_contro, control_and_la, and_laughe, 1aughed.>

lost_control, control_and._lau, and_laughed, laughed.)

(
(
(
(
(lostucont, control_and., and_laug, 1aughed.>
(
(
(
(

lost_control_, control_and., and_laughed., laughed.>

Table 1: Yields of the focal areas for the stimulus & = Anne_lost_control_and_laughed. using two segmentative sequences
of ROIs (see §2.2) and ten focal areas (see §3.4). The first ROI is skipped to ensure all focal areas are well-defined.

man et al., 1981; Underwood and McConkie, 1985)
for English. However, the span within which words
can actually be identified, known as the word iden-
tification span, is narrower, generally extending no
more than 7-8 characters to the right of the fixation
(Rayner et al., 1982; McConkie and Zola, 1987;
Underwood and McConkie, 1985). Furthermore,
readers’ preferred viewing location, i.e., the loca-
tion where they typically land after a saccade, tends
to be a character between the beginning and the
middle of the ROI (O’Regan, 1980; Rayner, 1979),
approximately at position [los,|/2] — 1 for the k"
ROI (Rayner and Pollatsek, 1981). Thus, the size
of the focal area on the initial characters of the up-
coming region py 1 should vary depending on the
length of p;,. With a preferred viewing location
on the character at position v = [lop,l/2] —1, and a
rightward word identification span of s € {7,8}
characters, the focal area for region pj., ; should in-
clude the first min(|op, , , |, max(0,v+s—|op,|))
characters of the region. See the row labeled Fixed
in Tab. 1 for an example.

Fixed-size focal areas. Alternatively, the design
of a focal area could be fixed in size. Research indi-
cates that the initial characters of parafoveal ROIs
are crucial not merely due to their proximity to
the fixation point but because they aid in initiating
lexical access and integrating information across
fixations (Inhoff, 1989, 1990; Inhoff and Tousman,
1990). Multiple studies show that previewing
exactly the first three characters of a word, even
with the remaining characters replaced by visually
similar ones, enhances reading speed (Rayner
et al., 1982; Lima and Inhoff, 1985; Lima, 1987),
and that parafoveal previews also allow readers to
skip words up to three characters long (Blanchard
et al., 1989). Consequently, a fixed-size focal area,
consistently covering the first min(|p;|,3) char-

acters of a region, might be an effective predictor
for that ROI’s collected measurements. See the
rows labeled Dynamic in Tab. 1 for an example.

Look-ahead focal areas. Finally, we design a
focal area that looks ahead, i.e., one that includes
characters to the right of the ROI’s yield and into
the next ROI’s yield. The argument for designing
a look-ahead focal area stems from the fact we
may wish to model the structural integration
cost that could arise if the ROI corresponds
to the end of a constituent—or, symmetrically,
the additional processing cost that could arise
when creating a new constituent (Gibson, 2001;
Futrell et al., 2020). However, without look-ahead
into the next ROI’s yield, it can be difficult to
judge whether it is necessary to integrate a new
constituent. Finally, we remark that focal areas
that admit look-ahead resolve the problem of how
to associate whitespace with ROIs as they detether
defining a sequence of ROIs from the surprisal
computation (see §2.3): A sequence of ROIs
that incorporates preceding whitespace, to respect
how the psycholinguistics measurements were
collected, can still be associated with a surprisal
value that includes the surprisal of that ROI’s
trailing whitespace. Of course, whether including
this trailing whitespace helps remains an empirical
question. In our experiments, we use look-aheads
of 3 to 7 characters as well as a look-ahead peeking
into the entire upcoming ROI. See the rows labeled
Look-ahead in Tab. 1 for an example.

Focal areas in past studies. In most past studies,
experiments predicting measurements of reading
behavior typically compute the surprisal of the en-
tire ROI without accounting for specific focal areas
(Goodkind and Bicknell, 2018; Wilcox et al., 2020,
2023; Shain et al., 2024, inter alia). Most of these
studies use LMs that rely on the BPE tokenizer
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and, thus, the ROIs’ yields are defined to include
the preceding whitespace due to an oddity of BPE
(see Footnote 2), but recall §2.3 for two exceptions.

4 Marginalizing Out Token Strings

The previous two sections (§2 and §3) have for-
malized psycholinguistic stimuli, their regions of
interest, and focal areas at the character level. In-
deed, in this discussion, the character-level model
used to compute surprisal is agnostic as to whether
the model underlyingly uses tokenization or not.
However, tokenization has evolved into a
standard practice in constructing language models.
Rather than constituting a distribution over >*, the
set of all character strings, most modern language
models are distributions pa over A* where A
is an alphabet of tokens. To encode a character
string as a token string, we apply a function of type
7: 3% — A*. To decode a token string to a charac-
ter string, we apply a function of type k: A* — >*
(cf. Gastaldi et al., 2024). For the purposes of this
paper, we assume this pair of functions satisfy:

* Exactness: Vo € ©*: k(7(0)) = 0.0

* Multiplicativity: x(e) = ¢, and Vo, ---0n €
A*: k(01 0n) = K(01) - - K(ON).

BPE satisfies both of these properties.

The probability of a character string o can be
computed from a language model over tokens pa
using the following marginalization:

ps(o) = Y 1{o =x(d)}pa(d). ()

dEA*

Similarly, the prefix probability is given by

(o) = 3 1{o < r(8)}pald). ®

dEA*

Vieira et al. (2024) show that ps: (o) can be com-
puted with a finite summation:

> PR(5), ©)

6eC(o)

(o) =

where p_A) is the prefix probability of pa, calculated
as in Eq. (1), and the prefix-cover C is defined as

def

Clo)=ifo=c: {c} (10)
else: {6'-6 € AT | k(8 ) <o =K(86)}).

®But, not necessarily, V6 € A*: 7(k(8)) = 8. Thus, we
do not require (7, ) to form a bijection over (X%, A*).

Leading

0.04

Trailing
0.03
g 0024

" i'ii i'ii

@D Full ROl @D Fixed @® Dynamic (7) @@® Dynamic (8) ‘

Figure 1: Skip Rate. Predictive power A2 of an ROI’s
character-level surprisal, calculated with varying focal areas
and two ROI types: leading (left) or trailing (right) whitespace.
All A i2 scores are significantly above zero (p < 0.001). Er-
ror bars represent 95% confidence intervals. The black dotted
line corresponds to the baseline regressor, including ROI
length and frequency. The target regressor includes the length,
frequency, and full ROI surprisal of the previous two ROIs.

Unfortunately, |C(o)| can be exponential in
|o|; thus, we use the beam summing algorithm
proposed by Vieira et al. (2024) as a practical
approximation algorithm.” Lastly, to compute the
character-level conditional distribution, we use
Egq. (2), albeit with our approximation to py ().

5 Predictive Power of Focal Areas

Our experimental design is discussed in App. B.
We consider ROIs with leading and trailing whites-
paces and experiment with the focal areas described
in §3.4. Additional results may be found in App. C.

Skip rate. The results for skip rates in the
CELER dataset (Berzak et al., 2022) are shown
in Fig. 1 with predictive power expressed as the
difference in R? between target and baseline
regressors. The trends observed are consistent
across different ROI types. Among the predictors
examined, the surprisal of the fixed-size focal area,
which corresponds to the first three characters
of an ROI, emerged as the strongest predictor of
skipping behavior, with a A g2 significantly higher
than all other predictors (p < 0.001). The surprisal
of the dynamically sized focal area with a word
identification span of 8 characters is the second-
best predictor, followed by that of the dynamically
sized focal area with a word identification span
of 7 characters. The surprisal of the full ROI is
the weakest predictor, with a A 2 approximately
two times lower than that of the fixed-size focal
area. These results are consistent with findings that
English readers process information to the right
of the currently fixated ROI collected with human
subjects. In particular, they provide new evidence
that upcoming ROIs are skipped because they are

"See App. A for more details.
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Figure 2: First Fixation, Gaze, and Total Duration. Predictive power A 2 of an ROI’s character-level surprisal, calculated
with varying focal areas and according to two ROI types: with leading (top) or trailing (bottom) whitespace. All A g2 scores are
significantly above zero with p < 0.001, unless marked with  (p < 0.01) or { (p > 0.01). Error bars represent 95% confidence
intervals. The black dotted line represents the baseline regressor, including ROI length and frequency. The target regressor
includes the length, frequency, and full ROT surprisal of the previous two ROIs to account for spillover effects.

partially read rather than filled in from contextual
cues (McConkie and Rayner, 1975; Rayner, 1975;
Rayner et al., 1982), and that the first three char-
acters of the upcoming ROI have a special status
(Lima and Inhoff, 1985; Lima, 1987). Moreover,
the fact that the predictive power of the surprisal
of fixed-size focal areas is highest for ROIs with
leading whitespace (13% higher than fixed-size
focal areas with trailing whitespace; p < 0.01)
suggests a dual model of skipping decisions. On
the one hand, parafoveal preview provides cues for
lexical identification (Inhoff, 1989, 1990; Inhoff
and Tousman, 1990) and on the other, word bound-
ary information to the right of the currently fixated
ROI that is used for saccade planning (Rayner and
Pollatsek, 1981; Pollatsek and Rayner, 1982).

First fixation, gaze, and total duration. The
results for the UCL, Provo, MECO, and CELER
datasets are shown in Fig. 2, with predictive power
expressed as the difference in R? between target
and baseline regressors. Look-ahead focal areas
significantly improve reading time predictions on
the UCL dataset (first fixation duration, gaze du-
ration, and total duration) and the CELER dataset
(total duration), compared to using focal areas over
the entire ROI. In the Provo and MECO datasets,
the predictive power of surprisal from the fixed-size
and dynamically sized focal areas is comparable
to that of the full ROI’s surprisal. For first fixation
duration, the fixed-size focal area surprisal emerges
as the best predictor, alongside the full ROI’s
surprisal. For gaze and total duration, the surprisal

from the dynamically sized focal area, with a right-
ward word identification span of 8 characters, is on
par with the full ROI’s surprisal; their relative rank-
ing varies across the two types of ROI. These find-
ings align with psycholinguistic evidence that the
perceptual span of English readers extends to the
right of the current fixation (McConkie and Rayner,
1975; den Buurman et al., 1981; Underwood and
McConkie, 1985). The variability in results across
datasets reinforces the view that ROI and focal
area definitions are an empirical matter and points
to a nuanced perspective on how character-level in-
formation influences reading behavior. The strong
predictive power of look-ahead focal areas, which
span both the current and upcoming ROI, indicates
that parafoveal information affects saccade latency
for the currently fixated ROI—an effect which
could be connected to the assessment of longer-
horizon prediction errors (Giulianelli et al., 2024b)
or to the front-loading of integration costs that
may occur when previewing the upcoming region
(Gibson, 2001; Futrell et al., 2020). However, the
predictive power of fixed-size and dynamically
sized focal areas, which span only part of the ROI
and model saccade latency based on the preceding
fixation, suggests that parafoveal information is
also used to preprocess upcoming ROIs.

6 Conclusion

We treat the role of tokenization in psycholinguis-
tics. We recommend predictors be derived from
character-level surprisal, allowing the modeler to
explore a wider range of useful predictors.
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Limitations

Our analyses are conducted exclusively on English
stimuli and measurements collected from L1
English readers. Additionally, we focus solely on
eye-tracking data, as it is more natural to conceptu-
alize focal areas in this context. We do not analyze
self-paced reading, where the challenges are likely
even more complex due to the variability in how
the method is applied. For example, some studies
use a moving-window paradigm in which words
are masked by dashes (Just et al., 1982), preserving
whitespace information, whereas others rely on
centered presentation (Aaronson and Scarborough,
1976), which omits whitespace information by
design. Further complications may arise from
differences between word-by-word and chunked
presentation (see, e.g., Tremblay et al., 2011),
where both single-word and multi-word ROIs
may be considered, as well as from paradigms
presenting multiple alternative ROIs at a time
(Forster et al., 2009; Boyce et al., 2023). How
these variations interact with surprisal predictors
remains poorly understood, and future work is
necessary to model self-paced reading data more
comprehensively using focal area predictors.
Other limitations of our approach lie in the
modeling assumptions made about the relationship
between surprisal and reading behaviors. While we
employ linear modeling based on established ev-
idence that the relationship between surprisal and
reading time is linear (Smith and Levy, 2008, 2013;
Wilcox et al., 2023; Shain et al., 2024), this rela-
tionship has not yet been determined for skip rates.
To our knowledge, no studies have examined skip
rates using our focal area predictors, and the func-
tional relationship between surprisal and skip rates
remains to be determined. Future research should
investigate skip rates with modeling approaches
capable of capturing non-linear relationships, such
as generalized additive models (GAMs; Wood,
2004, 2017). Finally, we do not account for
individual differences between participants in our
analysis, which could be more accurately modeled
using mixed-effects models (Gelman et al., 2004).
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A A Note on Spurious Ambiguity

The potentially exponential size of |C(o)| stems from spurious ambiguity, i.e., when character strings
in 2* correspond to more than one token string in A* (cf. Gastaldi et al., 2024). For example, due to its
BPE-based tokenizer, GPT-2 can generate the character string footprint using its canonical tokenization
foot print, but it can also generate hundreds of non-canonical tokenizations of the same word, e.g., foot
pr in tand f o o t p r i n t, all of which have to be accounted for when marginalizing a token-level
language model to a character-level language model. In the case that there are many such tokenizations, it
is #P-hard to compute character-level surprisal exactly (Geh et al., 2024), justifying our reliance on an
approximate beam summing algorithm.

B Experimental Design

Our experiments investigate the predictive power of the surprisal of different focal areas for reading time
measurements across four eye-tracking datasets, presented in App. B.1. We consider ROIs including
either a leading or a trailing whitespace, estimate the surprisal for the focal areas of ROIs using a
parameterized language model (App. B.2), and then fit a statistical model to the average measurements®
of human reading behavior using surprisal estimates as predictors, as outlined in App. B.3. We describe
each component of our experimental setup in the following sections.

B.1 Data

We analyze four datasets annotated with reading time measurements collected in eye-tracking experiments
with human particpants: UCL (Frank et al., 2013), Provo (Luke and Christianson, 2018), MECO (Siegel-
man et al., 2022), and CELER (Berzak et al., 2022). For MECO and CELER, both multilingual datasets,
we include only data from English stimuli and participants with English as their first language (L1). These
eye-tracking datasets provide several ROI-based measurements of reading times. Our study focuses on four
specific measurements (Rayner, 1998): first fixation duration, gaze duration, total duration, and skip rate.

UCL (Frank et al., 2013). The UCL Corpus of eye-tracked reading times contains 205 stimuli extracted
from three English novels. This datasets attempts to serve as a gold standard for evaluating computational
psycholinguistic models of English sentence comprehension. It addresses limitations of previous datasets
by using independent sentences that can be understood without extensive context or extra-linguistic
knowledge. The corpus includes data from 43 subjects who were recruited from the University College
London subject pool. Eye movements were recorded using a head-mounted EyeLink II eyetracker with
a 500 Hz sampling rate. Stimuli range from 5 to 15 words, for a total of 1726 ROIs; measurements
for the first ROI in a stimulus are omitted. We analyze first fixation duration, gaze duration, and total
(right-bounded fixation) duration, and exclude go-past time, a measurement that includes the time spent
by the reader in regressions to previous words.

Provo (Luke and Christianson, 2018). This corpus consists of 136 sentences of English text from a
variety of genres, including online news articles, popular science, and public-domain works of fiction.
These sentences were presented as part of 55 short passages, with an average length of 50 words and 2.5
sentences per passage. Eye movement data was collected from 84 native English speakers using an SR
Research EyeLink 1000 Plus eye-tracker. Participants read the texts for comprehension while their eye
movements were recorded. The Provo corpus was designed to facilitate the investigation of predictability
effects in reading and offers a more naturalistic distribution of word predictability compared to traditional
sentence completion norms. In this work, we analyze first fixation duration, gaze duration, and skip rate.

MECO (Siegelman et al., 2022). The Multilingual Eye Movement Corpus (MECO) contains eye-
tracking data from L1 speakers (between 29 and 54 per language) for 12 simplified Wikipedia-style
articles in 13 languages. In our analysis, we only include English stimuli and responses from 46 L1

8We average an ROI’s measurements across participants, following a standard procedure used extensively in prior work
(Smith and Levy, 2013; Wilcox et al., 2020; Meister et al., 2021; de Varda et al., 2023; Wilcox et al., 2023, inter alia). See Smith
and Levy (2013) for experiments verifying that this leads to the same linear surprisal effects in eye-tracked reading time datasets.
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speakers of English. We analyze first fixation duration, gaze duration, and total duration for comparability
with previous work (Wilcox et al., 2023).

CELER (Berzak et al., 2022). The Corpus of Eye Movements in L1 and L2 English Reading (CELER)
is a large-scale eye-tracking dataset focused on English reading, consisting of data from 365 participants,
including 69 native English speakers (L1) and 296 non-native English speakers (L2). The dataset contains
over 320,000 words, with each participant reading 156 newswire sentences from the Wall Street Journal.
CELER includes reading time and eye movement data (collected using Eyelink 1000 and Eyelink 1000
Plus eye-trackers) for each sentence. Participants are asked comprehension questions to assess their
understanding of the read text. In this paper, we consider only L1 English speakers reading sentences
shared across all participants, and discarding sentences unique to a single reader. We analyze first fixation
duration, gaze duration, total duration, and skip rate.

B.1.1 Data Preprocessing

We only apply a simple data filtering step: We skip the first region of every stimulus. This makes our
analysis consistent across datasets (as measurements corresponding to the first region are not always
available) and comparable with prior work, which adopts the same procedure (Frank et al., 2013; Goodkind
and Bicknell, 2018; de Varda et al., 2023).

B.2 Language Models

All experiments are conducted using GPT-2 (Radford et al., 2019) in its small variant. Despite its size,
GPT-2 small has been shown to have greater predictive power for reading time data than larger models
(Oh and Schuler, 2023; Shain et al., 2024). As explained in §4, we use the beam summing algorithm
proposed by Vieira et al. (2024) to compute the surprisal of focal areas, setting the beam size to 5.

B.3 Linear Modeling

Given a dataset of ROIs extracted from a corpus of psycholinguistic stimuli, our goal is to design
a statistical model that explains the measurements associated with each stimulus in terms of surprisal
predictors. We use linear modeling for our regression analyses as previous work has shown the relationship
between surprisal and reading time measurements is largely linear (Smith and Levy, 2008, 2013; Wilcox
et al., 2023; Shain et al., 2024). To investigate the predictive power of the surprisal of different focal areas,
we employ a 2-by-10 design, with two ways of constructing regions of interest (see §2.2) and ten ways of
defining a region’s focal area (see §3.3). For regions of interest, we include segmentative sequences with
a leading whitespace and segmentative sequences with a trailing whitespace. As focal areas, we consider
the entire region, a fixed-size focal area covering the first three characters of the region, dynamically
sized focal areas with a rightward word identification span of 7 and 8 characters, and look-ahead focal
areas peeking into the next 3—7 characters as well as spanning over the entire next ROI. Tab. 1 shows
the twenty sequences of focal areas that result from this experimental design for an example stimulus.
The next sections describe the analysis procedure in detail, first presenting our metric of predictive power
(App. B.3.1), then the specific predictors used in our linear models (App. B.3.2 and App. B.3.3).

B.3.1 Predictive Power

For each combination of ROI and focal area type, we compare a baseline regressor including well-
established predictors of reading behavior (frequency and length) to a target regressor which, on top
of the baseline predictors, includes the surprisal of the focal area. To isolate the true predictive power
contributed by a target predictor of interest (i.e., the surprisal of an ROI’s focal area) from that of baseline
predictors (i.e., an ROI’s length and frequency), we inspect the difference in R? assigned to a held-out
set by the baseline regressor and the target regressor, which we denote as Ap2. We estimate A2 via
10-fold cross-validation, iterating over 10 random seeds. We fit the regressor on 9 data folds at a time by
finding the coefficients that minimize the residual sum of squares, and then measure the regressor’s R?
on the 10" fold to evaluate its fit. As our final measure of predictive power, we report the average A 2
across folds and random seeds, with 95% confidence intervals. To assess the statistical significance of a
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target predictor’s A 2, we run paired permutation tests with the cross-validation results;’ see Giulianelli
et al. (2024a) for a detailed description of these significance tests. Finally, for comparison with prior
work (Goodkind and Bicknell, 2018; Wilcox et al., 2020, 2023, inter alia), we also calculate the average
per-ROI difference in log-likelihood A, of the test set between the target and baseline regressor, and
report A, as an additional metric of predictive power (see App. C).

B.3.2 Baseline Predictors

We consider two baseline predictors: the length of an ROI measured in characters and the logarithm
of the ROI’s frequency, obtained using the wordfreq software.!? Both length and frequency are
well-established predictors of reading times (Rayner, 1998). The impact of length is fairly intuitive,
and the effectiveness of frequency as a predictor has been demonstrated in numerous studies (Inhoff and
Rayner, 1986; Rayner and Dufty, 1986; Hyonid and Olson, 1995, inter alia).

B.3.3 Target Predictors

As the target predictor for a given ROI’s measurements, we use the surprisal of the ROI’s focal area,
calculated as described in App. B.2. Finally, to account for spillover effects, we also include in the target
regressor the length, log-frequency, and full ROI surprisal of the previous two ROIs (Just et al., 1982;
Frank et al., 2013). The surprisal of the previous two ROIs is calculated according to the ROI definition
(with leading or trailing whitespace) of the main target predictor. This makes predictive power scores
comparable across ROIs and focal areas.

C Additional Experimental Results

Our experiments investigate the predictive power of focal areas for eye-tracked measurements of reading
behavior. In §5 of the main paper, we report results on skip rate (CELER), first fixation duration (UCL,
MECO, and Provo), gaze duration (UCL, MECO, and Provo), total duration (UCL, MECO, and CELER),
using A g2 as our metric of predictive power. On CELER, we find no significant predictors of first fixation
duration and gaze duration. Here, we report further results on skip rate in CELER, using A as a metric
of predictive power (Fig. 3) and in Provo (Fig. 4, both with A2 and A,). The latter follow the same
trends as skip rate in CELER albeit with lower predictive power. Finally, Fig. 5 shows results on first
fixation duration, gaze duration, and total duration on the same datasets as in §5 but using A, as a metric
of predictive power.
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Figure 3: Skip Rate (CELER). Predictive power A~ of an ROI’s character-level surprisal, calculated with varying focal areas
and two ROI types: leading (left) or trailing (right) whitespace. All A, scores are significantly above zero (p < 0.001). Error
bars represent 95% confidence intervals. The black dotted line corresponds to the baseline regressor, including ROI length
and frequency. The target regressor includes the length, frequency, and full ROI surprisal of the previous two ROIs.

"We use the implementation provided by the SciPy library under scipy.stats.permutation_test.
0We use the Zipf frequency (Brysbaert et al., 2012), i.e., the base-10 logarithm of the number of times an ROI (with
whitespaces removed) appears per billion words.
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Figure 4: Skip Rate (Provo). Predictive power (subfigure (a): A p2; subfigure (b): A) of an ROI’s character-level surprisal,
calculated with varying focal areas and two ROI types: leading or trailing whitespace (respectively left and right within each
subfigure). All Az2 and A, scores are significantly above zero with p < 0.01, unless marked with { (p > 0.01). Error bars
represent 95% confidence intervals. The black dotted line corresponds to the baseline regressor, including ROI length and
frequency. The target regressor includes the length, frequency, and full ROI surprisal of the previous two ROIs.
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Figure 5: First Fixation, Gaze, and Total Duration. Predictive power A2 of an ROT’s character-level surprisal, calculated
with varying focal areas and according to two ROI types: with leading (top) or trailing (bottom) whitespace. All Az scores are
significantly above zero with p < 0.001, unless marked with T (p < 0.01) or I (p > 0.01). Error bars represent 95% confidence
intervals. The black dotted line represents the baseline regressor, including ROI length and frequency. The target regressor
includes the length, frequency, and full ROI surprisal of the previous two ROIs to account for spillover effects.
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