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Abstract

While human annotations play a crucial
role in language technologies, annotator
subjectivity has long been overlooked in
data collection. Recent studies that crit-
ically examine this issue are often fo-
cused on Western contexts, and solely
document differences across age, gender,
or racial groups. Consequently, NLP
research on subjectivity have failed to
consider that individuals within demo-
graphic groups may hold diverse values,
which influence their perceptions beyond
group norms. To effectively incorporate
these considerations into NLP pipelines,
we need datasets with extensive parallel
annotations from a variety of social and
cultural groups. In this paper we intro-
duce the D3CODE dataset: a large-scale
cross-cultural dataset of parallel annota-
tions for offensive language in over 4.5K
English sentences annotated by a pool of
more than 4k annotators, balanced across
gender and age, from across 21 countries,
representing eight geo-cultural regions.
The dataset captures annotators’ moral
values along six moral foundations: care,
equality, proportionality, authority, loy-
alty, and purity. Our analyses reveal sub-
stantial regional variations in annotators’
perceptions that are shaped by individual
moral values, providing crucial insights
for developing pluralistic, culturally sen-
sitive NLP models.

1 Introduction

Designing Natural Language Processing (NLP)
tools for detecting offensive or toxic text has long
been an active area of research (Wulczyn et al.,
2017; Founta et al., 2018). However, applying
traditional NLP solutions have led to overlooking
the cultural and individual factors that shape hu-
mans’ varying perspectives and disagreements on
what is deemed offensive (Aroyo and Welty, 2015;
Waseem, 2016; Salminen et al., 2019; Uma et al.,
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Figure 1: The distribution of labels provided from dif-
ferent countries. Annotators from China, Brazil, and
Egypt provided significantly different labels.

2021; Prabhakaran et al., 2021; Akhtar et al., 2021;
Wang et al., 2024). Perceiving language as offen-
sive can depend inherently on one’s beliefs and
values as well as the social norms dictated by the
socio-cultural context within which one’s assess-
ments are made (Eickhoff, 2018; Aroyo et al., 2019;
Waseem et al., 2021; Rottger et al., 2022; Davani
etal., 2023). Therefore, data curating and modeling
efforts should appropriately handle such subjective
factors in order to better capture and learn human
perspectives about offensiveness.

As aresult, recent efforts call for diversifying the
rater pools as well as designing models that look
beyond predicting a singular ground truth (Davani
et al., 2022; Aroyo et al., 2023a). However, the
efforts for diversifying annotator pools often risk
reducing annotators’ differences to demographic
variations. In other words, subjectivity is often
studied solely in relation to annotators’ gender and
race, within the Western context. In reality, percep-
tions of what is offensive extend far beyond mere
differences in demographics, shaped by an individ-
ual’s lived experiences, cultural background and
other psychological factors (Denton et al., 2021).

Sap et al. (2022) demonstrate the impact of an-
notators’ beliefs about racism, freedom of speech,
and conservatism on their perceptions of toxicity.
While individuals’ systematic disagreements on
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notions of offensiveness reflect the complexity of
their beliefs, these beliefs are often anchored in
core moral values that shape their judgments. Not
only do moral values influence various aspect of
our cognitive processes (Greene et al., 2001), emo-
tions (Tangney et al., 2007), and social relation-
ships (Haidt, 2008), they also shape our judgments,
motivate our behaviors, and guide our interactions.
As a result, moral values, contribute significantly
to our personal and cultural identity (Turiel, 2002),
as we internalize societal norms and develop our
moral compass (Kohlberg, 1921). Therefore, we
argue that the high divergence in annotators’ per-
ceptions of offensiveness can be traced back to
individuals’ diverse moral values along with the
cultural and social norms that dictate the bound-
aries of acceptable language within a society.

In this work we introduce the
D3CODE  dataset', built through a cross-
cultural annotation effort aimed at collecting
perspectives of offensiveness from 4309 partic-
ipants of different age and genders across 21
countries within eight larger geo-cultural regions.
Through an in-depth analysis of our dataset, we
shed light on cultural and moral values that sets
people apart during the annotation. We believe that
this dataset can be used for assessing modeling
approaches that are designed to incorporate
annotators’ subjective views on language, as well
as for evaluating different models’ cultural and
moral alignment.

2 Related Work

Disagreement — even on objective tasks (Parrish
et al., 2024a) — is a source of information (Jami-
son and Gurevych, 2015; Basile et al., 2021; Plank,
2022). Therefore, research on perspectivism in data
(Cabitza et al., 2023) argues that treating annotators
as interchangeable is ineffective when dealing with
subjective language understanding tasks (Aroyo
and Welty, 2013; Hovy et al., 2013; Plank et al.,
2014b; Pavlick and Kwiatkowski, 2019; Dumitra-
che et al., 2019; Klenner et al., 2020; Diaz et al.,
2022b; Weerasooriya et al., 2023a). Instead, cap-
turing and modeling nuanced annotations and inter-
annotator disagreements has been widely explored
(Kairam and Heer, 2016; Founta et al., 2018; Geva
etal., 2019; Chung et al., 2019; Obermeyer et al.,
2019; Liu et al., 2019; Weerasooriya et al., 2020;

"https://github.com/google-research-datasets/
D3code

Uma et al., 2021; Weerasooriya et al., 2023b). For
instance, Rottger et al. (2022) propose a descriptive
annotation paradigm for operationalizing subjectiv-
ity when surveying different beliefs.

Accordingly modeling approaches were pro-
posed to consider variations of annotator perspec-
tives; for instance, incorporating the item-level
agreement into the loss function (Uma et al., 2020;
Plank et al., 2014a), leveraging annotator disagree-
ment as an auxiliary task along with ground-truth
label prediction Fornaciari et al. (2021), or employ-
ing item-level disagreements for informing model
training (Leonardelli et al., 2021; Parrish et al.,
2024b). However, these methods often overlook
the integrity of individual labels and aggregate di-
verse subjectivities into a single construct (Hovy
and Yang, 2021). Research has shown that provid-
ing the age or gender of the authors to text clas-
sifiers consistently and significantly improves the
performance over demographic-agnostic models
Hovy (2015); Hung et al. (2023). Garten et al.
(2019) model users demographics embedding, and
further incorporate them into language understand-
ing tasks. Ferracane et al. (2021) add annotators’
sentiment about the writers into modeling their la-
bels. The use of multi-task modeling has been
proposed as means for model annotator perspec-
tives separately Kennedy et al. (2020); Davani et al.
(2022); Hayat et al. (2022). Others (Al Kuwatly
et al., 2020; Wich et al., 2020; Akhtar et al., 2021;
Orlikowski et al., 2023) capture perspectives of dif-
ferent groups rather than single annotators. Further
approaches tend to integrated annotator differences
into model predictions, through personalized model
tuning (Kumar et al., 2021), jury learning (Gordon
et al., 2022), and training annotator embeddings
(Deng et al., 2023; Mokhberian et al., 2023).

Although attending to annotators’ background
is gaining more attention, documenting how anno-
tators’ identity shapes their comprehension of the
world and in turn language is still missing in many
data curation efforts (Diaz et al., 2022b; Scheuer-
man et al., 2021). A number of scholars have be-
gun to not only document annotators’ identity, but
also develop principled approaches for obtaining a
diversity of identities and perspectives in datasets.
Aroyo et al. (2023b) developed a dataset that specif-
ically focuses on evaluating disagreement and di-
verse perspectives on conversational safety, and
(Homan et al., 2024) leverages this same dataset
to proporse a multilevel modeling approach for
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measuring annotation differences across a range of
sociodemographic groups. Pei and Jurgens (2023)
recruit a representative sample of annotators across
sex, age, and race in the US and show the impact
of annotators’ background on their judgments.

The social nature of language means that socio-
cultural differences play meaningful roles in how
individuals use language, such as offensive speech
(Goyal et al., 2022; Diaz et al., 2022a). Sachdeva
et al. (2022) apply Item Response Theory to cap-
ture the impact of annotators’ group identity in
their evaluation of harmful language. Salminen
et al. (2018) and Lee et al. (2023) demonstrate sta-
tistically significant variations across countries in
hate speech annotations. Sap et al. (2022) draw
from social psychology research to demonstrate
the impact of annotator identities and beliefs about
hate speech, free speech, and racist beliefs, on their
annotations of toxicity. Davani et al. (2023) in-
vestigates annotators’ biases and disagreements as
related to their social stereotypes.

One such nuanced factor, often not studied in Al
research, is morality. Moral considerations play sig-
nificant roles in how humans navigate prejudicial
thoughts and behaviors (Molina et al., 2016), often
manifesting in language through offensive content.
The interplay between morality and group identity
(Reed II and Aquino, 2003) influences many as-
pects of our social dynamics, including perceptions,
interactions, stereotypes, and prejudices. Moreover,
research in computational social science addressing
harmful language reveals a concurrent occurrence
of moral sentiment alongside expressions of hatred
directed at social groups (Kennedy et al., 2023).

In this paper we introduce the D3CODE dataset
which not only provides social factors and demo-
graphic information regarding annotators but also
considers the moral values that may vary across
regions and among individuals. Such information
facilitates drawing connections between annota-
tions from culturally diverse annotators, the socio-
cultural norms shaping their environment, and the
moral values they hold.

3 D3CODE Dataset

In order to study a broad range of cultural percep-
tions of offensiveness, we recruited 4309 partic-
ipants from 21 countries, representing eight geo-
cultural regions, with each region represented by

Gender Age
Region # M W  Other 18-30 30-50 50+
AC. 516 306 205 5 269 168 79

ICS. 554 308 245 1 237 198 119
LA. 549 271 275 3 302 176 71
NA. 551 220 325 6 263 175 113
Oc. 517 203 307 7 161 221 135
Si. 540 280 249 11 208 228 104
SSA. 530 309 219 2 320 157 53
WE. 552 252 294 6 259 172 121

Table 1: Demographic distribution of annotators from
each region, region names are shortened and represent:
Arab Culture (AC.), Indian Cultural Sphere (ICS.),
Latin America (LA.), North America (NA.), Oceania
(Oc.), Sinosphere (Si.), Sun-Saharan Africa (SSA), and
Western Europe (WE.).

2-4 countries (Table 1).> We discuss the reasoning
behind our selection of countries and regions in
more depth in Appendix A.1; however, the final se-
lection of countries and regions was chosen to max-
imize cultural diversity while balancing participant
access through our recruitment panel. Participants
were recruited through an online survey pool, com-
pensated in accordance to their local law, and were
informed of the intended use of their responses. In
order to capture the participants’ perceptions of
offensiveness, we asked each participant to anno-
tate offensiveness of social media comments se-
lected from Jigsaw datasets (Jigsaw, 2018, 2019).
Furthermore, we also asked them to respond to a
measurement of self-reported moral concerns, us-
ing the Moral Foundations Questionnaire (MFQ-2;
Graham et al., 2013; Atari et al., 2023).3

3.1 Recruitment

Recruitment criteria account for various demo-
graphic attributes: (1) Region of residence: we
recruited at least 500 participants from each of
the eight regions with at least 100 participants per
country, except for South Korea and Qatar where
we managed to recruit only a smaller number of
raters (See Table 5), (2) Gender: within regions,
we set a maximum limit of 60% representations
for Men and Women separately (for a loosely bal-
anced representation of the two genders), while
including options for selecting “non-binary / third

“We based the categorization of regions loosely on
the UN Sustainable Development Goals groupings https:
//unstats.un.org/sdgs/indicators/regional-groups
with minor modifications: combining Australia, NZ and
Oceania to “Oceania”, and separating North America and
Europe, to facilitate easier data collection.

3The data card and dataset will be available upon the paper
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gender,” “prefer not to say,” and “prefer to self
identify” (with a textual input field). We recognize
that collecting non-binary gender information is
not safe for annotators in many countries, SO we
limited the specification of recruitment quota to bi-
nary genders to ensure consistency across countries.
(3) Age: in each region at most 60% of participants
are 18 to 30 years old and at least 15% are 50 years
old or older. We specifically aimed to ensure ad-
equate representation of annotators of age 50 or
older, because this age group have lower engage-
ment with crowdsourcing platforms but are equally
impacted by technology advancements. Table 1
provides the final distribution of participants across
different demographic groups in each region.

We further set an exclusion criterion based on
English fluency since our study is done on English
language text; we only selected participants who
self-reported a high level of proficiency in read-
ing and writing English. We performed this study
in the English language, as the most wide-spoken
language across the globe, to simulate the most
common data annotation settings, in which annota-
tors (who are no necessarily English speakers) are
asked to interact with and label textual data in En-
glish. Additionally, we collected participants’ self-
reported subjective socio-economic status (Adler
et al., 2000) that may serve as a potential confound
in follow-up analyses.

3.2 Annotation items

We performed this study in the English language.
In order to collect textual items for participants to
annotate, we selected items from Jigsaw’s Toxic
Comments Classification dataset (Jigsaw, 2018),
and the Unintended Bias in Toxicity Classification
dataset (Jigsaw, 2019). We built a dataset of Nzems
= 4554 consisting of three categories of items: (1)
potentially high inter-annotator disagreement, (2)
evoking moral sentiment, or (3) including language
about specific social groups:

(1) Random: As the basic strategy, we randomly
select 50% of the data from items that are likely to
evoke disagreement. To measure disagreements on
each item, we averaged the toxicity scores assigned
to the item in the original dataset, ranging from
0 (lowest toxicity) to 1 (highest toxicity). Items
on the two ends of the range evoke no disagree-
ment because all annotators labeled them either as
toxic or non-toxic. Therefore, we chose items with
a normal distribution centered around a toxicity

score of 0.5 (indicating highest disagreement) with
a standard deviation of 0.2.

(2) Moral Sentiment: 10% of the dataset con-
sists of a balanced set of items include different
moral sentiments, identified through a supervised
moral language tagger trained on the MFTC dataset
(Hoover et al., 2020). This strategy is aimed at en-
abling follow up studies to investigate potential
content-level correlates of disagreements, partic-
ularly as previous computational social science
studies on harmful language have shown specific
correlation of moral sentiment with expressions of
hatred. Our tagger identified very few items with
moral sentiment throughout the dataset, selecting a
balances set led to a set of 500 such items.

(3) Social Group Mentions: Finally, the rest
(40%) of the dataset consists of a balanced set of
items that mention specific social group identities
related to gender, sexual orientation, or religion
(Jigsaw dataset includes manual annotation of these
identity terms, which we used for our sampling).
We specifically selected such items as online harm-
ful language is largely directed at specific social
groups and resonates real-world group conflicts.

3.3 Annotation task

Each participant was tasked with labeling 40 items
on a 5-point Likert scale (from not offensive at all
to extremely offensive). Half of the participants
were provided with a note that defined extremely
offensive language as “profanity, strongly impolite,
rude or vulgar language expressed with fighting or
hurtful words in order to insult a targeted individ-
ual or group.” Other participants were expected
to label items based on their own definition of of-
fensiveness. The latter group served as a control
setting of participants who are expected to lean on
their individual notion of offensiveness.*.

In case of unfamiliarity with the annotation item,
participants were asked to select the option “I do
not understand this message.” Participants’ reli-
ability was tested by 5 undeniably non-offensive,
control questions randomly distributed among the
40-items annotation process. Those who failed at
least one quality control check were removed, and
not counted against our final set of 4309 partici-
pants (refer to Appendix A.2 for test items). Each
item in the final dataset was labeled by at least three

*We did not explicitly ask participants to provide their
definition of offensiveness
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participants from each region who passed the con-
trol check (a total of 24 labels). Participants were
compensated at rates above the prevalent market
rates for the task (which took at most 20 minutes,
with a median of 13 minutes), and respecting the
local regulations regarding minimum wage in their
respective countries.

3.4 Moral Foundation Questionnaire

After annotation, participants were also asked to fill
out the Moral Foundations Questionnaire (MFQ-
2; Graham et al., 2013; Atari et al., 2023), which
assesses their moral values along six different di-
mensions: Care: “avoiding emotional and physical
damage to another individual,” Equality: “equal
treatment and equal outcome for individuals,” Pro-
portionality: “individuals getting rewarded in pro-
portion to their merit or contribution,” Authority:
“deference toward legitimate authorities and the de-
fense of traditions,” Loyalty: ‘“cooperating with
ingroups and competing with outgroups,” and Pu-
rity: “avoiding bodily and spiritual contamination
and degradation” (Atari et al., 2023). We specif-
ically rely on the MFQ-2 because it is developed
and validated through extensive cross-cultural as-
sessments of moral judgments. This characteristic
makes the questionnaire a reliable tool for inte-
grating a pluralistic definition of values into Al
research. The questionnaire includes 36 statements
to assess participants’ priorities along each of the
six foundations (see Figure 5 which shows one of
the MFQ-2 questions in our survey). For instance,
one MFQ-2 statement that targets the Care founda-
tion is: “Everyone should try to comfort people who
are going through something hard”. We aggregate
each participant’s responses to compute a value
between 1 to 5 to capture their moral foundations
along each of these dimensions.

4 Analyses

Our analyses focus on annotators’ varying perspec-
tives and how shared social, cultural or moral at-
tributes can help shed light on annotation behav-
iors. We begin by analyzing how different groups
vary on expressing their lack of understanding the
message by selecting the “I don’t understand this
message” option. We then study annotators’ geo-
cultural regions and moral values in relation to their
annotations. Specifically, we consider annotator
clustering either based on their similar moral val-
ues or their region of residence, and assess in-group
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Figure 2: The likelihood of an annotator not under-
standing the message, grouped based on their socio-
demographic information. Annotators identifying as
Men, or of 50 years of old or younger are generally
less likely to state they did not understand a message.

homogeneity and out-group disagreements for clus-
ters. The remainder of this section delves deeper
into how groups of annotators from the same region
or with similar moral values tend to label content
differently.

4.1 Lack of Understanding

We start our analyses by investigating the patterns
of annotators not understanding the provided text.
While recent modeling efforts have shown the prac-
tical ways in which annotators’ ambiguity or con-
fidence can help inform the model. However, in
many data annotation efforts, annotators’ lack of
understanding is either not captured or discarded.
We ask whether specific groups of annotators are
more likely to not understand the annotation item,
and as a result, their responses are more likely to be
discarded. We compared annotators with different
demographics (along Gender, Age, and Region) on
how likely they are to select the “I don’t understand”
answer (Figure 2). All further studies of the paper
relies on the dataset after removing these answers.

Gender: When grouping annotators based on
their gender or age, Men are overall less proba-
ble to state lack of understanding (M = .03, SD =
.07), compared to Women (M = .05, SD =.08, p <
.001), and other genders (M = 0.06, SD = .07, p =
.03). However, Women and other genders did not
differently select this label (p = .34).

18515



Age: Participants who were aged 50 or more
were more likely to state lack of understanding
M = .05, SD =.09), compared to 30-50 year-old
M =.04, SD = .08, p <.01), and 18-30 year-old
(M =.04, SD = .07, p < .01). The difference of the
latter two groups was insignificant (p = .85)

Region: We further looked into the regional dif-
ferences in not understanding the answers; a pair-
wise Tukey test shows that annotators from Oceania
(M =0.06, SD = 0.1), North America (M = 0.06,
SD =0.09), and Western Europe (M = 0.06, SD =
0.09) were all significantly more probably to state
lack of understanding compared to Indian Cultural
Sphere (M = 0.04, SD = 0.08), Arab Culture (M =
0.03, SD = 0.06), Latin America (M = 0.03, SD =
0.06), Sinosphere (M = 0.02, SD = 0.07), and Sub
Saharan Africa (M = 0.02, SD = 0.05) with all p
values lower than .05.

It is important to note that distinguishing be-
tween lack of understanding due to annotator limi-
tations versus inherent ambiguity in the data is cru-
cial for robust analysis and dataset curation. While
our current data does not provide a reliable way to
make this distinction, future work could explore
strategies that combine annotator responses with
text analysis techniques to identify data points that
are objectively vague or difficult to understand.

4.2 Morally Aligned Annotators

To systematically study annotators’ perspectives
with regard to varying moral values we first clus-
ter annotators into groups with high internal moral
similarity. We used an unsupervised data-driven ap-
proach for K-nearest neighbors clustering with an
Elbow method for determining the optimal number
of clusters (see Appendix A.4). Figure 3a repre-
sents the resulting six clusters by the average moral
values of their members. Figure 3b represents the
distribution of annotators from different regions
across the six moral clusters. As shown by the plots,
regions have varying presence in the moral clusters;
cluster O consists of annotators who agreed most
with all dimensions of the moral foundations ques-
tionnaire, most participants in this cluster are from
Indian Cultural Sphere, Sub Saharan Africa and
Arab Culture. On the other hand, cluster 3 includes
annotators who agreed the least with MFQ-2 values
along most dimensions; while this cluster has the
fewest annotators, most of them were from West-
ern Europe, Oceania, and Sinosphere, in our data.
Other 4 clusters each have their specific distribu-

cluster 0 cluster 1
proportionality equality proportionality equality
authority care authority care

12345 12345
loyalty purity loyalty purity

cluster 2 cluster 3
proportionality equality proeportionality equality
authority care authority care

12345 12345
loyalty purity loyalty purity

cluster 4 cluster 5
propartionality equality proportionality equality
authority care authority care

12345 12345
loyalty purity loyalty purity

(a) The six moral clusters represented by the moral profile
of their centroids. Clusters 0, 2 and 5 generally consist of
participants who agreed more with the moral statements,
with cluster O reporting the highest agreement. On the other
hand, clusters 1, 3, and 4 report lower agreement with the
moral statements, with cluster 3 consisting of participants
who agreed the least.

= Arab Culture ® Indian Cultural Sphere ® Latin America ® North America ® Oceania
Sinosphere ® Sub Saharan Africa = Western Europe

900
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(b) Distribution of participants from different regions across
different moral clusters. Variances of regional presence are
noticeable in several cases, e.g., cluster 0 mostly consists of
participants from Indian Cultural Sphere, Arab Culture, and
Sub-Saharan Africa.

Figure 3

tion of moral values across the axes, that show the
most prevalent moral values in the annotator pool.

In general, while our results replicated previous
evidence of regional differences in specific moral
values (Atari et al., 2023) (e.g., more collective
cultures such as Arab Culture score higher on val-
ues such as Purity and Authority), our analysis
also demonstrates that cultural differences are not
enough to completely explain annotators’ moral
preferences, as none of the clusters perfectly align
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with cultural regions.

4.3 Disagreement among Groups

Additionally, we explore the homogeneity of anno-
tations within various clusters of annotators. We
specifically compare moral clusters’ homogeneity
with the alternative clustering approach that con-
siders annotators of the same region to have similar
perceptions. We considered region as an alterna-
tive means for clustering annotators because col-
lected annotations tend to vary significantly across
regions and countries (the distribution of ratings
collected from different countries is provided in
Figure 6). Inspired by Prabhakaran et al. (2023),
we use the Group Association Index (GAI) metric
which provides a measurement of perspective diver-
sities within annotator groups. In other words, for
each specific group of annotators, GAI provides the
ratio of an in-group measurement of agreement to a
cross-group measurement of cohesion. In our spe-
cific case, we measure in-group agreement through
Inter-Rater Reliability (IRR), and cross-group cohe-
sion through Cross-Replication Reliability (XRR;
Wong et al., 2021). The GAI metric is then defined
as the ratio to IRR to XRR, and a value more than
1 reports higher internal vs. external cohesion.

Table 2 includes the results for six moral clusters
and eight geo-cultural groups of annotators. In all
14 cases, we assessed the agreement between each
specific group and the combined responses of all
other annotators. While the highest GAI score is
achieved by one of the moral cluster (cluster 2, with
low agreement with purity values and moderated
moral values on all other axes), moral cluster in
general have high variation in their homogeneity.
On the other hand, regional clusters are generally
more distinct in their perspectives.

4.4 Disagreement on Categories of Content

We further analyze the various types of content that
annotators may label as offensive. As outlined in
Section 3, annotated items are chosen using three
strategies: random selection, morality-based selec-
tion, and social identity-based selection. Figure 4
shows that annotators tend to have varying degrees
of disagreement (calculated as the standard devia-
tion of labels assigned to the item) when labeling
items selected based on different strategies. As
the plot shows, items that mention specific social
identity groups evoke highest levels of disagree-
ment (Mean = .47, SD = .06), significantly higher
than items with moral sentiment (Mean = .31, SD =

Dimension Group IRR XRR GAI
AC.  10.13% 10.11  11.17%
ICS. 1010 1010*  11.04
LA.  10.13* 10.11  11.15%
_ NA.  10.14%% 10.11  F131%*
Region o' 402 0.0 LIS
Si. 10.09%  10.09%% |1.00
SSA.  10.14%  [0.10  11.36%*
WE.  10.14%% 10.11  11.22%*
0 $0.12%  10.12%%  41.05
1 1012 1011 11.04
Moral 2 10.18%%  10.12%%  11.46%%
Cluster 3 10.07#%  10.10%%  |0.75%+
4 $0.11 1011 $1.00
5 10.09%  10.09%%  0.97

Table 2: Results for in-group and cross-group cohesion,
and GAI Significant results are in bold: * for signifi-
cance at p < 0.05, ** for significance after Benjamini-
Hochberg correction. A | (or 1) means that the result
is less (or greater) than expected under the null hypoth-
esis. GAI results based on Cx = XRR and C; = IRR.

.16) and the randomly selected items (Mean = .41,
SD = .10), both with p < .001. It is important to
note that our randomly selected items were deliber-
ately chosen from those with high disagreement in
the original Jigsaw dataset. Our analysis indicates
that items mentioning social identity groups tend
to evoke even more disagreement.

In addition to disagreement between annotators,
items can be labeled differently by various groups
of annotators. The aggregated labels from each re-
gion demonstrates how recruiting annotators from
specific regions could lead to having thoroughly
different final dataset. Table 3 represents items
with high cross-region disagreement.

5 Discussion

Research on safety considerations of large lan-
guage models has mostly focused on evaluations of
model harms through crowdsourced benchmarks
(Srivastava et al., 2023; Wang et al., 2022). How-
ever, while annotators from different regions are
shown to have different perspectives regarding this
task (Salminen et al., 2018; Lee et al., 2023), cur-
rent benchmarks fail to represent the cultural and
individual variations in human moral judgements
about generated language and model outputs. They
also lack comprehensive understanding of human
values and cultural norms that drive diversity of
perspectives in annotations. This work presents a
cross-cultural experiment with participants across
various cultural and demographic backgrounds.
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Offensive

Item “Yes No  Category
Transgender athletes..... Trans- AC, ICS, transgender
gender students..... This is what LA, Si,

feminism gets you in society. NA,  SSA,

This was unheard of only a Oc WE

short 20 years ago.

Does pointing out that a AC, Oc, LGB
growing majority of Americans ICS,  Si,

support adultery (abortion, LA, SSA,

same sex marriage, even theft), NA WE

change God’s law an iota?

The women came out because ICS, AC, christian

he is a hypocrite, a child preda- LA, NA,
tor. Come on trumpers, defend Oc, Si,
the child predator Christian, lol SSA  WE

Table 3: Highest cross-regional disagreement.

Our dataset captures valuable insights into human
perceptions on offensive language, revealing de-
mographic differences in annotation certainty, and
regional, as well as moral psychological variations
in perceiving offensiveness.

Our first analyses captures how participants with
different demographic background might express
their unfamiliarity with the annotation. In general,
annotators not identifying as Men and annotators
aged 50 and above are more likely to select the
“I don’t understand” option. Moreover, annotators
from Oceania, North America, and Western Europe
were significantly more probably to state that they
did not understand the message compared to In-
dian Cultural Sphere, Arab Culture, Latin America,
Sinosphere, and Sub Saharan Africa. Therefore, it
is important to note how this kind of uncertainty in
annotating might occurred disproportionately for
different groups.

Our dataset also represent different categories of
content within a well-known machine learning cor-
pus, with annotators having varying levels of dis-
agreement for labeling content from different cate-
gories. While items with moral sentiment are the
least likely to evoke disagreement, items mention-
ing specific social groups are more likely to have
a varying range of annotation. This finding repli-
cates previous findings on how group perception
and stereotypes affect harm perception targeting
different social groups, in a cross-cultural context.
Consequently, these findings underscore the need
for further research into social dynamics within
diverse cultural contexts to better understand and
mitigate harmful risks of language technologies.
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(a) Density plot of item-level disagreement.
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(b) Cross-regional disagreements (standard deviation of ma-
jority votes from all regions) or each sub-category.

Figure 4: Items related to social groups (christian,
transgender, Jewish, Muslim and LGB) generally
evoke more disagreement compared to random items.

Our dataset and findings demonstrate the poten-
tial for incorporating diverse cultural and individual
moral perspectives to enhance fairness in LLMs.
By moving beyond traditional socio-demographic
groupings and understanding how individual moral
values shape perceptions, we provide a pathway for
defining model alignment strategies that capture a
broader range of human values, thus contributing
to the approaches to address representation biases
by challenging value alignment frameworks that
prioritize normative cultural or societal values.

6 Conclusion

We introduce the D3CODE dataset, which captures
the results of a cross-cultural annotation experi-
ment for understanding disagreements on perceiv-
ing offensiveness in language. Our findings reveal
significant demographic and regional variations in
perceptions of offensive language, underlining the
necessity of incorporating diverse perspectives into
reinforcement learning with human feedback. Ad-
ditionally, the dataset showcases differences in an-
notation certainty and disagreement levels across
various content categories, particularly concerning
mentions of specific social groups. These findings
underscore the imperative for further research into
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social dynamics within diverse cultural contexts to
mitigate the risks associated with harmful language
in language technologies and promote fairness and
inclusivity in digital interactions.

Limitations

In our work, we focus on moral foundations as a
way to measure differences in values across groups;
however, values can be measured in other ways, in-
cluding other psychological questionnaires such
as the Schwartz’s value survey (Lindeman and
Verkasalo, 2005) or the World Value survey (In-
glehart et al., 2000) as well as through interviews,
case studies and ethnography. Importantly, while
our annotator sample represents diverse cultural
perspectives, the items in our dataset are in En-
glish, which may explain the different rates of “I
don’t know” responses observed across regions.
Moreover, English data likely features lower repre-
sentation of certain content, such as offensive con-
tent about social groups, celebrations, or politics
specific to certain regions and languages. In addi-
tion, to preserve our ability to compare data cross-
culturally, we focused on demographic categories
that are broadly recognized. As a result, we did not
conduct analyses of demographic differences that
are specific to particular cultural regions, such as
caste, and we did not collect highly sensitive de-
mographic information, such as sexual orientation.
We acknowledge that salient social categories can
differ greatly across geo-cultural reasons, therefore
our selection of categories should not be consid-
ered exhaustive. Finally, our selection of countries
within each cultural region was informed by access
feasibility via our data collection platform, which
may have introduced unexpected sampling biases.

Our clustering approach is unsupervised and
data-driven, with the primary goal of identifying
distinct groups of annotators that behave similarly.
While not all clusters have immediate intuitive in-
terpretations, they each represent a group of annota-
tors who share similar moral values, differentiating
them from other groups. We avoided overinterpret-
ing the patterns in all clusters but we do acknowl-
edge that further qualitative exploration of these
clusters is needed to extract more insight about the
annotators in each group.

We chose language proficiency as a criteria since
most widely used NLP-based content moderation
tools tend to focus on English, and English is a
language spoken across diverse cultures across the

globe that facilitates such a study. We acknowl-
edge that as a result our participant pool may not
be a good population representation across regions.
However, our primary aim is not to comprehen-
sively capture regional moral differences (a ques-
tion addressed in social psychology research, e.g.,
Atari et al. (2023)). Instead, we focus on demon-
strating how biases creep into the ML pipeline, as
a result of existing crowdsourcing efforts for En-
glish content/data annotations relying on English
speakers without accounting for the cultural dif-
ferences in countries where English is not the first
language. According to your helpful feedback, we
will discuss the motivation of requiring English
proficiency, and acknowledge the limitations it en-
tails.

Ethics Statement

In this work, we collected and modeled annotator
responses primarily to demonstrate geocultural dif-
ferences. Our results and approaches are not meant
to be used to define user preferences or platform
policies. For example, a subgroup’s higher or lower
tendency to identify content as offensive does not
necessarily mean that content moderation policies
should differ for that group. In addition, our work
does not advocate for treating any particular cul-
tural group’s labels as more “correct” than those of
another cultural group.
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Indian Cultural Sphere === North America === Sinosphere Western Europe

Table 4: Distribution of the moral foundations scores
and the results of one-way ANOVA analysis conducted
for each moral foundation across regions. *means the
p-value of the analysis is lower than .001

How well does each statement describe your values?

The effort a worker puts into a job ought to be reflected in the
size of a raise they receive.

Does not describe me at all
Slightly describes me
Moderately describes me
Describes me fairly well

Describes me extremely wel

Figure 5: Sample of MFQ-2 questions in our survey

A.1 Regions and Countries

Our selected list of geo-cultural regions and coun-
tries within regions is not meant to be exhaustive,
rather just to make sure that our study is done on
a set of countries with diverse cultural histories.
Each region listed has countries and sub-regions
that have distinct cultural practices, and it is wrong
to assume that the country we choose would com-
prehensively represent that region. Similarly, the
countries listed are meant as likely places to col-
lect data from, based on familiarity with previous
data collection efforts, which potentially reflect
the power structures existing within those regions.
Also, each country is rarely a monolith in terms
of culture (e.g., India has diverse subcultures, Aus-
tralia being characterized as a “Western” culture
erases the vibrant Australian Aboriginal culture).
Collected data also reflects the local disparities in
who tends to be in the social strata that maximally
overlaps with the data-collection workforce in re-
spective regions, and subcultures they represent.

A.2 Test Items

We used participants’ response to 5 test items
to evaluate their understanding of offensiveness.
These items (listed below) were unanimously la-
beled as not offensive at all by authors and were
used as an attention check to remove participants
who annotated them otherwise.
* Could you explain your point in a little more
detail please.
The NY Times yesterday had a rebuttal by the
Iranian UN ambassador.
* Ditto to everything said here.
* Just looked at the link. Impressive and missed
opportunity.
* Don’t be so hard on yourself. Your life will
go on.
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Figure 6: Distribution of the different labels provided
by annotators of different countries. The y-axis is
sorted based on the average offensive label captured in
each country.

Region Country

Arab Culture Egypt, Qatar, UAE

Indian Cultural Sphere India, Singapore

Latin America Argentina, Brazil, Mexico

North America Canada, USA

Oceania Australia, New Zealand

Sinosphere China, Japan, South Korea, Vietnam

Sub-Saharan Africa
Western Europe

Ghana, Nigeria
Germany, Netherlands, UK

Table 5: List of regions and countries within them in
our dataset.

A.3 Data Cleaning

We selected thresholds for the amount of time
needed to finish the survey and removed annotators
who performed the task either quicker or slower
than the expectation. Annotators with similar an-
swers to all items were also removed from the data.

A.4 Moral clusters

Figure 7 shows the plot of “distortions” that led
to us selecting 6 as the optimal number of moral
clusters: for each potential value of k (number of
clusters), the distortion (average sum of squared dis-
tance between each data point to the centroid) is cal-
culated. Distortion measures how tightly grouped
the data points are within each cluster. Lower dis-
tortion indicates better clustering. In Figure 7, we
can observe that k = 6 is the point where adding

Elbow curve

14000
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[0 ] |
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Figure 7: The distortion value captured for different
options for number of moral clusters.

more clusters does not significantly decrease the
distortion. In other words, it strikes a balance be-
tween maximizing the distinctness of clusters and
minimizing the complexity of the model.
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