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Abstract

Unlike professional Business-to-Consumer
(B2C) e-commerce platforms (e.g., Amazon),
Consumer-to-Consumer (C2C) platforms (e.g.,
Facebook marketplace) are mainly targeting
individual sellers who usually lack sufficient
experience in e-commerce. Individual sellers
often struggle to compose proper descriptions
for selling products. With the recent advance-
ment of Multimodal Large Language Models
(MLLMs), we attempt to integrate such state-
of-the-art generative AI technologies into the
product listing process. To this end, we develop
IPL, an Intelligent Product Listing tool tailored
to generate descriptions using various product
attributes such as category, brand, color, condi-
tion, etc. IPL enables users to compose prod-
uct descriptions by merely uploading photos
of the selling product. More importantly, it
can imitate the content style of our C2C plat-
form Xianyu1. This is achieved by employing
domain-specific instruction tuning on MLLMs,
and by adopting the multi-modal Retrieval-
Augmented Generation (RAG) process. A com-
prehensive empirical evaluation demonstrates
that the underlying model of IPL significantly
outperforms the base model in domain-specific
tasks while producing less hallucination. IPL
has been successfully deployed in our produc-
tion system, where 72% of users have their pub-
lished product listings based on the generated
content, and those product listings are shown
to have a quality score 5.6% higher than those
without AI assistance.

1 Introduction

With the rise of the circular economy, second-
hand e-commerce has played a vital role in our
daily lives. Unlike Business-to-Consumer (B2C)
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Figure 1: Intelligent Product Listing on C2C Platforms

e-commerce (e.g., Amazon, Walmart), second-
hand e-commerce is often operating in the form of
Consumer-to-Consumer (C2C) transactions. Dif-
ferent from professional sellers on B2C platforms,
individual sellers in second-hand marketplaces are
usually inexperienced. They face unique chal-
lenges when listing their products — navigating
through the complicated listing procedure, and cre-
ating high-quality product descriptions. These is-
sues not only affect the success rate of product
listings but also impact the overall quality and dis-
coverability of the listed products.

To address the above issues, it is imperative to
simplify the listing process for individual users
by leveraging automation to generate high-quality
product descriptions. A typical product listing pro-
cess involves users manually filling in basic prod-
uct attributes, uploading product photos, and com-
posing content descriptions. Among these steps,
preparing product photos is relatively straightfor-
ward. If we can automatically generate product de-
scriptions based on the uploaded photos, it would
significantly reduce the listing effort and enhance
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user experience, as illustrated by Figure 1.
Fortunately, product photos contain a wealth of

information, enabling us to infer basic attribute in-
formation such as category, brand, and model from
the imagery in most cases. Moreover, recent ad-
vancements in Multimodal Large Language Models
(MLLMs) (Bai et al., 2023b; Achiam et al., 2023)
have significantly improved both visual understand-
ing and natural language generation capabilities,
making it feasible to generate product descriptions
based on product photos in an automatic manner.

Several large e-commerce platforms, including
eBay (Herold et al., 2024) and Amazon (Jiang et al.,
2024), have begun to explore this direction by intro-
ducing product listing assistants. However, these
tools are still in their infant stages. They still re-
quire substantial user input, and the generated con-
tent is commonly in the professional marketing
styles which lowers the information authenticity
for a C2C platform. In the context of second-hand
e-commerce, we encounter more challenges.

Lack of Domain Knowledge. To generate high-
quality product descriptions, models must possess
strong capabilities for domain understanding (Es-
cursell et al., 2021; Poerner et al., 2019). C2C e-
commerce differs from traditional B2C platforms,
its product listings often exhibit more unique and
varied characteristics. Unlike professional mar-
keting descriptions that emphasize persuasive lan-
guage, product descriptions in C2C platforms typi-
cally exhibit a more colloquial style, focusing on
information authenticity. This helps foster trust be-
tween buyers and sellers and potentially facilitates
transactions. However, existing MLLMs often fall
short in these areas.

Hallucination Problem. Ideally, users only
need to upload a photo, and the corresponding con-
tent description including core product attributes is
automatically generated. However, achieving this
goal imposes a significant challenge on the current
MLLMs (Liang et al., 2022; Ji et al., 2023). In prac-
tice, MLLMs sometimes produce product attributes
going beyond the image itself. This is known as
the hallucination problem in Large Language Mod-
els(LLMs). As the core part of the product listing
experience, we need to find a proper solution.

Challenges for Production Deployment. De-
ploying generative LLMs on production systems,
particularly for applications with a large-scale user
base, imposes high requirements on system latency,
cost consumption (Kwon et al., 2023), and content
safety (Perez and Ribeiro, 2022). Meeting these

demands necessitates a comprehensive system en-
gineering effort.

To address the above issues, we develop an
Intelligent Product Listing (IPL) system, aiming to
improve the efficiency and effectiveness for prod-
uct listings on our production system.

Firstly, we present a notable case study of in-
jecting domain knowledge into a MLLM through
further instruction tuning of an open-source model.
Our domain-specific model significantly enhances
the base model’s understanding of domain knowl-
edge and enables it to generate product descriptions
in the unique style characteristic of C2C platforms.

Secondly, we introduce an innovative multi-
modal Retrieval-Augmented Generation (RAG) ap-
proach for visual-based content generation, lever-
aging identical product retrieval, to enhance de-
scription quality and mitigate hallucination risks in
practical applications.

Finally, We have successfully deployed the sys-
tem in an online environment, delivering services
to real-world individual users. This system demon-
strates high user acceptance and effectively en-
hances the efficiency and quality of product list-
ings.

Our extensive empirical studies demonstrate that
IPL has the potential to transform the landscape
of product listings, offering a robust, scalable solu-
tion to challenges faced by individual sellers and
platforms alike.

2 Approach

The overall architecture of our intelligent prod-
uct listing system can be illustrated in Figure 2,
which comprises an online multi-modal Retrieval-
Augmented Generation (RAG) process for identify-
ing similar products, and an offline-trained domain-
specific MLLM for product description generation.

In our product listing system, user-uploaded pho-
tos undergo category prediction, retrieval of simi-
lar products, and extraction of key attributes (e.g.,
brand, model, etc.) from the descriptions of these
similar products. Subsequently, the product photo,
category, and extracted attributes are fed into the
domain-specific MLLM as contextual information
to generate the product description. With this auto-
matically generated description, users only need to
make minimal adjustments to complete the product
listing.
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Figure 2: Overview of the Intelligent Product Listing (IPL) system architecture.

2.1 Domain-Specific Model Training

The crucial stages in training domain-specific mod-
els include the construction of training data and the
process of model instruction tuning.

2.1.1 Domain Instruction Tuning Data
The training data for the model encompasses prod-
uct description generation, domain content under-
standing, and general instruction tasks. The general
instruction data are derived from both automati-
cally generated and open-source data. An overview
of the training data is provided in Table 1.

Data Type Size Source Modality

Product Description Generation 267k In-house Visual-Language
Domain Content Understanding 200k In-house Visual-Language, Text Only
Auto Generated Datasets 378k In-house Visual-Language
General QA Datasets 424k Open source Visual-Language, Text Only
ALL 1.27M Mixture Visual-Language, Text Only

Table 1: Instruction tuning training data

The description generation dataset, which consti-
tutes the primary focus of this work, involves gener-
ating descriptions based on user-provided product
photos. By cleaning data from actual user-posted
product listings, we obtained pairs of product pho-
tos and descriptions. Subsequently, we converted
the data into various types of instruction formats,
including generating product descriptions directly
from photos and generating descriptions based on
a combination of product photos, key attribute tem-
plates, and reference information, as illustrated in
Table 2. Detailed data construction procedures are
provided in Appendix A.1.

The content understanding tasks primarily in-
clude fundamental tasks in e-commerce scenarios,
especially those on C2C platforms, aimed at en-
hancing the model’s domain knowledge. These
tasks include product image category prediction,
product attribute extraction, and text similarity
matching, among others. This data is derived from

manually annotated data accumulated over time in
business scenarios. Further details on the data can
be found in Appendix A.2.

Finally, the general instruction dataset are used
to enable the model to retain general capabilities
and enhance its generalization ability. We employ
large language models to generate general instruc-
tions and answers in the native language based
on product photos, while also incorporating high-
quality open-source academic datasets as supple-
mentary resources. For further details, please refer
to Appendix A.3.

2.1.2 Model Training
We chose Alibaba’s Qwen-VL(Bai et al., 2023b)
model as the base model, primarily due to its
strong performance in the native language and its
robust open-source ecosystem. We employed full-
parameter fine-tuning for model training, freezing
the visual encoder module while updating the VL-
Adapter and LLM components only (7B parame-
ters).

The training objectives focused on classic next
token generation for language model optimization,
specifically excluding loss calculation for prompt
prefixes and focusing on the special markers and
the model output tokens. The objective can be
formally defined as:

L = −
T∑

t=1

logP (yt|y<t, X) (1)

where X denotes the model input instructions,
y represents the generated tokens, t refers to the
position within the generated sequence, and T is
the length of the final generated sequence. Further
training details can be found in Appendix B.

2.2 Online Retriever-Augmented Generation
In the online phase, the fine-tuned domain model is
capable of generating descriptions for product pho-
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tos. To further mitigate hallucinations, our instruc-
tions are not to directly generate descriptions from
product photos but to refer to product categories,
core attribute templates, and retrieved information,
as detailed in Table 2.

Generation with Reference Information
Prompt: You are an experienced seller on a
second-hand trading platform and need to post
a cell phone category with the product image
as shown in the picture, and the copy template
is Brand + Model + Storage Capacity + Color
+ Version + Screen Condition. In which, the
brand is Huawei, the model is Mate10pro, the
storage capacity is 6+64GB, please write a
paragraph description for this product.
Response:
Personal used Huawei Mate10pro 6+64GB, Blue,
condition as shown in the pictures, Mainland
China version, screen in perfect condition
without aging or scratches, all original,
for those interested, please contact me
privately.

Table 2: Instruction for product description generation
with Retriever-Augmented Generation.

Therefore, in online scenario, product descrip-
tion generation is a Retrieval-Augmented Gener-
ation (RAG) process. We conduct category pre-
diction on the input product photos and simultane-
ously retrieve identical products through vector re-
trieval. From the retrieved products, we extract key
attribute values to serve as reference information
for generating descriptions. The extraction of key
attribute values is accomplished using a domain-
specific large model we trained, with the prompt
shown in Table 3. Key attribute sets for each cate-
gory are derived from offline mining and manual
summarization, and can be retrieved through prod-
uct category queries. By incorporating attributes
template into the instructions, we can further con-
trol the attributes and their sequence that the model
must mention in the generated product descriptions,
ensuring the richness of the information in the out-
put descriptions.

The category prediction model utilizes the AL-
BEF network architecture(Li et al., 2021; Zhang
et al., 2018), a classic vision-language multimodal
model. The model has been pre-trained on domain-
specific data and fine-tuned with millions of man-
ually annotated datasets, achieving an accuracy of
over 80% across tens of thousands of categories.
The implementation of the visual search draws
upon the work conducted by (Zhang et al., 2018).
We select the most similar result from the retrieval
outcomes as the identical product and impose a
similarity score threshold to further enhance the

Attribute Extraction Example
Prompt: Extract the Brand, Model, Storage
Capacity, Color, Version, Screen Condition
for the following smartphone product.
Output the result in JSON format. Product
description: Huawei mate10Pro 6+64G
completely original unrefurbished smartphone
Mainland China version light scratches.
Response:

{
"Brand": "Huawei",
"Model": "mate10Pro",
"Storage Capacity": "6+64G",
"Version": "Mainland China"

}

Table 3: Attribute extraction instruction examples.

accuracy. In offline evaluations, the accuracy of
image retrieval for identical products is over 60%,
and for similar products, it is over 90%. For more
details on the evaluation of visual retrieval, please
refer to Appendix C.1.

3 Deployment

Key considerations for LLM deployment included
minimizing online latency, ensuring user experi-
ence, and addressing safety risks associated with
content generation. We deployed the system online,
with the LLM model hosted on NVIDIA® Tesla®
V100 machines. Through various acceleration tech-
niques, such as model quantization, ViT operation
optimization, key-value caching, kernel operation
fusion, and parallel computation(Aminabadi et al.,
2022; Dao et al., 2022; Dao, 2023), the overall
pipeline’s average response time (RT) was reduced
from 5 seconds to below 3 seconds. The adoption
of streaming output ensured user experience by
reducing wait times.We perform preemptive risk
assessment on user-uploaded product photos and se-
curity checks on generated descriptions to prevent
non-compliant content, thereby effectively avoid-
ing public opinion risks. For more detailed error
detection and exception handling, please refer to
Appendix D.

4 Experiment

4.1 Data

Our experimental data comprises both domain-
specific and general datasets. All data were sourced
from real e-commerce scenarios and the target
labels were either manually annotated or con-
firmed by actual platform users, then converted
into instruction format. We constructed validation
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datasets encompassing tasks such as sentiment anal-
ysis, information extraction, content topic selection,
tagging/classification, and attribute-based visual
question answering within the e-commerce domain
(For more details, refer to Appendix E). Addition-
ally, we included datasets specifically designed to
evaluate generative style and hallucination.

4.2 Model

Domain-Specific Models: To assess the effective-
ness of domain knowledge injection, we trained
several models with varying amounts of training
data. The datasets were randomly shuffled and
truncated. The comparison models include: Qwen-
VL (baseline, without domain training), 10% Data
(trained with 10% of the data), 20% Data, 50%
Data, and 100% Data.
Online RAG System: In addressing hallucination
alleviation, we conducted experiments on various
components of our online RAG system. This in-
cluded evaluating the use of product category in-
formation, reference information from identical or
similar products.

4.3 Metrics

Our evaluation encompasses comprehensive met-
rics to assess different aspects of model perfor-
mance:
N-gram-Based Metrics: We employed BLEU (Pa-
pineni et al., 2002), ROUGE and ROUGE-L (Lin,
2004) to evaluate the alignment of generated text
with ground truth product descriptions.
Semantic Similarity Metrics: BERT embed-
dings measured semantic similarity (SIM) between
model outputs and ground truth using BERT-Score.
Task-Specific Accuracy Metrics: These metrics
were used for domain-specific knowledge ques-
tions, assessing model accuracy in understanding
and responding to task-specific prompts.
Human Assessment: Evaluation was conducted
by experts in the C2C domain, assessing whether
the generated descriptions adhere to domain-
specific style and identify key attributes(Chen et al.,
2024) accurately. We perform a quantitative analy-
sis of the results.

5 Results

In the following subsections, we discuss the five
key research questions regarding our domain model
and the online RAG system:

• Q1: Does the domain-specific model, after

instruction tuning, exhibit a stronger under-
standing of domain knowledge?

• Q2: Does the domain-specific model generate
product descriptions with a more distinct C2C
domain style?

• Q3: Can the model maintain its general capa-
bilities after being trained on domain-specific
data?

• Q4: Does the online RAG mitigate hallucina-
tions in product description generation?

• Q5: How does the IPL system perform in
real-world online scenarios?

Among them, Q1-Q3 investigate the effects of do-
main knowledge injection, Q4 explores the role of
online RAG, and Q5 addresses online performance.

5.1 RQ1: Enhanced Domain-Specific
Knowledge

To evaluate the model’s understanding of domain-
specific knowledge, we compared its performance
on C2C e-commerce tasks involving both language-
only and visual-language hybrid modalities. As
shown in Table 4, the domain-specific model sig-
nificantly outperforms baseline across various met-
rics. Notably, the model shows substantial improve-
ments in tasks such as e-commerce topic selection
and category recognition, while the gains in senti-
ment analysis are relatively smaller. This can be
attributed to the close alignment of sentiment clas-
sification with general tasks, as well as its superior
baseline performance.

By truncating the training data to 10%, 20%,
50%, and 100% of the original dataset, we obtained
different models. The model trained with the full
dataset achieved the highest average accuracy, fol-
lowed by the model trained with 50% of the data.
In the Topic Selection and Category Recognition
tasks, The accuracy increased significantly with
the amount of training data. For the Content Tag-
ging and Vision-Based Product Attribute Extrac-
tion tasks, accuracy improved significantly after
adding 20% of the data, but showed minor fluctua-
tions with further increases in training data beyond
20%.

5.2 RQ2: Enhanced Domain-Specific Style
Generation Ability

We also evaluated whether the model’s generated
listings exhibit domain-specific stylistic elements.
Given that style preferences are subjective, human
evaluation is the most reliable method. An experi-
enced e-commerce annotator was tasked with com-
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Model Domain Task (Visual-Language) Language Only Overall

TS CT CR VAE PDG SA TAE Average

Qwen-VL 0.442 0.758 0.791 0.720 0.610 0.895 0.416 0.662
+10% Data 0.532 0.769 0.768 0.781 0.629 0.871 0.313 0.666
+20% Data 0.596 0.826 0.733 0.811 0.628 0.885 0.670 0.735
+50% Data 0.610 0.824 0.799 0.809 0.635 0.868 0.649 0.742
+100% Data 0.718 0.822 0.847 0.790 0.631 0.878 0.715 0.771

Table 4: We compare the performance of domain-specific models trained with different proportions of the dataset
(10%, 20%, 50%, and 100%) on various domain-specific tasks. These tasks include Topic Selection (TS), Content
Tagging (CT), Category Recognition (CR), Vision-Based Product Attribute Extraction (VAE), Product Description
Generation (PDG), Sentiment Analysis (SA) and Text-Based Product Attribute Extraction (TAE).

paring the linguistic style of listings generated by
different models for the same product and casting
votes. The results, presented in Table 5, indicate
a significant preference for our model’s outputs.
In contrast, Qwen-VL’s listings were often per-
ceived as unnatural, verbose, and overly marketing-
oriented, which is undesirable in C2C personal
seller scenarios. We also experimented with var-
ious prompts for Qwen-VL to mitigate prompt-
induced biases.

5.3 RQ3: Retains General Capabilities

We assessed the model’s retention of general ca-
pabilities using well-established benchmarks such
as MMBench (Liu et al., 2023) , MME(Fu et al.,
2023), and SeedBench(Li et al., 2024), drawing ref-
erence from the work of LLaVA 1.5 and Qwen-VL.
Our model outperforms LLaVA 1.5 and Qwen-VL
on the MMBench task, and achieves performance
closely comparable to LLaVA 1.5 on the MME
task. However, it demonstrates relatively weaker
performance on the SeedBench task.

On one hand, SeedBench focuses on detailed im-
age analysis tasks, including scene understanding,
instance identity, instance location, instance count-
ing. In contrast, MMBench emphasizes overall
image analysis, encompassing tasks such as image
topic and attribute recognition. Our training sam-
ples are based on commonly used general-domain
data and additionally incorporate e-commerce prod-
uct understanding, encompassing tasks such as
category recognition and product attribute extrac-
tion. From the perspective of the high-quality train-
ing samples, this demonstrates a greater improve-
ment for MMBench compared to the SeedBench
tasks.On the other hand, the difficulty of the tasks
reveals that SeedBench is indeed more challenging,
as detailed image analysis requires the model to
possess strong pixel resolution, multi-object recog-
nition capabilities, and spatial recognition skills.

Our model still has space for improvement on
these tasks. The generalization obtained from ex-
isting universal samples aids in enhancing both
instruction-following abilities and image recogni-
tion capabilities. Therefore, we will continue to
refine these abilities in our future work.

Model Win:Loss Win Rate

Ours VS Qwen-VL 948:101 90.3%

Table 5: Model performance in description generation
style on C2C domain based on human evaluation.

Model MMBench(en/cn) MME SeedBench

LLaVA 1.5 65.2/57.3 1808.4 65.8
Qwen-VL 61.8/56.3 1860.0 64.8
Ours 71.5/65.5 1813.0 49.0

Table 6: Performance of different models on open-
source benchmarks to evaluate their general capabilities.

5.4 RQ4: RAG Can Alleviate Hallucinations

We employed a combination of human and ma-
chine evaluations for this assessment.
Key Attribute Evaluation: Based on product
photos, user-generated descriptions, and model-
generated descriptions, evaluators are required to
assess the accuracy of the attributes (e.g., brand,
model) in the model outputs. Subsequently, we can
compute the accuracy rate.
Machine Automatic Evaluation: The content gen-
erated by the model was compared to the user-
written descriptions using metrics such as SIM,
BLEU and ROUGE.

The specific results are shown in Table 7.
As opposed to only giving the image to the
MLLMs, our model significantly improved all met-
rics.Especially in the human manual evaluation of
attribute accuracy, there was a 105% improvement.
These enhancements can be attributed to RAG’s
ability to provide richer and more accurate refer-
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Unit Human Machine Auto Evaluation

Image Category Reference ACC SIM BLEU1 BLEU2 BLEU3 BLEU4 ROUGE1 ROUGE2 ROUGEL

✓ 0.36 0.633 0.132 0.027 0.009 0.003 0.155 0.034 0.153
✓ ✓ 0.35 0.639 0.134 0.027 0.009 0.004 0.157 0.036 0.156
✓ ✓ 0.74 0.720 0.173 0.057 0.029 0.018 0.216 0.080 0.191
✓ ✓ ✓ 0.75 0.718 0.174 0.056 0.028 0.016 0.216 0.078 0.193

Table 7: Evaluation of component ablation effects in Retrieval-Augmented Generation Models

ence information, which effectively mitigates hal-
lucination. This indicates that the information ob-
tained solely from product images is limited and ne-
cessitates supplementary references. On the other
hand, the direct contribution of product categories
is relatively minor. The primary function of cate-
gory prediction is to obtain the relevant attributes
template, thereby enhancing the controllability of
the generation process in RAG.

5.5 RQ5: Online A/B Test Results

To evaluate the performance of the IPL system, we
conducted online A/B testing. The objective was to
measure the adoption rate of product descriptions
generated by IPL and to compare the advantages
over not using IPL. Our experiments demonstrate
a high user acceptance rate for our system: up to
72% of users are willing to continue modifying the
automatically generated descriptions to complete
product listings, and over 32% of users adopt more
than 50% of the generated content. Furthermore,
products utilizing the auto-description generation
feature exhibit a 5.6% improvement in overall qual-
ity scores compared to similar products that do not
use this feature. The product quality score, an inter-
nal metric used by the platform to assess product
quality, is primarily calculated based on the rich-
ness of descriptions and the aesthetic authenticity
of photos. The details of the quality score definition
can be found in Appendix C.2.

6 Related Work

Multimodal LLM: Recent advances in large lan-
guage models such as GPT-4, LLaMA(Touvron
et al., 2023), and Qwen(Bai et al., 2023a), have
demonstrated impressive capabilities in understand-
ing world knowledge and generating diverse text.
These models have shown significant potential in
zero-shot or few-shot(Wang et al., 2020) learning
scenarios, exhibiting strong instruction-following
abilities(Ouyang et al., 2022). Recent works, in-
cluding BLIP-2(Li et al., 2023), MiniGPT-4(Zhu
et al., 2023), and Qwen-VL(Bai et al., 2023b), have

explored integrating visual and textual modalities
from various perspectives. However, these models
lack training on domain-specific (C2C) private data,
resulting in insufficient domain understanding and
inconsistent domain-specific style outputs, which
limits their effectiveness in related tasks.
Retrieval-Augmented Generation: Hallucina-
tion remains a major challenge in the develop-
ment of LLMs(Guerreiro et al., 2023)(Ji et al.,
2023). Approaches such as VisualGPT(Wu et al.,
2023), HuggingGPT(Shen et al., 2024), and Tool-
Former(Schick et al., 2024) leverage existing ma-
ture modules to perform complex operations. An-
other method, involves text retrieval-based aug-
mentation(Guu et al., 2020; Izacard et al., 2023;
Robertson et al., 2009; Karpukhin et al., 2020),
where external resources(Guu et al., 2020) or web-
retrieved(Nakano et al., 2021) texts are fed into
the prompts to provide LLMs with more accu-
rate (Mallen et al., 2022; Kandpal et al., 2023)ref-
erence information to mitigate hallucinations(Li
et al., 2022; Kang and Choi, 2023). Unlike these
methods, our research uniquely integrates visual-
based retrieval augmentation with MLLMs and suc-
cessfully applies it in the e-commerce domain, ad-
dressing the hallucination problem while enhancing
task-specific performance.

7 Conclusion

We presented IPL system, a novel framework that
generates high-quality, accurate product descrip-
tions based on images, enhancing item listing effi-
ciency in the C2C market. By leveraging MLLMs
trained via Domain Injection, our model gains
deeper domain-specific knowledge and style com-
pared to the original model (Qwen-VL). The im-
plementation of Online RAG, which uses similar
product images as reference, reduces hallucination
in MLLMs, resulting in more precise descriptions.
The effectiveness of our framework is demonstrated
through human evaluations, machine assessments,
and Online A/B testing.
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8 Limitations

Our IPL system generates precise descriptions tai-
lored to individual seller styles, streamlining the
posting process and enhancing the quality of list-
ings. Our system exhibits notable potential for
further optimization. Firstly, the core attributes
template is predominantly based on extensive de-
scriptive statistics and do not yet account for per-
sonalized user posting styles. Secondly, the accu-
racy of generated descriptions for certain long-tail
categories requires improvement. To advance our
system, we intend to incorporate additional train-
ing samples from long-tail categories and integrate
user personalization data. This approach aims to en-
hance the accuracy and personalization of product
descriptions, thereby increasing adoption rates and
aiding users in efficiently producing high-quality
descriptions.
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A Data Processing

Our model’s training data comprises tasks related
to product description generation, e-commerce do-
main understanding, and general capability tasks.
The methods for collecting and constructing data
for each type of task vary accordingly.

A.1 Description Generation Data

Product description generation is the core task of
our model, with the goal of generating product de-
scriptions in the style of C2C platforms based on
user-uploaded images. To achieve this goal, the
best data source can be considered as the products
posted by actual users on the platform. Given the
varying quality of user-posted products, data selec-
tion and cleaning are also crucial. Additionally, it
is necessary to construct various description gen-
eration instructions to increase the richness and
controllability of product description generation.
Data cleaning and selection include the following
key steps:

• First, filter out low-quality products based on
product quality scores, which mainly consider
the completeness of basic descriptions and the
aesthetic quality of product photos;

• Filter out products with negative risks present
on the platform, such as low-priced traffic at-
traction, traffic attraction to other platforms,
and potential fraudulent products;

• Use a self-developed image-text matching
model similar to CLIP to filter out products
with low similarity between photos and de-
scriptions;

• Apply heuristic rules to exclude products that
do not meet generation standards, such as ex-
cessively long or short descriptions, inclusion
of user privacy information, or special charac-
ters;

• Finally, perform stratified sampling based on
categories to obtain training sample candi-
dates with balanced categories.

For the diversity of instructions, we mainly pro-
vide three types of instructions: generating product
descriptions directly from images, generating de-
scriptions based on images + core attributes tem-
plate, and generating product descriptions based
on product images + core attributes template + ref-
erence information. Examples of the three types
of instructions and model responses are shown in
Table 8.

For generating product descriptions directly

from images, we can directly format the cleaned
product image and description pairs as instructions.
For the second type of task, we need to first per-
form core attribute extraction on the target product
descriptions and then concatenate the extracted at-
tribute names as part of the description generation
instructions to obtain the corresponding format of
training data. Similarly, based on the second type
of instructions, we include the extracted attribute
values as part of the reference information within
the instruction prompt, thus obtaining the third type
of instruction tuning data.

A.2 E-commerce Understanding Data
Introducing e-commerce domain task data aims to
enhance the model’s understanding of e-commerce
knowledge, particularly the unique data distribu-
tion of C2C e-commerce platforms. To ensure the
diversity of this data, we collect metadata based on
two dimensions: technical direction and specific
task type. The technical directions include classic
product understanding on e-commerce platforms,
search query understanding, relevance matching,
data mining, and e-commerce QA, etc., while the
task types include classification tasks, matching
tasks, ranking tasks, and sequence labeling tasks.

Additionally, our domain task data are all de-
rived from the platform’s historically accumulated
data, all of which have been manually annotated
or ensured by other accuracy assurance methods to
guarantee data quality. Finally, all the metadata are
converted into instruction format for model train-
ing.

A.3 General Instruction Data
Training a model solely on domain-specific tasks
induces overfitting to the instructions within the
training data, thereby diminishing the model’s gen-
eralization capability and its ability to follow gen-
eral instructions. To mitigate this issue, we incor-
porated general task data into the training dataset,
primarily sampling from the open-source data pro-
vided by the LLaVA1.5 project.

Since high-quality open-source data are typically
in English, to enhance the model’s performance in
the native language and adapt to the platform’s
own data distribution, we automatically generate
general instruction QA data using large language
models for product photos. Specifically, for each
product photo, we utilize a large language model
to generate multiple potential instruction questions
and their corresponding answers. Table 9 provides
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Instruction Design for Product Description Generation:

User Description
(Generation Target) Apple iPhone 11, China version, 256GB, Silver, 90% new, purchased from the official

website. If interested, please contact me privately.

Attribute Extraction
Results { "Brand": "Apple", "Model": "iPhone 11", "Version Type": "China Version", "Memory

Capacity": "256GB", "Color": "Silver", "Condition": "90% New", "Purchase Channel":
"Official Website" }

Instruction Instance
(generating product de-
scriptions directly from
images)

You are an experienced seller on a second-hand trading platform and need to post a
listing for a mobile phone product. The product images are as shown. Please write a
product description for this item, enhancing and expanding it reasonably.

Instruction Instance
(generating descriptions
based on images + core
attribute templates)

You are an experienced seller on a second-hand trading platform and need to post a
listing for a mobile phone product. The product images are as shown.The copywriting
template is Brand+Model+Version Type+Memory Capacity+Color+Condition+Purchase
Channel. Please write a product description for this item, enhancing and expanding it
reasonably according to the template.

Instruction Instance
(generating product de-
scriptions based on prod-
uct images + core at-
tribute templates + ref-
erence information.)

You are an experienced seller on a second-hand trading platform and need to post a
listing for a mobile phone product. The product images are as shown.The copywriting
template is Brand+Model+Version Type+Memory Capacity+Color+Condition+Purchase
Channel, where Brand is Apple, Model is iPhone 11, and Memory Capacity is 256GB.
Please write a product description for this item, enhancing and expanding it reasonably
according to the template.

Table 8: Examples of different instruction designs for product description generation.

an example of the prompt engineering process uti-
lized in this step. To further improve the accu-
racy of the generated answers, for each instruction
question, we use a robust large language model to
generate answers based on the given picture and
instruction, thereby producing the final training
data.

B Details of Training

B.1 Data Format of Supervised Fine-tuning

Regarding the format of the training data, we fol-
low the approach of Qwen-VL, converting the pre-
pared instruction tuning data into ChatML (Ope-
nAI) format, marking each interaction statement
with special tokens (<im_start> and <im_end>) to
denote dialogue termination. Training objectives
focused on classic next token generation for lan-
guage model optimization, excluding prompt pre-

fixes and emphasizing special markers and model
outputs (depicted in Table 10).

The Dataset Format Example of ChatML
<im_start>user
Picture 1: <img>vg/VG_100K_2/649.jpg</img>What
is the sign in the picture?<im_end>
<im_start>assistant
The sign is a road closure with an orange
rhombus.<im_end>
<im_start>user
How is the weather in the picture?<im_end>
<im_start>assistant
The shape of the road closure sign is an orange
rhombus.<im_end>

Table 10: Instruction Fine-Tuning data format.

B.2 Training Hyperparameters
Table 11 presents some of the parameter settings
used in the training process of our domain-specific
model.
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Parameters Value

ViT init Qwen-VL-Chat
LLM init Qwen-VL-Chat
VL Adapter init Qwen-VL-Chat
Image resolution 448x448
ViT sequence length 1024
LLM sequence length 1024
Learnable query number 256
Learning rate 1e-5
Epoch 3
Training steps 4788
Learning rate schedule Cosine decay
Global batch size 768
Gradient accumulation 16
Numerical precision BF16
DeepSpeed Stage1

Table 11: Parameter settings used in the training pro-
cess.

We employ the DeepSpeed ZeRO stage 1 ap-
proach for parallel training, utilizing 24 A800
GPUs to train on 1.27M data for 3 epochs, taking
16 hours, with an average throughput of 2.5 sam-
ples per second per GPU. We use the AdamW opti-
mizer with β1 = 0.9, β2 = 0.98, and ϵ = 1×10−6.
We also apply a cosine learning rate schedule with
a warmup ratio of 0.01.

C Details of Internal Evaluation Method

C.1 Evaluation Metrics for Visual Retrieval
We evaluate the effectiveness of visual retrieval
by assessing whether the query image and the re-
trieved images are identical or similar. Specifically,
identical products refers to that the two items share
the same SKU (Stock Keeping Unit), where both
the key attributes (such as product name, brand,
mode, etc.) and non-key attributes (such as color,
size, etc.) must be exactly the same. Similar prod-
ucts stands for that the two items with the same
SPU (Standard Product Unit), where only the key
attributes is asked to be matched, leading to a signif-
icantly high accuracy compared to the same level.

In our experiments, we found that similarity at
the SPU level can provide accurate essential at-
tributes, which significantly aids in the generation
of final description.

C.2 Calculation of product quality score
Product quality score is computed using an
explainable-and-linearly weighted formula based

on the content description. Key features include cat-
egories, attributes, descriptions, images, videos and
price. The weight for each feature is determined
by professional operators based on the importance
of each of the above-mentioned dimension. The
formula is listed in the below.

quality_score =
N∑

i=1

wi ∗ featurei (2)

where feature denotes the characteristics con-
sidered for quality score, such as the accuracy of
the category, the attribute filling rate and the flu-
ency of the description. w represents the weight
assigned to each corresponding feature, and N is
the total number of features, which in this case is
11.

D Error Detection and Exception
Handling in Online Services

We designed a set of exception-handling mecha-
nisms over multiple stages for better accommodat-
ing the production system.

During the input stage, the uploaded images may
contain non-compliant content, such as prohibited
products, pornography, and etc. To avoid such
cases, we applied several machine learning models
for security check, which can provide proper guide-
line when such harmful content has been identified.

In the pipeline stage, exceptions may also occur
from different sub-modules, such as empty cate-
gory prediction, empty visual search results, and
etc. All of them would change the reference in-
formation of the MLLM input. To address such
issue, we designed instructions that cover all of
those cases during model training (more details in
Table 8). In the worst case, the model is allowed to
generate product descriptions solely based on the
uploaded image. For instance, if the image search
yields no results, the MLLM will utilize the image
information, along with domain knowledge, to gen-
erate product description. It is worth noting that,
the chance of hallucination increases in this case
(refer to Table 7).

During the output stage, in the process of stream-
ing output, we keep monitoring content safety.
Once the harmful content is detected, the content
generation process will be halted, with an subse-
quent notification to the user for modification. Ad-
ditionally, if the output exceeds the pre-defined
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content length limit, we will automatically truncate
it to avoid system failure.

Lastly, in the case of request timeout, we keep
the existing product listing function intact, allowing
users to manually edit the content description.

E Summary of the In-house Evaluation
Benchmarks

In the experimental section, we designed multiple
in-house validation datasets to evaluate the domain
adaptation capabilities of our model. All data were
sourced from real e-commerce scenarios and the
target labels were either manually annotated or con-
firmed by actual platform users, then converted into
instruction format. Table 12 presents the various
evaluation datasets along with their evaluation de-
tails.

A unified test instruction is used for the eval-
uation tasks without special optimizations for the
model. Additionally, some tasks will provide a few-
shot examples to ensure the model outputs answers
in the expected format. For the calculation of evalu-
ation metrics, we use string matching to determine
whether the generated results are consistent with
the target answers. Manual verification has shown
that this method has extremely high accuracy in
our evaluation task.
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Prompt Engineering for Automatic Generation of General QA Data:

Product Photo

Prompt Based on the given image, design multiple types of task questions and answers. The task
types include: image information description, image emotion analysis, image action
recognition, existence check of elements in the image, image text extraction, analysis
of object interactions in the image, object attribute recognition in the image, image
multiple-choice question answering, visual reasoning, visual common sense reasoning,
image style appreciation, content creation based on the image, and writing product
descriptions based on the image. Below, provide up to 20 diverse instructions for all the
above tasks, including different language styles and precise answers. The instructions
should include both questions and statements. Answers should be less than 100 words.
Each task should have fewer than 3 instructions. Output format:
Instruction1: Example Instruction1
Answer1: Example Answer1
Task1: Example Task1
Instruction2: Example Instruction2
Answer2: Example Answer2
Task2: Example Task2
...

Response Instruction1: Please describe the objects in the image.
Answer1: The image features a pair of purple sneakers placed in a cardboard box, with
white shoelaces.
Task1: Image Information Description
Instruction2: How does the color of these shoes make you feel?
Answer2: The purple color of the shoes gives a gentle and refreshing feeling.
Task2: Image Emotion Analysis
Instruction3: What is the person in the image doing?
Answer3: The person in the image is holding the shoes with their hands, as if they are
displaying or inspecting the shoes.
Task3: Image Action Recognition
Instruction4: Is there a label shown in the image?
Answer4: No, there is no label visible in the image.
Task4: Existence Check of Elements in the Image
...
Instruction9: Based on the image, what activities are these shoes suitable for?
Answer9: Since they are sneakers, they are suitable for sports or casual activities.
Task9: Visual Reasoning
Instruction10: What are such sneakers usually used for?
Answer10: Such sneakers are typically used for running, workouts, or casual daily wear.
Task10: Visual Common Sense Reasoning
Instruction11: What do you think of the design style of these shoes?
Answer11: The design style of these shoes is modern and minimalist, with gentle colors
that make them look comfortable and pleasant.
Task11: Image Style Appreciation
Instruction12: Based on the image, write a short story about these shoes.
Answer12: One day, Xiaoming found his dream purple sneakers. He wore them and
won the school marathon championship.
Task12: Content Creation Based on the Image

Table 9: Sample of automatically generated general instructional QA data based on product photos using Large
Language Model prompt engineering.
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Task Dataset Description Size Metric

Multi-choice
Question

Topic Selec-
tion (TS)

Given the content of a post published
by a user in e-commerce scenario, along
with a set of candidate topics, the objec-
tive is to select the topic from the candi-
date set that matches the post content.

5k Accuracy(↑)

Multi-choice
Question

Content Tag-
ging (CT)

Given the content of a user’s post in an
e-commerce scenario and a set of candi-
date categorys, the objective is to select
the category from the candidate set that
match the post content.

5k Accuracy(↑)

Multi-choice
Question

Category
Recognition
(CR)

Given the product image and text in-
formation posted by users in the e-
commerce scenario, as well as the candi-
date category set, the goal is to select the
category to which the product belongs.

5k Accuracy(↑)

Multi-choice
Question

Vision-
Based
Product
Attribute
Extraction
(VAE)

Given a product photo, the desired at-
tribute, and a list of candidate attribute
values, the goal is to select the correct
attribute value from the candidate list.

5k Accuracy(↑)

Image Caption Product
Description
Generation
(PDG)

Given user-uploaded product photos, the
goal is to generate corresponding prod-
uct descriptions that closely match the
content written by the users themselves.

2k SIM(↑)

Multi-choice
Question

Sentiment
Analysis
(SA)

After purchasing products, users pro-
vide feedback on their buying experi-
ence. The objective is to distinguish
whether the user’s review is positive or
negative.

5k Accuracy(↑)

Information
Extraction

Text-Based
Product
Attribute
Extraction
(TAE)

Given the textual description of a prod-
uct and the list of desired attributes to be
extracted, the objective is to extract the
corresponding attribute values from the
description text.

5k Accuracy(↑)

Table 12: Summary of the domain evaluation benchmarks.
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