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Abstract 
In this study, we present a novel evaluation framework for image-captioning models that integrate statistical analysis 
with common evaluation metrics, utilizing two popular datasets, FashionGen and Amazon, with contrasting dataset 
variation to evaluate four models: Video-LLaVa, BLIP, CoCa and ViT-GPT2. Our approach not only reveals the 
comparative strengths of models, offering insights into their adaptability and applicability in real-world scenarios but 
also contributes to the field by providing a comprehensive evaluation method that considers both statistical 
significance and practical relevance to guide the selection of models for specific applications. Specifically, we 
propose Rank Score as a new evaluation metric that is designed for e-commerce image search applications and 
employ CLIP Score to quantify dataset variation to offer a holistic view of model performance. 

Keywords: image-captioning model, image-based search, evaluation metric 

1. Introduction 
Image-captioning, the process of generating 
descriptive textual summaries for visual content, 
has emerged as an important AI capability with 
applications such as providing context for visually 
impaired users, automated alt-text generation, 
and enhanced image search. However, rigorously 
evaluating image-captioning models remains 
challenging. Traditionally, evaluating these 
models has involved using several evaluation 
metrics to score their performance, followed by 
comparing which model leads in these metrics to 
determine superiority.  
Besides, as is known to all, each evaluation metric 
has its own focus, only a model that matches an 
evaluation metric’s preference could get high 
scores. But it's increasingly clear that no single 
model could consistently outperform others 
across all metrics and datasets. This divergence 
highlights the challenge in declaring one model 
definitively superior to others. On the other hand, 
now that a single model cannot win all, we could 
only identify each model’s comparative strengths 
when evaluating several models simultaneously, 
acknowledging each one’s pros and cons. This full 
understanding is essential, as different application 
scenarios may require different strengths, making 
it imperative to match a model from several 
potential one to the situation where it’s 
comparatively more suitable. 

Furthermore, the choice of benchmark dataset 
influences evaluation outcomes. To take 
advantage of model potential, we generally need 
to finetune or train models on the target dataset. 
However, in practical situations, image-caption 
alignment can diverge across datasets, 
influencing final results. We account for this by 
employing CLIP Score to quantify dataset 

variation, that is, the overall alignment between 
images and corresponding captions within the 
dataset. By measuring dataset variation, we gain 
insights into dataset complexity and noise levels. 
This allows us to deduce model ability based on 
dataset qualities, and then figure out comparative 
model strengths. 

In this paper, we propose an integrated evaluation 
framework that combines the statistical analysis 
of various metrics to identify models with 
comparative strengths. By analyzing statistical 
significance across metric results, we reveal 
relative advantages of models and suitable 
applications based on evaluation metric patterns. 
We summarize our primary contributions as 
follows: 

• We utilize CLIP Score to assess dataset 
variation in overall image-caption alignment, 
providing a basis for model evaluation. 

• We come up with a novel evaluation 
framework that merges statistical 
significance with reverse reasoning from 
metric patterns, extracting comparative 
model strengths. 

• We introduce a novel Rank Score metric, a 
simple yet powerful metric to evaluate 
image-captioning models by assessing 
generated text quality through comparative 
ranking against reference captions. 

2. Related Work 
Recent years have seen diverse image-
captioning models developed based on 
generative techniques. Representative examples 
include Video-LLaVa (Lin et al., 2022), BLIP (Li et 
al., 2021), CoCa (Yao et al., 2021), and ViT-GPT2 
(Kumar, 2022). Among these, Video-LLaVa 
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extends language models to video for dynamic 
content understanding, BLIP uses bootstrapped 
pre-training for improved visual-language 
synergy, CoCa utilizes cross-modal contrastive 
learning to enhance image understanding and 
caption generation, and ViT-GPT2 combines 
Vision Transformer (ViT) (Dosovitskiy et al., 2021) 
and GPT-2(Radford, Alec, et al., 2019) for efficient 
image and text processing. While adopting 
different approaches, rigorous comparative 
evaluation is needed to reveal the comparative 
strengths of these models to match them to 
suitable applications. 

A range of automated metrics have been 
proposed for evaluating image-captioning models 
by comparing candidate captions to references. 
Popular metrics include BLEU (Papineni et al., 
2002), ROUGE (Lin, 2004), CIDEr (Vedantam et 
al., 2015), (Anderson et al., 2016), and METEOR 
(Banerjee & Lavie, 2005). These measures rely 
on lexical, grammatical and semantic similarities. 
CLIP Score (Hessel et al., 2021) supplements 
these by comparing captions directly to images. 
However, no single model consistently 
outperforms across all metrics. 

Our hypothesis is that different models may 
exhibit comparative strengths aligning with 
particular use cases based on precision, 
efficiency, adaptability etc. This work provides a 
comprehensive framework combining statistical 
analysis and tailored datasets to reveal model 
capabilities, guiding selection for applications 
using different metrics. 

3. Methodology 
The methodology involves using CLIP Score to 
quantify dataset variation based on the alignment 
between images and captions of each data set. 
For model evaluation, a set of metrics including 
BERT Score, BART Score, METEOR, SPICE, 
BLEU, CLIP Score, and the proposed Rank Score 
are applied on the output of each image-
captioning model on each data set. Statistical 
analysis using paired t-tests with Bonferroni 
correction is then conducted on the evaluation 
results to identify models with comparative 
strengths based on statistically significant 
performance. The preferences of metrics are 
analyzed to infer model capabilities. By combining 
statistical significance with reasoning from 
evaluation patterns, the framework identifies 
specialized strengths of models and their suitable 
applications. 
3.1 Evaluation Metrics and Preferences 
3.1.1   BLEU (Bilingual Evaluation Understudy) 
BLEU measures the precision of n-grams in the 
generated text compared to the reference texts, 
adjusting for the proper length and penalizing 
overly short translations (Papineni et al., 2002). It 

does this by calculating the n-gram precision for 
several n-gram lengths (usually 1 to 4) and then 
combining these precisions geometrically, 
applying a brevity penalty for translations that are 
too short. 
The BLEU is calculated as: 
• N-gram Precision (𝑃! ): For each n-gram 

length (n=1 to 4), calculate the count of n-
grams in the candidate translation that 
appear in any reference translation, divided 
by the count of all n-grams in the candidate 
translation. 

• Brevity Penalty (BP): To penalize short 
machine-generated translations, a brevity 
penalty is applied. If the length of the 
candidate translation is less than the 
effective reference corpus length, the 
brevity penalty applies: 

𝐵𝑃 =	 %
1													𝑖𝑓	𝑐 > 𝑟

𝑒(#$
%
&)				𝑖𝑓	𝑐 ≤ 𝑟

 

𝑐: 𝐿𝑒𝑛𝑔𝑡ℎ	𝑜𝑓	𝑡ℎ𝑒	𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒	𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛 
											𝑟: 𝐿𝑒𝑛𝑔𝑡ℎ	𝑜𝑓	𝑡ℎ𝑒	𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒	𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒	𝑐𝑜𝑟𝑝𝑢𝑠 

𝐵𝐿𝐸𝑈 = 𝐵𝑃 ∙ exp	(C𝑤!𝑙𝑜𝑔𝑃!

(

!)#

) 

𝑤!:	𝑤𝑒𝑖𝑔ℎ𝑡𝑠	𝑓𝑜𝑟	𝑒𝑎𝑐ℎ	𝑛 − 𝑔𝑟𝑎𝑚	𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 
𝑃!:	𝑡ℎ𝑒	𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛	𝑓𝑜𝑟	𝑛 − 𝑔𝑟𝑎𝑚𝑠 
𝑁: 𝑡ℎ𝑒	𝑚𝑎𝑥𝑖𝑚𝑢𝑚	𝑛 − 𝑔𝑟𝑎𝑚	𝑙𝑒𝑛𝑔𝑡ℎ 

Preferences: BLEU calculates the score by 
matching the n-grams of the candidate text with 
the reference texts and applying a brevity penalty 
for short candidate texts. This method, focusing 
on surface lexical matches without considering 
semantic context or synonyms, inherently favors 
models that are excellent at producing exact n-
gram matches with the reference texts.  
3.1.2 METEOR (Metric for Evaluation of 
Translation with Explicit Ordering) 
Meteor is a machine translation evaluation metric, 
which is calculated based on the harmonic mean 
of precision and recall, with recall weighted more 
than precision (Banerjee & Lavie, 2005). 
The METEOR is calculated as: 

F-Score: The harmonic mean of Precision 
and Recall, given more importance to 
recall. It's calculated as: 

𝐹*&+%, =
10 ∙ 𝑃 ∙ 𝑅
𝑅 + 9 ∙ 𝑃 

Penalty: A penalty is applied for poor 
word order, computed based on the 
largest common subsequence of 
matched words between the candidate 
and the reference: 
𝑃𝑒𝑛𝑎𝑙𝑡𝑦

= 0.5 ∙ (
𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑐ℎ𝑢𝑛𝑘𝑠

𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑢𝑛𝑖𝑔𝑟𝑎𝑚𝑠	𝑚𝑎𝑡𝑐ℎ𝑒𝑑)
- 

𝑀𝐸𝑇𝐸𝑂𝑅 =	𝐹*&+%, ∙ (1 − 𝑃𝑒𝑛𝑎𝑙𝑡𝑦) 
Preferences: METEOR assesses translations by 
accounting for exact word matches, synonyms, 
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stemming, and word order, calculating a harmonic 
mean of precision and recall adjusted for these 
factors. This approach indicates a preference for 
models that understand and utilize linguistic 
nuances, including synonymy and grammatical 
structure.  

3.1.3 ROUGE (Recall-Oriented Understudy 
for Gisting Evaluation) 
ROUGE is a set of metrics used for evaluating 
automatic summarization and machine translation 
software in natural language processing (Lin, 
2004). It works by comparing an automatically 
produced summary or translation against a 
reference or a set of reference summaries 
(typically human-produced). It includes several 
variants, such as ROUGE-N, ROUGE-L, and 
ROUGE-W, each focusing on different aspects of 
the comparison: 

ROUGE-N measures the overlap of n-grams 
between the system-generated text and the 
reference texts. It is defined as: 
𝑅𝑂𝑈𝐺𝐸 − 𝑁

=
Σ*∈{0,1,%,!&,	34556%7,*}Σ9%65!∈*𝐶𝑜𝑢𝑛𝑡56:&;(𝑔𝑟𝑎𝑚!)
Σ*∈{0,1,%,!&,	34556%7,*}Σ9%65!∈*𝐶𝑜𝑢𝑛𝑡(𝑔𝑟𝑎𝑚!)

 

𝐶𝑜𝑢𝑛𝑡56:&;(𝑔𝑟𝑎𝑚!):  max number of n-
grams co-occurring in a candidate 
summary and and reference summary. 
𝐶𝑜𝑢𝑛𝑡(𝑔𝑟𝑎𝑚!): the count of n-grams in 
the reference summaries. 

ROUGE-L measures the longest common 
subsequence (LCS) between the system-
generated summary and the reference 
summaries. It considers sentence-level structure 
similarity naturally and identifies the longest co-
occurring in-sequence n-grams of words. 
ROUGE-L is defined as: 

𝑅𝑂𝑈𝐺𝐸 − 𝐿 =	
(1 + 𝛽<) ∙ 𝑅𝑒𝑐𝑎𝑙𝑙=>3 ∙ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛=>3
𝑅𝑒𝑐𝑎𝑙𝑙=>3 + 𝛽< ∙ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛=>3

 

Where:  
𝑅𝑒𝑐𝑎𝑙𝑙=>3
=
𝐿𝐶𝑆(𝑆𝑦𝑠𝑡𝑒𝑚	𝑆𝑢𝑚𝑚𝑎𝑟𝑦, 𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒	𝑆𝑢𝑚𝑚𝑎𝑟𝑦)

𝐿𝑒𝑛𝑔𝑡ℎ(𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒	𝑆𝑢𝑚𝑚𝑎𝑟𝑦)  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛=>3
=
𝐿𝐶𝑆(𝑆𝑦𝑠𝑡𝑒𝑚	𝑆𝑢𝑚𝑚𝑎𝑟𝑦, 𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒	𝑆𝑢𝑚𝑚𝑎𝑟𝑦)

𝐿𝑒𝑛𝑔𝑡ℎ(𝑆𝑦𝑠𝑡𝑒𝑚	𝑆𝑢𝑚𝑚𝑎𝑟𝑦)  

𝛽	𝑖𝑠	𝑡ℎ𝑒	𝑠𝑒𝑡	𝑡𝑜	𝑓𝑎𝑣𝑜𝑟	𝑟𝑒𝑐𝑎𝑙𝑙(𝑒. 𝑔. , 𝛽<
= 1.2), 𝑏𝑒𝑐𝑎𝑢𝑠𝑒	𝑟𝑒𝑐𝑎𝑙𝑙	𝑖𝑠	𝑚𝑜𝑟𝑒	𝑖𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑡. 

ROUGE-W is based on the weighted longest 
common subsequence, which considers the 
length of the LCS and the gaps between 
consecutive LCS matches. It is defined as:  

𝑅𝑂𝑈𝐺𝐸 −𝑊

=
(1 + 𝛽<) ∙ 𝑅𝑒𝑐𝑎𝑙𝑙?=>3 ∙ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛?=>3
𝑅𝑒𝑐𝑎𝑙𝑙?=>3 + 𝛽< ∙ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛?=>3

 

Where: 
𝑅𝑒𝑐𝑎𝑙𝑙?=>3: 𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑	𝑅𝑒𝑐𝑎𝑙𝑙=>3 

			𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛?=>3: 𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑	𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛?=>3 

Preferences: ROUGE measures the overlap of n-
grams and the longest common subsequences 
between the generated text and reference texts, 
primarily focusing on recall. This metric's 
emphasis on recall over precision suggests a 
preference for models that ensure no information 
is lost in summarization, even if it leads to less 
concise outputs. Therefore, models that excel 
under ROUGE are those capable of capturing the 
breadth of content in reference texts, making them 
particularly suitable for summarization tasks 
where the completeness and coverage of the 
source material are paramount, rather than 
stylistic conciseness or linguistic innovation. 

3.1.4 CIDEr (Consensus-based Image 
Description Evaluation) 
CIDEr is a metric used to evaluate the quality of 
generated textual descriptions of images 
(Vedantam et al., 2015). It measures the similarity 
between a generated caption and the reference 
captions. 
The CIDEr is calculated as: 

𝐶𝐼𝐷𝐸𝑟(𝑐7 , 𝑆7) =C 𝑤! ∙ 𝑠𝑖𝑚!(𝑐7 , 𝑆7)
(

!)#
 

Where: 
									𝑐7: 𝑇ℎ𝑒	𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒	𝑐𝑎𝑝𝑡𝑖𝑜𝑛	𝑓𝑜𝑟	𝑖𝑚𝑎𝑔𝑒	𝑖. 
				𝑆7: 𝐴	𝑠𝑒𝑡	𝑜𝑓	𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒	𝑐𝑎𝑝𝑡𝑖𝑜𝑛𝑠	𝑓𝑜𝑟	𝑖𝑚𝑎𝑔𝑒	𝑖 

								𝑁:𝑀𝑎𝑥	𝑛 − 𝑔𝑟𝑎𝑚	𝑙𝑒𝑛𝑔𝑡ℎ. 
								𝑤!: 𝑇ℎ𝑒	𝑤𝑒𝑖𝑔ℎ𝑡	𝑜𝑓	𝑒𝑎𝑐ℎ	𝑛 − 𝑔𝑟𝑎𝑚	𝑙𝑒𝑛𝑔𝑡ℎ. 

𝑠𝑖𝑚!: The cosine similarity between the 
tf-idf weighted n-gram vectors of the 
candidate caption and the reference 
captions. 

Preferences: CIDEr evaluates image-captioning 
quality by calculating the consensus between a 
candidate caption and reference captions using 
term frequency-inverse document frequency (TF-
IDF) weighting for n-grams. This approach 
emphasizes the importance of unique and 
descriptive terms that are relevant to the image, 
favoring models that generate detailed and 
image-specific captions.  

3.1.5 SPICE (Semantic Propositional Image 
Caption Evaluation) 
SPICE is an automated caption evaluation metric 
that uses scene graphs to measure the semantic 
similarity of reference and candidate captions 
(Anderson et al., 2016). The SPICE score is 
calculated as the F1 score between the sets of 
tuples extracted from the candidate and reference 
captions' scene graphs. The tuples represent 
objects, attributes, and relations.  
The SPICE is calculated as: 

𝑆𝑃𝐼𝐶𝐸 = 2 ∙
𝑃 ∙ 𝑅
𝑃 + 𝑅 

𝑃:	𝑃𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛	𝑜𝑓	𝑡𝑢𝑝𝑙𝑒𝑠	𝑖𝑛	𝑡ℎ𝑒	𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒	𝑐𝑎𝑝𝑡𝑖𝑜𝑛	 
					𝑡ℎ𝑎𝑡	𝑎𝑙𝑠𝑜	𝑎𝑝𝑝𝑒𝑎𝑟	𝑖𝑛	𝑡ℎ𝑒	𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒	𝑐𝑎𝑝𝑡𝑖𝑜𝑛𝑠. 
𝑅:	𝑃𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛	𝑜𝑓	𝑡𝑢𝑝𝑙𝑒𝑠	𝑖𝑛	𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒	𝑐𝑎𝑝𝑡𝑖𝑜𝑛𝑠	 
					𝑡ℎ𝑎𝑡	𝑎𝑟𝑒	𝑐𝑎𝑝𝑡𝑢𝑟𝑒𝑑	𝑖𝑛	𝑡ℎ𝑒	𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒	𝑐𝑎𝑝𝑡𝑖𝑜𝑛. 
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Preferences: SPICE evaluates image captions 
based on semantic fidelity, comparing structured 
scene graphs derived from candidate and 
reference captions to assess the presence and 
accuracy of depicted objects, attributes, and 
relationships. This focus on semantic content 
leads SPICE to favor models adept at deep visual 
understanding and generating captions that 
accurately reflect complex visual scenes in 
natural language.  

3.1.6 BERT Score 
BERT Score evaluates the quality of text by 
calculating the cosine similarity between the 
BERT embeddings (Devlin et al., 2019) of the 
candidate text and the reference text (Zhang et al., 
2020). 
The BERT Score is calculated as: 

𝐵𝐸𝑅𝑇	𝑆𝑐𝑜𝑟𝑒 = 	2 ∙
𝑃 ∙ 𝑅
𝑃 + 𝑅 

𝑃(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛) = 	
1
|𝐶| Σ&∈>𝑚𝑎𝑥%∈0𝑐𝑜𝑠𝑖𝑛𝑒

(𝑐, 𝑟) 

𝑅(𝑅𝑒𝑐𝑎𝑙𝑙) = 	
1
|𝑅| Σ%∈0𝑚𝑎𝑥&∈>𝑐𝑜𝑠𝑖𝑛𝑒

(𝑟, 𝑐) 

										𝐶: 𝐶𝑎𝑑𝑖𝑑𝑎𝑡𝑒	𝑡𝑒𝑥𝑡;   𝑅:𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒	𝑡𝑒𝑥𝑡 
Preferences: BERT Score leverages the 
contextual embeddings from BERT model to 
compare the semantic similarity between 
candidate and reference texts, focusing on the 
match at a deeper semantic level rather than 
surface lexical similarity. This metric's design 
prefers models that generate contextually rich and 
semantically accurate text, reflecting a deep 
understanding of language nuances.  

3.1.7 BART Score 
BART Score, which stands for BLEU Artifact 
Reduction Test score, is a metric for evaluating 
the quality of text generation models (Yuan et al., 
2021). It focuses on measuring how well a 
model's generated text preserves the factual 
content and overall meaning of a reference text. 
The BART Score is calculated as: 

𝐵𝐴𝑅𝑇	𝑆𝑐𝑜𝑟𝑒 = 	𝑤# ∙ 	BLEU-4+𝑤< ∙ 	ROUGE-
L +𝑤- ∙ 𝐵𝐸𝑅𝑇	𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔	𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 +
𝑤@ ∙ 𝐹𝑎𝑐𝑡𝑢𝑎𝑙	𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑐𝑦 + 𝑤A ∙
𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑣𝑒𝑛𝑒𝑠𝑠; 
𝑤#~𝑤A: 𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑	𝑠𝑐𝑜𝑟𝑒	𝑡𝑜	𝑒𝑎𝑐ℎ	𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡,	 
𝑔𝑒𝑛𝑒𝑟𝑎𝑙𝑙𝑦	𝑡𝑎𝑘𝑒	𝑡ℎ𝑒	𝑎𝑣𝑒𝑟𝑎𝑔𝑒. 
BLEU-4: This component measures n-
gram overlap between the generated and 
reference texts, similar to traditional 
BLEU score.  
ROUGE-L: This part assesses the 
longest matching subsequences between 
the texts, capturing more meaningful 
phrases. 
BERT Embedding Similarity: This 
measures the semantic similarity 
between the generated and reference 

texts using pre-trained language models 
like BERT. 
Factual Consistency: This component 
analyzes the factual inconsistencies 
between the texts, ensuring generated 
information aligns with the reference. 
Informativeness: This portion gauges the 
level of new information added by the 
generated text compared to the reference. 

Preferences: BART Score leverage BART's 
architecture to assess coherence, fluency, and 
contextual relevance of generated text against 
reference texts. It would naturally prefer models 
that are adept at producing text that is contextually 
relevant, coherent across longer passages, and 
syntactically fluent.  

3.1.8  BLEURT (Bilingual Evaluation Understudy 
with Representations from Transformers) 
BLEURT is an evaluation metric for Natural 
Language Generation (Sellam et al., 2020). It 
takes a pair of sentences as input, a reference 
and a candidate, and it returns a score that 
indicates to what extent the candidate is fluent 
and conveys the meaning of the reference. 
Calculation procedure: 

1. Feature Extraction: The model takes a 
pair of sentences (a reference and a 
candidate) as input and passes them 
through a BERT model to obtain their 
embeddings. These embeddings are 
high-dimensional feature vectors that 
capture the semantic information of the 
sentences. 

2. Regression Model: The regression 
model compares the embeddings of the 
reference and candidate sentences to 
calculate a similarity score. This 
comparison is done using a linear layer 
that predicts the similarity between the 
feature vectors of the original sentence 
and its re-translation. 

3. Training: The regression model is trained 
on a dataset of human ratings. The 
training process involves adjusting the 
parameters of the model to minimize the 
difference between the model’s 
predictions and the actual human ratings. 

4. Output: The model returns a score that 
indicates to what extent the candidate is 
fluent and conveys the meaning of the 
reference. 

Preferences: BLEURT scores texts by leveraging 
a BERT-based model fine-tuned on human 
judgment data, evaluating semantic similarity and 
naturalness of language. This mechanism inclines 
BLEURT to prefer models that produce text 
closely mirroring human writing styles and 
semantic richness, capturing nuances in meaning 
and context.  
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3.1.9 CLIP Score 
CLIP Score is a reference free metric that can be 
used to evaluate the correlation between a 
generated caption for an image and the actual 
content of the image. It has been found to be 
highly correlated with human judgement (Hessel 
et al., 2021). 
The CLIP Score is calculated as: 

𝐶𝐿𝐼𝑃	𝑆𝑐𝑜𝑟𝑒(𝐼, 𝐶) = 𝑐𝑜𝑠𝑖𝑛𝑒	(𝐸B , 𝐸>) 
𝐸B: 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔	𝑓𝑜𝑟	𝑖𝑚𝑎𝑔𝑒	𝐼	𝑏𝑦	𝐶𝐿𝐼𝑃	𝑀𝑜𝑑𝑒𝑙 
𝐸>: 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔	𝑓𝑜𝑟	𝑐𝑎𝑝𝑡𝑖𝑜𝑛	𝐶	𝑏𝑦	𝐶𝐿𝐼𝑃	𝑀𝑜𝑑𝑒𝑙 

Preferences: CLIP Score uses the cosine 
similarity between the embeddings of images and 
corresponding textual descriptions generated by 
the CLIP model, this score would measure how 
well the text describes the image, considering 
both semantic content and visual details. Given 
this approach, CLIP Score would favor models 
that excel in generating accurate, detailed, and 
semantically rich descriptions of images. These 
models are able to understand and interpret 
complex visual scenes and translate this 
understanding into coherent, contextually relevant 
text. 

3.1.10 Rank Score 
Rank Score is designed to evaluate image-
captioning models for the application of image-
based product search. Given a query product 
image, the model generates a text caption. This 
caption is then used to retrieve relevant products 
textually, and the rank of the original queried 
product in the results list is used to calculate the 
Rank Score. 

Specifically, the candidate caption for the query 
image is compared against product captions in the 
dataset via BERT embeddings to retrieve a 
ranked list of products by similarity. If the original 
product image ranks 1st, the Rank Score is 1, 
indicating the highest performance in returning 
the queried product. If the product ranks last, the 
Rank Score is close to 0. Other ranks will have 
values between 0 and 1, with higher values 
indicating better performance in retrieving the 
original product. 

The Rank Score is calculated as: 

𝑅𝑎𝑛𝑘	𝑆𝑐𝑜𝑟𝑒 = 	1 −	
𝑇𝑟𝑢𝑒	𝑅𝑎𝑛𝑘 − 1

𝑁  
𝑁:𝑇𝑜𝑡𝑎𝑙	𝑛𝑢𝑚	𝑜𝑓	𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙	𝑡𝑒𝑥𝑡𝑠	𝑖𝑛	𝑡ℎ𝑒	𝑑𝑎𝑡𝑎𝑠𝑒𝑡 
𝑇𝑟𝑢𝑒	𝑅𝑎𝑛𝑘: 𝑡ℎ𝑒	𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛	𝑜𝑓	𝑡ℎ𝑒	𝑡𝑟𝑢𝑒	𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙	 

																												𝑡𝑒𝑥𝑡	𝑖𝑛	𝑡ℎ𝑒	𝑙𝑖𝑠𝑡	𝑠𝑜𝑟𝑡𝑒𝑑	𝑏𝑦	𝑑𝑒𝑠𝑐𝑒𝑛𝑑𝑖𝑛𝑔	 
																							𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦	𝑡𝑜	𝑡ℎ𝑒	𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑	𝑡𝑒𝑥𝑡. 

Preferences: This approach aims to quantify how 
well the generated caption captures the visual 
essence of the query image in a way that enables 
accurate text-based retrieval of the original 
product. The metric favors models that produce 
captions semantically aligned with the visual 
content to support precise image search. 

3.2 Dataset Variation with CLIP Score 
In evaluating image-captioning models, the 
quality of benchmark datasets greatly influences 
the outcomes. To address this, we employ CLIP 
Score (Hessel et al., 2021) to measure the 
congruence between images and captions, 
offering a method to assess the dataset's overall 
alignment, shown in Figure 1. By calculating the 
standard deviation of these scores for each 
dataset, we can get comparative variations of 
datasets. A dataset with lower standard deviation 
indicates less variation, and higher standard 
deviation points to greater variation. In general, a 
model performs better in a dataset with less 
dataset variation is inclined to have more 
precision and efficiency; and a model performs 
better in dataset with more dataset variation is 
inclined to have more robustness and adaptability. 
We could extract more model patterns and 
suitable applications based on comparative 
dataset variations and evaluation metric patterns, 
shown in TABLE I. 

 
Figure 1: Check dataset variation with CLIP Score 

 

Metrics Less Variation More Variation

BLEU

Strength: High lexical matching 
precision. Applications: Formal 
document translation, legal 
document replication.

Strength: Adaptability to lexical 
diversity. Applications: Multilingual 
social media content translation, 
diverse genre text localization.

ROUGE

Strength: Detailed content 
coverage. Applications: 
Executive summary generation 
for business reports, focused 
news article summarization.

Strength: Flexibility in content 
extraction. Applications: 
Summarizing user-generated content, 
variable style news aggregation.

METEOR

Strength: Precision in detailed 
captions. Applications: Ideal for 
archival systems where accuracy 
is paramount.

Strength: Versatility in language 
adaptation. Applications: Suited for 
dynamic content such as diverse 
social media platforms.

SPICE

Strength: In-depth scene 
analysis. Applications: Suitable 
for educational tools requiring 
detailed image explanations.

Strength: Recognition of features in 
complex visuals. Applications: E-
commerce platforms, highlighting 
product features amidst visual clutter.

BLEURT

Strength: Nuanced tone and 
language detection. 
Applications: Luxury branding 
where subtlety in captions can 
influence perception.

Strength: Adaptability to a range of 
linguistic styles. Applications: User-
generated content platforms needing 
accurate captions for diverse 
submissions.

BERT Score

Strength: Deep semantic 
alignment with reference texts. 
Applications: Content-centric 
websites that require aligned 
thematic narratives.

Strength: Robust contextual 
understanding. Applications: News 
and information sites with varied 
topical content.

CIDEr

Strength: Precision in detail-
oriented image description. 
Applications: Cataloging for 
digital archives, precise product 
descriptions for e-commerce.

Strength: Ability to highlight unique 
image features. Applications: 
Dynamic caption generation for social 
media platforms, interactive 
educational content.

BART Score

Strength: Mastery in generating 
coherent, contextually relevant 
text. Applications: Narrative-
driven media, adding depth to 
visual stories.

Strength: Flexibility in text 
generation across diverse styles and 
formats. Applications: Creative 
writing tools, adaptive marketing 
content generation across various 
platforms.

CLIP Score

Strength: Precise visual-text 
alignment. Applications: Art 
galleries or databases requiring 
accurate image cataloging.

Strength: Creativity and adaptability 
in describing diverse visual content. 
Applications: Social media content 
generation and enhancement.

Rank Score

Strength: Precision in semantic 
alignment with target texts. 
Applications: Customized news 
feed generation, precise 
document retrieval in legal and 
academic research databases.

Strength: Adaptability in 
understanding and matching a wide 
range of semantic contexts. 
Applications: Chatbots and virtual 
assistants tailored to diverse user 
queries.
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TABLE 1:   Model’s Comparative Strength and 
Suitable Applications under Each Evaluation 
Metric 
3.3   Comparative Evaluation with 
Statistical Analysis  
Our method employs t-tests with Bonferroni 
correction on model results across various 
evaluation metrics. This determines if there is a 
model that achieves higher scores with statistical 
significance than others in a specific evaluation 
metric. If there exists such a model, we harness 
the specific preferences of that metric and 
corresponding benchmark dataset variation to 
infer the model's comparative strengths. The 
whole procedure is shown in Figure 2. 

 
Figure 2: Procedure of Comparative Evaluation 
with Statistical Analysis 

4. Experiments 
We conduct experiments on two distinct datasets 
to validate the real-world efficacy of our novel 
evaluation framework for enhanced evaluation of 
image-captioning models. 
4.1 Datasets 
FashionGen (Rostamzadeh et al. 2022) - This 
dataset contains 360K apparel image-text pairs 
with high alignment. Typically, a product could 
have several different images but the same 
caption. This dataset features images of clothing 
items worn by models against clean backgrounds 
and consistent captions detailing visual attributes 
of clothing items. We randomly sample a subset 
of 50,000 rows for training and 500 rows for 
testing, which are mutually exclusive. 

Amazon Product Dataset (Tools and Home 
Improvement) (Ni et al., 2019) - The home & 
kitchen product dataset of 51K rows from Amazon 
consists of seven subcategories, exhibiting 
greater noise - multiple images per product with 
different perspectives, backgrounds, and even 
sketch maps. Captions could contain peripheral 
details less related to corresponding products, 
such as product histories and usage scenarios not 
directly extractable from images alone. Our 
experiment uses 500 rows proportionally sampled 
across subcategories for testing, with the 
remainder forming the training dataset. 

4.2 Evaluation Metrics 
For our experiments, we specifically chose not to 
use BLEU, ROUGE, and CIDEr due to their 
limitations. BLEU, primarily focused on n-gram 
overlap, is adept at evaluating literal translations 
but falls short in assessing the contextual 
alignment in image-captioning. ROUGE, while 
valuable for summarization tasks, does not cater 
to our objective of generating descriptive captions 
to describe images. Lastly, CIDEr, despite its 
utility in comparing a generated caption against a 
set of references, does not suit our model's aim of 
producing a singular, optimal caption for each 
image. 
4.3 Models  
CoCa(Contrastive Captioners) (Yao et al. 2021) 
- a state-of-the-art model designed to excel in both 
image understanding and captioning tasks by 
leveraging contrastive learning. It combines the 
strengths of powerful visual encoders with 
language models to generate descriptive, 
accurate captions for images. 

Video-LLaVa (Video Language-Large Model) 
(Lin et al. 2022) - extends the capabilities of 
language models to the domain of video 
understanding and captioning. By processing 
video inputs alongside textual descriptions, 
Video-LLaVa aims to capture the dynamic 
aspects of video content, translating them into 
coherent and comprehensive text. 

BLIP (Bootstrapped Language Image Pre-
training) (Li et al. 2021) - a model that 
emphasizes the pre-training phase to enhance 
the synergy between visual perception and 
language understanding. By bootstrapping from 
large-scale datasets, BLIP learns to generate 
captions that are not only accurate in depicting the 
visual content but also engaging and informative. 

ViT-GPT2 - it combines the Vision Transformer 
(ViT) (Dosovitskiy et al. 2021) with the GPT-2 
(Radford, Alec, et al. 2019) language model to 
create a hybrid system capable of processing 
images and generating corresponding captions. 
ViT extracts and processes visual information 
from images, transforming it into a format that the 
GPT-2 model can use to generate textual 
descriptions. 
4.4 Experimental Procedure 
To fully leverage each model's capabilities and 
provide a robust evaluation, we adopted distinct 
measures tailored to each model.  

For CoCa, it’s a structural model without prior 
training, we train it from scratch separately on 
both the FashionGen and Amazon training 
datasets. 

For BLIP, to sharpen their domain knowledge and 
optimize performance for our specific datasets, 
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we finetune the pretrained model (Salesforce/blip-
image-captioning-large) from HuggingFace, 
separately on both the FashionGen and Amazon 
training datasets and rename it Finetuned-BLIP. 

For ViT-GPT2, same as BLIP, we finetune the 
pretrained model (vit-gpt2-image-captioning) from 
HuggingFace, separately on both the FashionGen 
and Amazon training datasets and rename it 
Finetuned-ViT. 

For Video-LLaVa, it is a LLM with extensive pre-
training. Given its big size and intricate internal 
structure, fine-tuning was not a viable option. 
Instead, we utilize prompting to direct it to 
generate appropriate captions. The respective 
prompts as shown below: 

 

Having generated candidate captions from these 
4 models for both test datasets, we next apply our 
suite of evaluation metrics, including BERT Score, 
BART Score, METEOR, SPICE, BLEU, CLIP 
Score, Rank Score, to get results. 

After getting results, we then conduct paired t-
tests with Bonferroni correction separately on the 
evaluation results of these two testing datasets, 
shown in Figure 3 and Figure 4. We collect results 
for each metric to check whether there exists a 
significant leading model on an evaluation metric, 
the results are shown in TABLE 2 and TABLE 3, 
and the statistical significance criteria is (p-value 
< 0.01). 

Given the divergence across different datasets, 
we use CLIP Score to evaluate the overall 
alignment of training datasets, shown in Figure 5. 
FashionGen shows an approximately normal 
distribution with a lower standard deviation, 
indicating less dataset variation. Conversely, the 
Amazon dataset displays a wider distribution with 
a higher standard deviation, reflecting more 
dataset variation. 

 
Figure 3: Results of Statistical Analysis with Statistical Significance (FashionGen) 

 
Figure 4: Results of Statistical Analysis with Statistical Significance (Amazon)

 

 
TABLE 2: Statistical Analysis OF Evaluation            
Metric Scores IN FashionGen Testing Dataset.  

 
TABLE 3: Statistical Analysis OF Evaluation 
Metric Scores IN Amazon Testing Dataset  
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  Figure. 5:  Distribution Plot of CLIP Scores across Two Benchmark Datasets 

4.5 Experimental Results 
Table 2 and Table 3 present significant leading 
models on metrics across the FashionGen and 
Amazon Product test datasets. Observed results 
include: 

• Video-LLaVA demonstrates top 
performance on BART Score in 
FashionGen dataset while CoCa leads on 
BART Score in Amazon dataset. 

• Fine-tuned ViT takes the lead on CLIP 
Score of FashionGen dataset. 

• CoCa shows dominance in other metrics 
with statistical significance across 
datasets. 

• Fine-tuned BLIP consistently beat others 
on Rank Score metric in both datasets. 

4.6 Model Analysis on Evaluation Results 
Analyze the experimental results and refer to 
TABLE 1, we get insights below: 

CoCa: CoCa takes the lead in various metrics 
across both datasets, reflecting its 
comprehensive understanding of image-caption 
relationships. Its success could be attributed to its 
contrastive learning framework, enabling 
interpretation and generation of captions that are 
both contextually relevant and linguistically 
precise. From these results, we conclude that 
CoCa is exceptionally capable of adapting to 
diverse dataset qualities, making it a versatile 
choice for applications requiring detailed and 
accurate image captions, from content creation to 
archival description. 

Video-LLaVa: Video-LLaVa's stands out on 
BART Score in FashionGen dataset, 
demonstrating its ability to generate coherent and 
contextually relevant text. This proficiency 
suggests that Video-LLaVa effectively interprets 
and translates visual content into meaningful 
captions, leveraging its advanced understanding 

of both visual elements and textual narrative. 
From this result, we conclude that Video-LLaVa is 
well-suited for enriching narrative-driven media 
and adding depth to visual stories, making it a 
valuable tool for applications aiming to provide 
engaging and enriched content narratives. 

ViT-GPT2: ViT-GPT2 excels in the FashionGen 
dataset on the CLIP Score, showcasing its 
strength in precise visual-text alignment. This 
performance could be attributed to its use of 
Vision Transformer for visual analysis combined 
with GPT-2 for text generation, ensuring accurate 
and relevant captions for images. Consequently, 
we conclude that ViT-GPT2 could be effective for 
applications like art gallery databases or 
specialized image catalogs, where accurate and 
detailed image descriptions are crucial for user 
engagement and information retrieval. 

BLIP: BLIP excels in the Rank Score metric 
across datasets, showcasing its precision and 
adaptability in semantic alignment. This 
performance indicates BLIP's robust capability for 
detailed semantic interpretation and flexible 
application across different content needs. 
Consequently, BLIP is ideal for creating precise, 
customized content in areas like news feeds and 
document retrieval, as well as for developing 
responsive chatbots and virtual assistants 
capable of handling a wide range of queries.  

Our research, informed by experimental results 
and analysis to evaluation metrics, aimed to 
evaluate, not rank, various image-captioning 
models to discern their comparative strengths and 
suitable applications. This methodology highlights 
comparative advantages of each model, 
facilitating an informed selection for specific 
image-captioning needs. The findings offer a 
strategic framework for choosing models that best 
match the required competencies for targeted 
applications. 



87

5. Conclusion 
In our paper, we introduced a handy framework to 
evaluate image-captioning models. By conducting 
experiments on two datasets with contrasting 
variation in image-caption alignment, we 
demonstrated how our approaches can reveal the 
inherent strengths and practical applicability of 
different models. Our integration of statistical 
analysis with reverse reasoning on evaluation 
metrics, providing a comprehensive framework 
that not only assesses accuracy but also provides 
practical applications. The insights extracted from 
this procedure underscore the versatility of our 
evaluation framework in discerning the 
comparative capabilities of image-captioning 
models in varied contexts. 

Future work: Future efforts could aim to expand 
the range of evaluation metrics for a deeper 
analysis of model capabilities. There is also 
significant potential in refining the training or 
finetuning procedures for the image-captioning 
models under study. Perfecting these models to 
their optimal performance is key to accurately 
harnessing their full potential in real-world 
applications. Besides, our method shall not be 
limited to image-captioning, once there are 
multiple evaluation metrics, we could always 
apply the framework, such as evaluations on 
video-captioning and text-to-image under e-
commerce industry. 
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