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Abstract

In document-level neural machine
translation (DocNMT), multi-encoder
approaches are common in encoding
context and source sentences. Recent
studies (Li et al., 2020) have shown that
the context encoder generates noise and
makes the model robust to the choice of
context. This paper further investigates
this observation by explicitly modelling
context encoding through multi-task learn-
ing (MTL) to make the model sensitive
to the choice of context. We conduct
experiments on cascade MTL architecture,
which consists of one encoder and two
decoders. Generation of the source from
the context is considered an auxiliary
task, and generation of the target from the
source is the main task. We experimented
with German–English language pairs
on News, TED, and Europarl corpora.
Evaluation results show that the proposed
MTL approach performs better than
concatenation-based and multi-encoder
DocNMT models in low-resource settings
and is sensitive to the choice of context.
However, we observe that the MTL
models are failing to generate the source
from the context. These observations align
with the previous studies, and this might
suggest that the available document-level
parallel corpora are not context-aware,
and a robust sentence-level model can
outperform the context-aware models.

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

1 Introduction

Context-aware neural machine translation gained
much attention due to the ability to incorporate
context, which helps in producing more consistent
translations than sentence-level models (Maruf and
Haffari, 2018; Zhang et al., 2018; Bawden et al.,
2018; Agrawal et al., 2018; Voita et al., 2019; Huo
et al., 2020; Li et al., 2020; Donato et al., 2021).
There are mainly two approaches to incorporat-
ing context. The first one is to create a context-
aware input sentence by concatenating context and
current input sentence (Tiedemann and Scherrer,
2017; Agrawal et al., 2018; Junczys-Dowmunt,
2019; Zhang et al., 2020b) and using it as the in-
put to the encoder. The second approach uses an
additional context-aware component to encode the
source or target context (Zhang et al., 2018; Voita
et al., 2018; Kim et al., 2019; Ma et al., 2020) and
the entire model is jointly optimized. Typically,
the current sentence’s neighbouring sentences (ei-
ther previous or next) are used as the context.

The context-aware models are trained to maxi-
mize the log-likelihood of the target sentence given
the source sentence and context. Most of the ex-
isting works on DocNMT (Zhang et al., 2018;
Maruf and Haffari, 2018; Voita et al., 2019; Li et
al., 2020) focus on encoding the context through
context-specific encoders. Recent studies (Li et al.,
2020) show that, in the multi-encoder DocNMT
models, the performance improvement is not due
to specific context encoding but rather the context-
encoder acts like a noise generator, which, in turn,
improves the robustness of the model. In this work,
we explore whether the context encoding can be
modelled explicitly through multi-task learning
(MTL) (Luong et al., 2015). Specifically, we aim
to study the effectiveness of the MTL framework
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for DocNMT rather than proposing a state-of-the-
art system. The availability of document-level
corpora is less compared to sentence-level cor-
pora. Previous works (Junczys-Dowmunt, 2019)
use the sentence-level corpora to warm-start the
document-level model, which can be further tuned
with the existing limited amount of document-
level data. However, in this work, we focus only on
improving the performance of DocNMT models
with available document-level corpora. We con-
sider the source reconstruction from the context as
the auxiliary task and the target translation from
the source as the main task. We conduct experi-
ments on cascade MTL (Anastasopoulos and Chi-
ang, 2018; Zhou et al., 2019) architecture. The
cascade MTL architecture comprises one encoder
and two decoders (Figure 1). The intermediate
(first) decoder attends over the output of the en-
coder, and the final (second) decoder attends over
the output of the intermediate decoder. The in-
put consists of ⟨cx, x, y⟩ triplets, where cx, x and
y represents the context, source, and target sen-
tences, respectively. The model is trained to op-
timize both translation and reconstruction objec-
tives jointly. We also train two baseline models as
contrastive models, namely sentence-level vanilla
baseline and single encoder-decoder model, by
concatenating the context and source (Tiedemann
and Scherrer, 2017; Agrawal et al., 2018; Junczys-
Dowmunt, 2019). We additionally train multi-
encoder single-decoder models (Li et al., 2020) to
study how context affects the DocNMT models.
We conduct experiments on German-English di-
rection with three different types of contexts (viz.
previous two source sentences, previous two tar-
get sentences, and previous-next source sentences)
on News-commentary v14 and TED corpora. We
report BLEU (Papineni et al., 2002) calculated
with sacreBLEU (Post, 2018) and APT (accuracy
of pronoun translation) (Miculicich Werlen and
Popescu-Belis, 2017) scores.

To summarize, the specific attributes of our cur-
rent work are as follows:

• We explore whether the MTL approach can
improve the performance of context-aware
NMT by introducing additional training ob-
jectives along with the main translation ob-
jective.

• We propose an MTL approach where the re-
construction of the source sentence given the

context is used as an auxiliary task and the
translation of the target sentence from the
source sentence as the main task, jointly opti-
mized during the training.

• The results show that in the MTL approach,
the context encoder generates noise similar to
the multi-encoder approach (Li et al., 2020),
which makes the model robust to the choice
of the context.

2 Related Work

Previous studies have proposed various document-
level NMT models and achieved great success.
The main goal of these approaches is to effi-
ciently model context representation, which can
lead to better translation quality. Towards this
goal to represent context, Tiedemann and Scher-
rer (2017) concatenate consecutive sentences and
use them as input to the single-encoder-based
DocNMT model. Agrawal et al. (2018) con-
ducted experiments on varying neighbouring con-
texts and concatenated with the current sentence
as input to their model. With these similar trends,
Junczys-Dowmunt (2019) conducted experiments
considering the entire document as context. Fur-
ther progress on context representation in Doc-
NMT, Zhang et al. (2018) and Voita et al. (2018)
proposed transformer-based multi-encoder NMT
models where the additional encoder is used to en-
code the context. While Miculicich et al. (2018)
proposed a hierarchical attention network to en-
code the context, a more recent approach Kang
et al. (2020) proposed a reinforcement learning-
based dynamic context selection module for Doc-
NMT. Kim et al. (2019) and Li et al. (2020) con-
ducted experiments on multi-encoder DocNMT
models and reported that the performance im-
provement is not due to context encoding; in-
stead, the context encoder acts as a noise generator,
which improves the robustness of the DocNMT
model. Junczys-Dowmunt (2019) conducted ex-
periments on a single encoder model with masked
language model objective (Devlin et al., 2019) to
incorporate document-level monolingual source-
side data. Since the multi-encoder models are
trained to optimize the translation objective only,
it might be possible for the model to pay less at-
tention to the context, and Li et al. (2020) report
the same.

MTL strategies in NMT trained on other auxil-
iary tasks along with the main translation task (Lu-
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ong et al., 2015; Dong et al., 2015; Zaremoodi et
al., 2018; Wang et al., 2020; Yang et al., 2020)
achieved significant improvements in translation
quality so far. The other auxiliary tasks include
autoencoding (Luong et al., 2015), denoising au-
toencoding (Wang et al., 2020), parsing and named
entity recognition (Zaremoodi and Haffari, 2018;
Zaremoodi et al., 2018). Zhou et al. (2019) pro-
posed a cascade MTL network to improve the ro-
bustness of the NMT model. They considered
denoising the noisy text as an auxiliary task and
the translation as the main task. They achieved
a significant BLEU score improvement (up to 7.1
BLEU) on the WMT robustness shared task on the
French-English dataset.

However, most multi-task models are proposed
only for sentence-level NMT models. Multi-task
learning is relatively unexplored in context-aware
NMT settings. Wang et al. (2021) proposed an
MTL framework for dialogue translation tasks that
jointly correct the sentences having issues such as
pronoun dropping, punctuation dropping, and ty-
pos and translate them into the target language.
Liang et al. (2022) proposed a three-stage training
framework for the neural chat translation task. The
model is trained on auxiliary tasks such as mono-
lingual cross-lingual response generation tasks to
generate coherent translation and the next utter-
ance discrimination task. Lei et al. (2022) pro-
posed an MTL system to force the model to at-
tend over relevant cohesion devices while translat-
ing the current sentence. In this work, we propose
a multi-task learning objective, i.e., reconstruction
of source sentences given the source context in a
cascade multi-task learning setting to study the ef-
fect of context in document-level NMT systems.

3 Methodology

3.1 Problem Statement

Our document-level NMT is based on a cascade
MTL framework to force the model to consider
the context while generating translation. Given a
source sentence x and context cx, the translation
probability of the target sentence y in the DocNMT
setting is calculated as in Equation 1.

p(y) = p(y|x, cx)× p(x, cx) (1)

We consider p(x, cx) as the auxiliary task of
source (x) reconstruction from cx (as p(x|cx)) 1,

1Since the joint probability of p(x, cx) can be calculated as

calculated as in Equation 2.

p(x, cx) = p(x|cx)× p(cx) (2)

The training data D consists of triplets ⟨cx, x, y⟩.
Given the parameters of the model θ, the transla-
tion (Equation 1) and reconstruction (Equation 2)
objectives can be modeled as Equation 3 and Equa-
tion 4.

p(y|x, cx; θ) =
T∏

t=1

p(yt|x, cx, y<t; θ) (3)

p(x|cx; θ) =
S∏

s=1

p(xs|cx, x<s; θ) (4)

where, S,Z,T denote the lengths of x, cx, y re-
spectively and x<s, cx<z, y<t denote partially gen-
erated sequences.

Given translation objective p(y|x, cx) and re-
construction objective p(x|cx), the model is jointly
trained and optimized the loss, L using parameter
θ (cf. Equation 5); where α is a hyper-parameter
used to control the loss. We set α to 0.5.

L = α ∗ log p(y|x, cx; θ)+
(1− α) ∗ log p(x|cx; θ)

(5)

We hypothesize that forcing the model to learn
reconstruction and translation objectives jointly
will enable the model to encode the context effec-
tively. The output of the reconstruction task can
verify this during testing. If the context encoder
generates noise, then the model might be unable to
reconstruct the source and vice-versa.

3.2 Cascade Multi-Task Learning
Transformer

The cascade multi-task learning architecture (Zhou
et al., 2019) (Figure 1) consists of one encoder and
two decoders based on the transformer (Vaswani
et al., 2017) architecture. The model takes three
inputs: Source: Current source sentence, Context:
Context of the current source sentence, and Target:
Current target sentence. The input to the encoder is
context, and the input to the intermediate decoder
is the source. The intermediate decoder is trained

p(cx|x) × p(x), we also explored this setting. We observed
that the performance of the model is poor in this setting com-
pared to the other setting. More details can be found in Ap-
pendix A.1.
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to reconstruct the source given context by attend-
ing to the output of the encoder. The final decoder
attends over the output of the intermediate decoder.
In the non-MTL setting, the model is trained only
on the translation objective (output of the final de-
coder), and the intermediate decoder is not trained
with the reconstruction objective.

Context Encoder Intermediate Decoder Final Decoder

Context Source Target

Reconstructed
Source Translation

Figure 1: The overview of our MTL architecture. The in-
put to the model is a triplet. The triplet consist of (Context,
Source, Target). The Intermediate Decoder is trained to re-
construct the Source given Context, and the Final Decoder is
trained to translate the Source. Here, Source: Current source
sentence, Context: Context for the current source sentence,
and Target: Translation of current source sentence. None of
the layers are shared.

3.3 Context Selection
We conduct experiments on different settings of
the source context. The term “source context” is
defined as considering related or dependent sen-
tences directly related to the input sentence. Based
on the findings of Zhang et al. (2018), we select
two sentences as context and concatenate them
with a special token ‘⟨break⟩’ (Junczys-Dowmunt,
2019). For a given input source sentence (xi) and
target sentence (yi), contexts selected for the ex-
periments are:

• Previous-2 Source (P@2-SRC): Two previ-
ous source sentences (xi−2, xi−1)

• Previous-2 Target (P@2-TGT): Two previ-
ous target sentences (yi−2, yi−1)

• Previous-Next Source (P-N-SRC): Previous
and next source sentences (xi−1, xi+1)

4 Experiment Setup

We train our models with the proposed cascade
MTL approach. The model is trained on ⟨cx, x, y⟩
triplet to jointly optimize both translation and
source reconstruction objectives (Figure: 1). We
also train three other contrastive models to show
the effect of context in the MTL setting.

Vanilla-Sent: A vanilla sentence-level baseline
model is trained without context on a single
encoder-decoder network.

Concat-Context: This model is trained on a
single encoder-decoder network where context is
concatenated with the source (Tiedemann and
Scherrer, 2017; Agrawal et al., 2018; Junczys-
Dowmunt, 2019) and fed to the encoder as in-
put. In this setting, sentences within the context
are concatenated with a unique token, ‘⟨break⟩’.
The context and the source are concatenated with
another special symbol, ‘⟨concat⟩’. The special
symbol helps the model to distinguish between
context and source sentences.

Inside-Context: We re-implemented the
‘Inside-Context’ model proposed by Li et
al. (2020), a multi-encoder approach. This model
consists of two encoders and one decoder. The
decoder is modified to include two cross-attention
layers to attend over the outputs of both en-
coders before passing through the position-wise
feed-forward layer (Vaswani et al., 2017).

4.1 Data Statistics

We conduct experiments on WMT news-
commentary, IWSLT‘17 TED, and Europarl-v7
German-English corpora. For the WMT news-
commentary, we use news-commentary v14
(Barrault et al., 2019)2 as the train set, new-
stest2017 as the validation set, and newstest2018
as the test set. For IWSLT‘17 TED and Europarl-
v7 corpora, we follow the train, validation, and test
set splits mentioned in (Maruf et al., 2019)3. All
models are trained on German to English. Table 1
shows data statistics of the train, validation, and
test sets.

Data # Sent # Doc

News 329,000/3,004/2,998 8,462/130/122
TED 206,112/8,967/2,271 1,698/93/23
Europarl 1,666,904/3,587/5,134 117,855/240/360

Table 1: Data statistics for our experiments. # Sent, # Doc
represent the number of sentences and documents, respec-
tively. The numbers are shown in the Train/Validation/Test
set order.

4.2 NMT Model Setups

We conduct all the experiments on transformer ar-
chitecture (Vaswani et al., 2017). All the mod-

2https://data.statmt.org/news-commentary/
v14/training/
3https://github.com/sameenmaruf/
selective-attn/tree/master/data
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Model News TED Europarl

s-BLEU d-BLEU s-BLEU d-BLEU s-BLEU d-BLEU

Vanilla-Sent 18.3 20.9 19.9 24.9 32.3 35.1

Concat-Context: P@2-SRC 18.0 20.5 17.3 22.4 32.5 35.4
Concat-Context: P-N-SRC 18.4 20.7 17.5 22.5 32.7 35.6
Concat-Context: P@2-TGT 14.7 17.2 15.3 20.4 36.4 39.1

MTL: P@2-SRC 19.1 21.7 20.2 24.8 29.5 32.6
MTL: P-N-SRC 20.1† 22.5 20.3 25.2 32.5† 35.3
MTL: P@2-TGT 19.2 21.7 20.7† 25.4 28.2 31.6

Table 2: BLEU scores of Vanilla-Sent, Concat-Context, and proposed MTL DocNMT models trained with different source
contexts for German to English direction on News-commentary v14, IWSTL-17 TED, and Europarl corpora. s-BLEU and
d-BLEU represent sentence-level and document-level BLEU respectively. The best results are shown in bold. ‘†’ denotes the
statistically significant results than Vanilla-Sent and Concat-Context models with p < 0.05.

els are implemented in PyTorch4. We use 6-layer
encoder-decoder stacks with 8 attention heads. Po-
sitional token embedding sizes are set to 512,
and the feed-forward layer consists of 2048 cells.
Adam optimizer (Kingma and Ba, 2015) is used
for training with a noam learning rate scheduler
(Vaswani et al., 2017) with an initial learning rate
of 0.2. We use warmup steps of 16,000 (Popel and
Bojar, 2018), and dropout is set to 0.1. Due to the
GPU memory restrictions, we use a mini-batch of
40 sentences for the models trained on News and
TED corpora and 25 for the models trained on Eu-
roparl corpus. We create joint subword vocabular-
ies of size 32k for each training corpus. We use the
BPE (Sennrich et al., 2016) to create subword vo-
cabularies with SentencePiece (Kudo and Richard-
son, 2018) implementation. We also learn the posi-
tional encoding of tokens (Devlin et al., 2019), and
the maximum sequence length is set to 140 tokens
for all models and 160 for Concat-Context models.

All the models are trained till convergence. We
use the perplexity of the validation set as an early
stopping criterion with the patience of 10 (Popel
and Bojar, 2018). We report results on the best
model checkpoint saved during the training. We
perform beam search during inference with beam
size 4 and length penalty of 0.6 (Wu et al., 2016).
For DocNMT models, we use the same source con-
text with which the models are trained. Since the
input to the intermediate decoder (source sentence)
is also given during the testing phase, the repre-
sentation of the intermediate decoder can be cal-
culated in parallel, similar to the training phase.

All the experiments are conducted on a single
Nvidia GTX 2080ti GPU. The number of parame-
ters and training time of the models is as follows:

4https://pytorch.org/

Vanilla-Sent: 76M, 76.5 hours, Concat-Context:
76M, 81 hours, Inside-Context: 118M, 125 hours
and proposed MTL: 130M, 160 hours. The pa-
rameters and training times are approximately the
same for all the corpora.

5 Results and Analysis

This section discusses the results of the trained
models and the context’s effect on Multi-Encoder
and MTL settings. Table 2 shows the sentence-
BLEU (s-BLEU) and document-BLEU (d-BLEU)
(Liu et al., 2020; Bao et al., 2021) scores of the
proposed multi-task learning model along with the
Vanilla-Sent and Concat-Context models.

We report all models’ BLEU scores on German
→ English direction, calculated with sacreBLEU
(Post, 2018).

5.1 Results of MTL and Contrastive Models

We report the BLEU scores of the models on Ger-
man → English direction, calculated with sacre-
BLEU (Post, 2018)5. The proposed MTL model
can outperform both Vanilla-Sent and Concat-
Context models by achieving s-BLEU scores of
20.1 (MTL: P-N-SRC) and 20.7 (MTL: P@2-TGT)
with an improvement of +1.8 and +0.8 BLEU
improvement for News and TED corpora respec-
tively. However, in the case of the Europarl
data set, Concat-Context models outperform both
Vanilla-Sent and MTL models. This shows that the
Concat-Context model requires more data to per-
form well, unlike the MTL models, which can also
work effectively in low-resource settings. We ob-
serve that the performance of the models is almost
uniform across the three different context settings

5sacreBLEU signature:“nrefs:1|case:mixed|eff:no|tok:13a|
smooth:exp|version:2.3.1”
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with a maximum BLEU difference of +1.0 (P-N-
SRC vs. P@2-SRC) on News, +0.5 (P@2-TGT vs.
P@2-SRC) on TED and +4.3 (P-N-SRC vs P@2-
TGT) on Europarl corpora respectively.

We also report d-BLEU (document-level
BLEU) scores (Liu et al., 2020; Bao et al., 2021)
by converting each document into one single se-
quence (paragraph) by concatenating all sentences
from that document and calculate BLEU scores
on the resulting corpus. This results in slightly
higher scores than the sentence level by matching
n-grams over the whole document instead of at
the sentence level. Table 2 also shows d-BLEU
scores. Like s-BLEU scores, proposed MTL
models achieve the best d-BLEU scores of 22.5
and 25.4 for News and TED corpora, respectively.
We report the paired bootstrap resampling (Koehn,
2004) results, calculated with sacreBLEU (Post,
2018).

Model News TED Europarl

MTL: P@2-SRC 1.3 1.4 4.9
MTL: P@2-TGT 1.2 1.6 3.9
MTL: P-N-SRC 1.3 1.5 3.1

Table 3: s-BLEU scores for the reconstruction objective of
the MTL models on test set for News, TED, and Europarl
corpora.

5.2 Analysis of Reconstruction Objective

We analyze the performance of the MTL model on
the reconstruction objective on the test set to ver-
ify if the context encoder is generating noise. If
the context encoder generates noise by the subopti-
mal encoding of context, the intermediate decoder
will fail to reconstruct the source sentence from the
context; otherwise, the intermediate decoder can
reconstruct the source sentence to a similar extent
as the final translated sentence. We perform greedy
decoding on the intermediate decoder to generate
the source from the context. Table 3 shows the
BLEU scores of the reconstruction objective on
the test set for News, TED, and Europarl corpora.
The results show that the MTL models fail to re-
construct the source from the context. Based on
this, we conclude that the context encoder cannot
encode the context, leading to poor reconstruction
performance of the models. However, we hypoth-
esize that the model cannot reconstruct the source
from the context because the corpora used to train
context-aware models might not be context-aware.
This observation aligns with the previous works

(Kim et al., 2019; Li et al., 2020), and with enough
data, vanilla sentence-level NMT models can out-
perform the document-level NMT models.

Figure 2: The overview of the Inside-Context model. The
input to the model is a triplet consisting of (Context, Source,
Target). The multi-head attention layer of the decoder is mod-
ified to attend to both the context encoders (Encoderc) and
the source encoder (Encoders).

Model News TED Europarl

MTL: P@2-SRC 19.1 20.2 29.5
MTL: P-N-SRC 20.1† 20.3 32.5†

MTL: P@2-TGT 19.2 20.7† 28.2

Inside-Context: P@2-SRC 18.8 19.6 33.2
Inside-Context: P-N-SRC 19.0 19.8 33.2
Inside-Context: P@2-TGT 18.3 20.4 33.6

Table 4: Comparison of s-BLEU scores of MTL and Inside-
Context Multi-Encoder models. The best results are shown
in bold. ‘†’ denotes the statistically significant results than
Vanilla-Sent and Concat-Context models with p < 0.05.

5.3 MTL vs. Multi-Encoder Approach
We compare the proposed MTL approach to the
existing Multi-Encoder approach to study how
the model will perform in a single-task set-
ting. Specifically, we compare our MTL ap-
proach (single-encoder multi-decoder network)
with Inside-Context (Li et al., 2020) architecture.
This model consists of two transformer encoders
and one transformer decoder. Figure 2 shows
the model’s architecture. The decoder is mod-
ified to attend to the outputs of both encoders.
The model follows the transformer (Vaswani et
al., 2017) architecture. An element-wise addi-
tion is performed on the outputs of both cross-
attention layers before passing through layer-norm
and position-wise feed-forward layers. Table 4
shows the s-BLEU scores of the MTL and Inside-
Context models. We observe that the performance
of multi-encoder models is similar to MTL models,
with MTL models achieving +1.1 (P-N-SRC mod-
els), +0.3 (P@2-TGT models) BLEU points im-
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provement over Inside-Context models for News
and TED corpora respectively. In the case of Eu-
roparl, inside-context models achieve better per-
formance than the MTL models, with the P@2-
TGT model achieving +5.4 BLEU points improve-
ment compared to the MTL model. Based on the
results, we conclude that the MTL setting is more
effective for low-resource scenarios.

Model News TED Europarl

MTL: P@2-SRC 1.2 (-17.9) 0.8 (-19.4) 4.5 (-25.0)
MTL: P-N-SRC 1.2 (-18.9) 0.8 (-19.5) 4.0 (-28.5)
MTL: P@2-TGT 0.5 (-18.7) 0.3 (-20.4) 3.9 (-24.3)

Inside-Context: P@2-SRC 18.7 (-0.1) 19.4 (-0.2) 33.2 (0.0)
Inside-Context: P-N-SRC 18.9 (-0.1) 19.8 (0.0) 33.2 (0.0)
Inside-Context: P@2-TGT 18.3 (0.0) 20.3 (-0.1) 33.1 (-0.5)

Table 5: Comparison of s-BLEU scores of MTL models
tested with random context. The difference in scores over the
models trained with the selected context is shown inside the
parentheses.

5.4 Effect of Context in MTL setting

Since the BLEU scores of our MTL models are
almost the same for all three context settings, we
check whether the MTL models are affected by the
choice of context. To this end, we test the MTL
models with random context. Here, random con-
text denotes two randomly selected sentences from
the entire corpus. Table 5 shows the results of
MTL and Inside-Context models tested with ran-
dom context. Results show that the MTL models
fail to translate source sentences when the context
is random. However, Inside-Context models are
agnostic to context as models can translate well
even if the context is random. Our findings in the
case of multi-encoder models are in line with the
findings of Li et al. (Li et al., 2020). Based on
the results, we conclude that MTL models are sen-
sitive to the choice of context. Section A.1.1 de-
scribes a similar experiment where the MTL mod-
els are tested with random context. However, the
architecture used in the main experiments differs
slightly from the one used in the preliminary inves-
tigation. We observe that feeding the Intermedi-
ate Decoder output to the Final Decoder makes the
model sensitive to the choice of context (cf. Fig-
ure 1 and Figure 3 in the Appendix A.1). We hy-
pothesize that a weighted combination of the Con-
text Encoder output and Intermediate Decoder out-
put is desired as it performs slightly better than the
model used in the main experimental setup. How-
ever, it also makes the model agnostic to the choice

of context. We plan to explore this behaviour in
detail in our future work.

Model News TED Europarl

MTL: P@2-SRC 13.7 (+12.5) 11.2 (+10.4) 22.3 (+17.8)
MTL: P-N-SRC 14.5 (+13.3) 11.3 (+10.5) 19.7 (+15.7)

Inside-Context: P@2-SRC 18.7 (0.0) 19.6 (+0.2) 33.1 (-0.1)
Inside-Context: P-N-SRC 19.0 (+0.1) 19.7 (-0.1) 33.0 (-0.2)

Table 6: s-BLEU scores of the MTL and Inside-Context mod-
els are tested by giving the same source sentences as context
and input. The change of s-BLEU scores over the models
tested with random context is shown in (±x).

5.5 Results of MTL and Multi-Encoder
models without Context

We conduct experiments on MTL and Inside-
Context models by using the same source sentence
as the context. Since the proposed MTL models
fail when tested with random context (cf. Sec-
tion 5.4), we observe how the MTL and Multi-
Encoder models are performing when the same
source sentence is given as context. This setting
presents a scenario where the context is not ran-
dom but also not the type of context with which
the models are trained. We conduct experiments
for P@2-SRC and P-N-SRC context settings only
as the P@2-TGT context setting requires the cur-
rent target sentence, which is unavailable during
testing. We observe that MTL models can per-
form well compared to the random context setting,
which shows that the MTL models are sensitive to
the choice of context. The performance of Inside-
Context models is almost the same as those tested
with random context. This shows that the Inside-
Context model is agnostic to the choice of the con-
text. Table 6 shows the s-BLEU scores of the MTL
and Inside-Context models.

Model News TED Europarl

Vanilla-Sent 40.17 31.22 37.22

Concat-Context: P@2-SRC 39.34 30.01 36.42
Concat-Context: P-N-SRC 39.99 29.57 36.78
Concat-Context: P@2-TGT 38.50 28.82 37.27

MTL: P@2-SRC 40.69 31.44 35.96
MTL: P-N-SRC 40.50 31.24 36.94
MTL: P@2-TGT 40.99 31.90 33.91

Table 7: Accuracy of Pronoun Translation (APT) scores. The
best results are shown in bold.

5.6 Pronoun Translation Accuracy
We also evaluate our proposed models’ perfor-
mance on pronoun translation accuracy. We
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calculate the pronoun translation accuracy with
APT (accuracy of pronoun translation) (Miculi-
cich Werlen and Popescu-Belis, 2017) metric6.
This metric requires a list of pronouns from the
source language (German) with a list of pronouns
from the target language (English) as an optional
argument. We use spaCy7 to tag both source and
target sentences from the test set and extract pro-
nouns. Table 7 shows the APT scores of Vanilla-
Sent, Concat-Context, and MTL DocNMT mod-
els. The APT scores correlate with the s-BLEU
and d-BLEU scores, achieving the highest APT
score of 40.99 in MTL: P@2-TGT setting with an
improvement of +0.82 over Vanilla-Sent and +1.0
over Concat-Context (P-N-SRC) models on News
corpus. Similarly, the MTL: P@2-TGT model
achieves the highest APT score of 31.90 with an
improvement of +0.68 and +1.89 over Vanilla-
Sent and Concat-Context (P@2-SRC) on TED. For
the Europarl corpus, Concat-Context (P@2-TGT)
achieved the highest APT score of 37.27 with an
improvement of +0.05 and +0.33 over Vanilla-Sent
and MTL (P-N-SRC) models respectively.

6 Conclusion

This work explored the MTL approach for
document-level NMT (DocNMT). Our proposed
MTL approach is based on cascade MTL archi-
tecture, where the model consists of one encoder
(for context encoding) and two decoders (for the
representation of the current source and target sen-
tences). Reconstruction of the source sentence
given the context is considered the auxiliary task,
along with the translation of the current source sen-
tence as the main task. We conducted experiments
for German–English for News-commentary v14,
IWSLT‘17 TED, and Europarl v7 corpora with
three different types of contexts viz. two previ-
ous sources, two previous targets, and previous-
next source sentences with respect to the current
input source sentence.

Our proposed MTL approaches outperform the
sentence-level baseline and concatenated-context
models in low-resource (for News and TED cor-
pora) settings. However, all models perform well
in the high resource setting (Europarl corpus), with
proposed MTL models slightly underperforming
the rest. Our MTL models are more sensitive to
the choice of context than the multi-encoder mod-
6https://github.com/idiap/APT
7https://spacy.io/models

els when tested with random context. We observe
that the context encoder cannot encode context suf-
ficiently and performs poorly reconstruction tasks.
Finally, we reported APT (accuracy of pronoun
translation) scores, and the proposed MTL mod-
els outperformed the sentence-level baseline and
concatenated-context models. Our empirical anal-
ysis concludes that our approach is more sensitive
to the choice of context and improves the overall
translation performance in low-resource context-
aware settings. We plan to explore other tasks,
such as gap sentence generation (GSG) (Zhang et
al., 2020a) as an auxiliary task for better context
encoding, different training curricula to prioritize
one objective over the other during the training,
and dynamic context selection.

7 Limitations

Our study poses two main limitations. First, our
primary motivation is to understand the effect of
context and if the context encoding can be mod-
elled as an auxiliary task but not to propose a
model to achieve state-of-the-art results. We have
followed the findings of Li et al. (Li et al., 2020)
and used one of their approach to understanding
the effect of context. Our observations are also in
line with their findings.

Second, even though our proposed MTL ap-
proach can outperform the models in other set-
tings, the auxiliary task (reconstruction) is not very
effective as it improves the BLEU scores in the
range of [0.1-1.8] over the Multi-encoder models.
We hypothesize that, in the loss function, we are
giving equal weights to both the objectives (0.5
for both reconstruction and translation objectives),
which might lead to significantly less improvement
in overall translation quality. We plan to explore
different training curricula to adjust the weight of
the objectives dynamically during the training.
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A Appendix

A.1 Preliminary Investigation on Auxiliary
Objectives

The joint probability in Equation 2 (p(x, cx)) can
be calculated in two ways such as:

p(x, cx) = p(x|cx)× p(cx) (6)

p(x, cx) = p(cx|x)× p(x) (7)

Since the joint probability can be computed in
two different ways, we conduct an initial study
to select the optimal auxiliary objective that im-
proves the overall translation performance of the
model. Specifically, we consider p(x|cx) as one
auxiliary task where source (x) is autoregressively
reconstructed (denoted as Re-Src) from the en-
coded context (cx) and p(cx|x) as the other aux-
iliary task where context (x) is autoregressively
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reconstructed (denoted as Re-Cntx) from the en-
coded source (cx. We conducted experiments to
verify which auxiliary task is performing better.

Context Encoder Intermediate Decoder Final Decoder

Context Source
Target

Reconstructed
Source Translation

Linear + ReLU

Figure 3: The overview of modified MTL architecture with
residual connection. The input to the model is a triplet. The
triplet consist of (Context, Source, Target) in Re-Src set-
ting and (Source, Context, Target) in Re-Cntx setting. Here,
Source: Current source sentence, Context: Context for the
current source sentence, and Target: Translation of current
source sentence. None of the layers are shared.

The experimental setup and model architecture
are slightly different for this comparison study than
those used in the main experiments.8 The Con-
text Encoder and Intermediate Decoder output are
combined with a linear layer with ReLU activation.
The main experimental setup does not use this lin-
ear layer + ReLU combination. We hypothesize
that adding this layer might make the model agnos-
tic to the choice of context. We test this by training
the model with random context (cf. Section A.1.1.
Specifically, we use two context settings viz. P@2-
SRC and P-N-SRC settings (cf. 3.3). We use a
fixed learning rate of 10−5 instead of the warmup
schedule. The output from this layer is given as
input to the Final Decoder.

Model Vanilla-Sent MTL: P@2-SRC MTL: P-N-SRC

News
Re-Src

16.5
20.6 20.9

Re-Cntx 16.7 (-3.9) 17.9 (-3.0)

TED
Re-Src

12.1
21.6 22.0

Re-Cntx 18.0 (-3.6) 17.8 (-4.2)

Europarl
Re-Src

35.0
35.1 35.8

Re-Cntx 33.2 (-1.9) 33.6 (-2.2)

Table 8: Comparison of s-BLEU scores of Baseline and pro-
posed MTL DocNMT models trained with different source
contexts for German to English direction. Differences in the
scores over Re-Src are shown inside the parentheses.

We use a mini-batch of 18 sentences to train
all the models. We create two separate subword
vocabularies for each training corpus. The cre-
ated subword vocabulary is 40k in both German
and English. We use the unigram language model

8We modified the experimental setup and model architecture
during our main experiments. In this preliminary investiga-
tion, the capacity of models with independent subword vo-
cabularies is slightly larger. Due to this, the s-BLEU scores
are slightly better than the main results.

(Kudo, 2018) to create subword vocabularies with
SentencePiece (Kudo and Richardson, 2018), and
the maximum sequence length is set to 160 tokens.
During inference, we perform greedy decoding.
The rest of the experimental setup is the same as
the one used in the main experiments.

Model Random-Train Random-Infer

Re-Src Re-Cntx Re-Src Re-Cntx

MTL: P@2-SRC 20.9 16.6 20.6 16.8
MTL: P-N-SRC 20.9 16.4 20.8 17.8

Table 9: s-BLEU scores of Random-Train and Random-Infer
experiments on News-commentary corpus.

A.1.1 Effect of Random Context
We also conduct experiments to study how the

random context affects the MTL models. Specif-
ically, we evaluate the MTL models in two set-
tings. The model is trained on the random con-
text in the Random-Train setting by concatenat-
ing two randomly sampled sentences from the train
set and testing with P@2-SRC and P-N-SRC con-
text settings. In Random-Infer setting, the model
is trained on P@2-SRC and P-N-SRC context set-
tings and tested with random context. We train
the models on the news-commentary corpus. Ta-
ble 9 shows the s-BLEU scores of the MTL mod-
els trained and tested in the random context set-
ting. Based on the results, we conclude that the
model trained with random context improves the
robustness of the model. This observation aligns
with the findings of Li et al. (2020), but they con-
ducted experiments in the non-MTL setting with
multiple encoders. As the model largely ignores
the choice of the context, we remove this linear +
ReLU combination and feed the output of the In-
termediate Decoder to the Final Decoder. We hy-
pothesize that this forces the model to consider the
context while generating the target sentence.
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