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Abstract

Language models (LMs) have become pivotal
in the realm of technological advancements.
While their capabilities are vast and transfor-
mative, they often include societal biases en-
coded in the human-produced datasets used
for their training. This research delves into
the inherent biases present in masked language
models (MLMs), with a specific focus on gen-
der biases. This study evaluated six prominent
models: BERT, RoBERTa, DistilBERT, BERT-
multilingual, XLM-RoBERTa, and DistilBERT-
multilingual. The methodology employed a
novel dataset, bifurcated into two subsets: one
containing prompts that encouraged models to
generate subject pronouns in English, and the
other requiring models to return the probabil-
ities of verbs, adverbs, and adjectives linked
to the prompts’ gender pronouns. The analy-
sis reveals stereotypical gender alignment of
all models, with multilingual variants showing
comparatively reduced biases.

1 Introduction

In recent years, large language models (LLMs)
have emerged as a powerful tool in the field of
natural language processing (NLP), demonstrating
an unparalleled ability to capture hidden patterns
from large datasets (Bommasani et al., 2021; Zhou
et al., 2023; Zhao et al., 2023). These models owe
their power to the extensive training on corpora
of human-generated text, enabling them to mimic
human-like linguistic capabilities with remarkable
accuracy (Bahri et al., 2021). While the ability
to capture and reproduce these patterns often re-
sults in beneficial outcomes, it is not without its
caveats. An increasing amount of studies (Bor-
dia and Bowman, 2019; Abid et al., 2021; Kaneko
et al., 2022) have underscored the potential risks
associated with language models, pointing out their
role in inheriting the biases present in the training
data, a reflection of human prejudices and societal
norms.
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Figure 1: Summary of the approach. The sections in
the diagram (from left to right) show the steps taken to
judge each model.
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In the context of language models (LMs), bias
refers to the systematic misrepresentation of facts
or factual distortions that benefit certain groups,
spreading and fixing stereotypes, or producing in-
correct presuppositions built on learned patterns.
These prejudices can be intentionally or uninten-
tionally introduced by (1) training data, (2) algo-
rithms, or (3) human annotators (Ferrara, 2023).
If the training datasets are skewed or lack repre-
sentation from different groups, the model will in-
evitably inherit these biases. Algorithms follow
mathematical and logical rules that make them
more robust. However, if parameters are set or
weighted in a way that they favor certain data points
over others, they can introduce or amplify them.
Lastly, human annotators bring their own perspec-
tives and beliefs. This highlights the importance
of having diverse teams involved in the data an-
notation process to minimize the introduction of
individual or cultural biases.

Gender bias poses ethical concerns, particularly
when found in models deployed in sensitive do-
mains, such as the job market, where fairness and
impartiality are paramount (Kodiyan, 2019). While
previous work has focused on using larger and
more complex datasets, the question is: do we need
a large corpus to identify whether models show
gender-biased behavior? This study seeks to delve

Proceedings of the 18th Conference of the European Chapter of the Association for Computational Linguistics:
Student Research Workshop, pages 61-70
March 21-22, 2024 (©2024 Association for Computational Linguistics



deeper into the gender biases exhibited by masked
language models (MLMs), especially in the context
of the job market. To do so, this work uses differ-
ent widely used MLMs to evaluate biases from a
quantitative and qualitative perspective. This study
proposes the use of a small linguistically informed
testing dataset targeting the prediction of gender
pronouns, adverbs, adjectives, and verbs. The re-
sults show that (i) for pronoun resolution, all mod-
els show significant biases for gender-stereotypical
roles, and (ii) multilingual models show more bal-
anced completions, suggesting a reduced bias.

2 Previous Work

The exploration of bias in language models has
gained significant attention in the Al research com-
munity. Given the vastness of this topic, various
sub-domains have emerged, each looking into dif-
ferent aspects or types of bias.

The first studies focused on word embeddings.
In this domain, researchers have focused on exper-
iments relying on word analogy and association
tests. It has been shown that word2vec (Mikolov
et al., 2013) or GloVe (Pennington et al., 2014) dis-
play strong biases when facing such experimental
scenarios. Caliskan et al. (2017) identified these in-
equalities using the embedding similarity between
male and female names and career terms. Results
showed that male tokens were associated with ca-
reer terms significantly more often than female
tokens. Along the same line, other works have
highlighted the gender biases in semantic relations.
Bolukbasi et al. (2016) showed that certain pro-
fessions established undesired logical propositions
among male and female tokens (e.g. doctor is to
man what nurse is to woman,).

In the realm of association tests, Caliskan et al.
(2017) proposed the Word Embedding Associa-
tion Test (WEAT). The correlation between two
tokens with opposite stereotypical relation (stereo-
typical vs anti-stereotypical), such as European
and African names, with two contrasting sets of
attributes that suggest bias —pleasant vs unpleasant
characteristics—, was examined to measure bias.
May et al. (2019) followed the line of WEAT
and extended it to masked language models with
the Sentence Encoder Association Test (SEAT).
Nadeem et al. (2021) presented StereoSet, a col-
lection of sentences found in natural environments
to assess model biases. The authors proposed a
methodology to go beyond the intrasentential bias
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identification and extend it to the text level.

In the context of masked language models
(MLMs), Nangia et al. (2020) presented CrowS-
Pairs, an alternative to StereoSet. Unlike Stere-
oSet, CrowS-Pairs emphasized explicit expressions
of stereotypes about disadvantaged groups. The
dataset contained examples spanning nine types
of biases, including race, religion, and gender.
Through crowdsourced validation annotations for
samples from both datasets, the authors found that
CrowS-Pairs had a higher validation rate (80%)
compared to StereoSet (62%). Because its data
collection was similar to that of StereoSet, it also
shared some of its limitations: the annotators were
all US citizens hired via Amazon Mechanical Turk.
Consequently, to discern biases in other cultural
contexts, alternative datasets would be required.

Other works have put special emphasis on the so-
cioeconomic dimension. Zhou et al. (2022) showed
that countries with lesser GDP also had less in-text
representation. Results displayed a strong correla-
tion between GDP and word embedding representa-
tion, which provoked worse next-word predictions
for poorer countries. To show this, the work used
token masking such as The country producing most
cocoa is [MASK], where the token expected was
Ghana (Zhou et al., 2022).

3 Methodology

This study tested monolingual and multilingual
masked language models against two main linguis-
tically informed tasks. First, models were asked
to fill the masked tokens ([MASK] or <mask>) with
a male or female subject pronoun. The second
experiment consisted of prompting the model to
provide the most likely token for different gram-
matical units namely verbs, adverbs, and adjectives.
These three units had distinct motivations: while
adjectives and adverbs provided insight into pre-
dicted gender-associated qualities, verbs provided
information on gendered subject pronoun agentiv-
ity under specific professional scenarios.

3.1 Datasets

This study used a linguistically informed dataset
to test the models’ inherent biases. The dataset
was divided into two main subsets: the job pro-
noun subset and the linguistic token subset.
The job-pronoun subset consisted of 700 employ-
ment prompts with the special token [MASK] (for
BERT, BERT-multilingual, DistilBERT, DistilBERT



multilingual) or <mask> (for RoBERTa, XML.-
RoBERT2) replacing the subject pronoun. The
prompts were classified into different categories,
each composed of 100 prompts: STEM, art and de-
sign, health and well-being, finance, service man-
agement, fashion, and sports. The linguistic token
subset included prompts that encouraged the mod-
els to predict verbs (V), adverbs (Adv), and adjec-
tives (Adj) for both male and female subject pro-
nouns. This subset included six categories: male
verb, female verb, male adverb, female adverb,
male adjective, and female adjective. Each cate-
gory in the linguistic token subset was formed by
10 prompts, summing up a total of 60 prompts per
model. The structure of the dataset is shown in
Figure 2.

Dataset

\ ,

vr

Job pronoun
subset

Y

Linguistic token
subset

[MASK] / <mask> is an engineer
[MASK] / <mask> is an astronaut
[MASK] / <mask> is a doctor

He [MASK] / <mask> the meeting
He [MASK] / <mask> the team
He [MASK] / <mask> a company

STEM
(osew) A

[MASK] / <mask> is an stylist
[MASK] / <mask> is an designer
[MASK] / <mask> is a model

She is a [MASK] / <mask> teacher
She is a [MASK] / <mask> doctor
She is a [MASK] / <mask> artist

FASHION
(way) cav

v v

n

|

Figure 2: Diagram of the dataset structure. The green
block represents the dataset used during the pronoun-
filling experiment. The yellow represents the sub-
dataset for the adjective, adverb, and verb prediction
task.
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3.2 Model Selection

This study evaluates six different masked lan-
guage models (MLM): BERT (Devlin et al., 2019),
RoBERTa (Zhuang et al., 2021), DistilBERT (Sanh
et al., 2019), BERT (multilingual) (Devlin et al.,
2019), XLM-RoBERTa (Conneau et al., 2020),
and DistilBERT (multilingual) (Sanh et al., 2019).
While the first three models listed above are mono-
lingual (English), the last three are multilingual in
102, 94, and 104 languages respectively.

3.3 Gender Bias Evaluation Criteria

Each of the prompts 7 revealed either a stereotypi-
cal prediction (ps) or an alternative prediction (pg).
For example, in a prompt such as [MASK] is a hair
stylist, biased models would predict pronoun she
instead of he in such a way that the likelihood
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would be ps(sheli) > p,(heli). Each job category
was assigned a predefined stereotypical and alter-
native pronoun association interpretation (Table 1).
This framework served as the basis for evaluating
whether each prompt yielded a stereotypical or an
alternative (non-stereotypical) result. These eval-
uative principles were consistently applied across
experiments.

Job Category Stereotypical Alternative
STEM Male Female

Art and Design Female Male
Health & Wellbeing | Male Female
Finance Male Female
Service Management | Female Male
Fashion Female Male
Sports Male Female

Table 1: Reference of stereotypical and alternative judg-
ments of prompts.

3.4 Quantitative Analysis
Gender-associated Token Confidence (GTC)

In this experimental setup, the job pronoun sub-
set was used. To measure the total bias of each
job prompt, this study relied on total gender-
associated token confidence (GTC) (Equation 1).

GTCyyp= Y  Plid(token)]

token€Ty, /¢

)]

GTC\yy/r represented the cumulative confi-
dence, indicating how strongly the model believed
male- or female-associated pronouns were the cor-
rect token for a masked position within the sen-
tence. 1, s referred to the predefined set of tokens
used as male- or female-associated (he, him, and
his for male; she, her, and hers for female). This
study did not analyze other gender pronouns such
as they/them or neo-pronouns; exploratory analysis
did not offer any consistent results to analyze them
further. P provided a probability distribution span-
ning the model’s vocabulary. Each entry within
this distribution indicated the model’s belief in how
fitting a particular token was for the masked posi-
tion. id(token) served to encode a token into its
unique identifier within the vocabulary. This iden-
tifier enabled the extraction of the corresponding
probability from P.



BERT DistilBERT

RoBERTa

BERT-multilingual DistilBERT-multilingual XLM-RoBERTa

A V-value  p-value A V-value  p-value A V-value  p-value A

V-value  p-value A V-value  p-value A V-value  p-value
Stem 1830  p<0.01 1 1830  p<0.01 098 1830 p<0.01
Art & Desing 1477  p<0.01 0.80 1458  p<0.01 0.68 1568  p<0.01
Health & Wellbeing 1489  p<0.01 0.81 1515 p<0.01 080 1454  p<0.01
Finance 1829 p<0.01 099 1829 p<0.01 097 1827  p<0.01
Service Management 1702 p < 0.01 091 1823 p<0.01 0.87 1546  p<0.01
Fashion 288 p<0.01 0.16* 332 p<0.01 021% 482 0.01
Sports 1738 p<0.01 0.94 1660 p<0.01 085 1810 p<0.01

098 | 1830 p<001 095| 1395 p<001 065 | 1829 p<0.0l 098
079 | 1742 p<001 085| 67 p<001 0.17%| 1318 p<0.01 0.61
077 | 1590 p<001 083| 543 p<001 037 | 1260 001 0.61
099 | 1830 p<001 095| 504 p<001 0430 | 1645 p<001 070
072 | 1815 p<001 084 | 404 p<001 042 | 818 047 0450
0.28% | 1233 002 063| 18 p<001 009%| 119 p<001 0.20%
093 || 1826 p<0.01 099 830 053 0500 | 1744 p<001 088

Table 2: Inferential statistics results from male count and female count tokens for each model. Wilcoxon signed
rank and Vargha and Delaney’s A were performed (A = effect size). Values marked with * show a large effect size
favoring female tokens. { implies a negligible score (i.e., no practical implications). Relevant scores are underlined.

Monolingual-Multilingual Comparison

To compare the monolingual and multilingual mod-
els’ effect sizes, the absolute differences of both
monolingual and multilingual results are calculated
(see Appendix A). Both are subtracted to argue for
a monolingual or multilingual less biased model.
This offered a value to measure the offset from
neutrality.
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3.5 Qualitative Analysis

For qualitative analysis, this study analyzed mod-
els’ token predictions for prompts that targeted spe-
cific grammatical units. To do so, the linguistic
token subset was used (Figure 2). Each model
was fed 30 prompts, 10 for each targeted category:
adjectives, adverbs, and verbs. The models were
asked to predict £ = 5 tokens (i.e., the top 5 words)
for all prompts in each gender. In total, the linguis-
tic token subset yielded 1,800 tokens for analysis.
This study excluded the predicted tokens that did
not fall into the category targeted.

Cross-gender Token Comparisons

After category validation, the predicted tokens for
each gender were compared. This part included a
fine-grained analysis of the predictions. To assess
equality imbalances, this study analyzed parallel
pairs. Those were instances in which the same
token was predicted for male and female subject
pronoun versions of the prompts. For example, if
the model predicted the adjective beautiful for the
prompt [He/She] is a [MASK] worker, it was con-
sidered a candidate for comparison. Because of its
fine-grained analysis, the second experiment also
involved semantic and pragmatic interpretation.
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4 Results

4.1 Gender Pronoun Completions

In experiment 1 the completion of the subject pro-
nouns was targeted (e.g., [MASK]/<mask> held the
meeting.). After iteration, the GTC scores yielded
for the male and female token probabilities were
compared. To assess the statistical significance of
the results Wilcoxon signed-rank test was used. To
measure the effect size, this study used two-tailed
Vargha and Delaney’s A. The two-tailed effect size
provided information on the directionality of the
statistical significance, with values closer to 0 indi-
cating female-favoring significance, values close to
0.5 showing no effect (ideal scenario), and values
closer to 1 indicating male-favoring significance.
For experiment 1, the null hypothesis (Hp,) was
that no significant differences were to be found
between male GTCs and female GTCs across job
categories (Hy, : pymare = prerce). On the con-
trary, the alternative hypothesis (H,,) stated that
there were statistically significant differences be-
tween the two groups analyzed (H,, : uypare #
wraTc)- Results are shown in Table 2.

Monolingual Assessment

Among the monolingual models, the study found
significant differences across all categories. For
BERT, it was found that STEM (p < 0.01, A = 1),
health and wellbeing (p < 0.01, A = 0.81), fi-
nance (p < 0.01,A = 0.99), and sports (p <
0.01, A = 0.94) followed the male favoring stereo-
typical assumptions. For fashion (p < 0.01, A =
0.16), the stereotypical interpretation favoring fe-
males was also fulfilled. However, categories such
as art and design (p < 0.01, A = 0.80) or service
management (p < 0.01,4 = 0.91) showed an
alternative (non-stereotypical) interpretation. For
these two categories, the GTC scores were signifi-
cantly higher for male tokens.

Similar results were found for DistilBERT:
STEM (p < 0.01, A = 0.98), health and wellbeing



(p < 0.01, A = 0.80), finance (p < 0.01,A =
0.97), and sports (p < 0.01, A = 0.85) showed
male stereotypical results. Fashion (p < 0.01, A =
0.21) also indicated a female favoring stereotyp-
ical output. As for the categories falling in the
alternative interpretation, the results for service
management were similar to those shown by BERT
(p < 0.01, A = 0.87). However, art and design
showed a medium effect size (p < 0.01, A = 0.68),
which meant that this category was less biased.

As for RoOBERTa, the results coincided with the
previous models. The most notable difference was
found in fashion again, where both p-value and
effect size were smaller than in the other models
(p=0.01, A =0.28).

Multilingual Assessment

Among the multilingual models, diverse findings
were observed. For BERT-multilingual, the cat-
egories STEM (p < 0.01, A = 0.95), art and
design (p < 0.01, A = 0.85), health and well-
being (p < 0.01, A = 0.83), finance (p < 0.01,
A = 0.95), and sports (p < 0.01, A = 0.99)
followed the male stereotypical interpretations.
In fashion, a small effect size favoring the non-
stereotypical interpretation was found (p = 0.02,
A = 0.63). Service management also indicated
a non-stereotypical interpretation with A = 0.84
(p < 0.01).

DistilBERT-multilingual displayed more varied
results. Stem (p < 0.01, A = 0.65) and ser-
vice management (p < 0.01, A 0.42) re-
vealed smaller effect sizes compared to DistilBERT-
monolingual. Art and design (p < 0.01, A = 0.17)
and fashion (p < 0.01, A = 0.09) displayed results
favoring female stereotypical assumptions, both
showing strong female bias. Finance (p < 0.01,
A = 0.43) and sports (p = 0.53, A = 0.50) moved
away from male-favoring stereotypical interpreta-
tion showing effect sizes close to neutrality. Health
and wellbeing showed a small effect size favoring
males (p < 0.01, A = 0.37).

For XLM-RoBERTa, STEM (p < 0.01, A =
0.98), sports (p < 0.01, A = 0.88), and finance
(p < 0.01, A = 0.70) displayed male favoring
stereotypical results, with the latter showing a
medium effect size. Art and design (p < 0.01,
A = 0.61) and health and wellbeing (p = 0.01,
A = 0.61) showed small male favoring effect sizes.
From those, art and design showed an alternative
non-stereotypical interpretation. Surprisingly, ser-
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vice management did not reveal any significant
difference (p = 0.47, A = 0.45). As for fashion, it
presented a strong female favoring interpretation
(p < 0.01, A = 0.20).

Multilingual-Monolingual Assessment

Category | BERT DistiilBERT RoBERTa
Stem 0.05 0.33 0

A&D -0.05  -0.15 0.18
H&W -0.02 017 0.16
Finance 0.04 0.40 0.29

SM 0.07 0.29 0.17
Fashion 0.21 -0.12 -0.08
Sports -0.05 035 0.05

Table 3: Measure of leveling between monolingual and
multilingual models. Positive values indicate a less
biased performance while negatives indicate the oppo-
site. O indicates no difference between monolingual
and multilingual versions of the model. Scores for cat-
egories where multilingual showed a better result are
highlighted in bold. The most remarkable results are
underlined.

The multilingual versions of the models yielded
a value closer to neutrality (less biased) in almost
67% of the cases analyzed. Across all job areas, at
least one model showed a more neutral behavior
in its multilingual version. In categories such as
finance and service management, all results were
improved with the multilingual model. For STEM,
BERT and DistilBERT showed better results when
using their multilingual version; for health and
wellbeing and sports, DistilBERT and RoBERTa
showed less biased behaviors using the multilin-
gual models.

4.2 Linguistic Token Completion

For experiment 2, this study evaluated the behav-
ior of masked language models on verb, adjective,
and adverb completion tasks. To evaluate the dif-
ferences between categories, this study relied on
parallel pairs.

It was observed that some prompts followed a
similar token prediction pattern: py /,,, (token,,) =
Pmy/ s(tokeny ;). Various predicted stereotypical
tokens in males and females were offset by j steps
in the opposite category. This phenomenon usually
favored the emergence of stereotypical predictions.
This indicated a possible unbalance in the training
data with more contexts favoring the male gender.
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Figure 3: Total number of parallel pairs per model. The
plot shows the number of token coincidences across
linguistic units (adverbs, adjectives, and verbs) for male
and female subject pronoun prompts.

4.2.1 BERT vs BERT-multilingual

BERT and BERT-multilingual were the first models
analyzed. BERT monolingual provided a total of
77 parallel pairs, with adverb pairs being 19.5% of
the total, adjectives 51.9%, and verbs 28.6%. As
for BERT-multilingual, it provided 61 parallel pairs.
From those, 18% were adverbs, 47.5% adjectives,
and 34.4% verbs.

The empirical analysis of gender bias in word
prediction across BERT and BERT-multilingual
revealed patterns of bias encoding. Adverb pre-
dictions accentuated the divergence between the
two versions of the model. BERT displayed a
marked predilection for associating successfully
with male contexts, a feature not mirrored in BERT-
multilingual’s more balanced behavior. With well
and again, there was a similar behavior; the multi-
lingual version achieved a perfect balance. This di-
vergence may have stemmed from the multilingual
version’s exposure to a diverse array of linguistic
constructs and sociocultural nuances inherent in
multilingual corpora, potentially diluting the gen-
dered prediction skewness.

In examining adjective predictions, both models
demonstrated an inherent bias; however, the extent
and specific instances varied. Notably, the predic-
tion frequency of successful among gender con-
texts was slightly higher for males in BERT, while
BERT-multilingual exhibited an egalitarian predic-
tion distribution. This suggests that while BERT-
multilingual retains certain biases, it may do so
with reduced severity compared to its monolingual
counterpart. However, other adjectives showed sim-
ilar behavior in both versions of the model (e.g.,
brilliant). Surprisingly, beautiful showed a more
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balanced prediction in BERT monolingual than in
its multilingual variant.

For verb predictions, the contrast in bias mani-
festation was maintained. BERT exhibited a robust
association of verbs such as wrote or led with male
contexts. The latter shows the double probabil-
ity of being associated with male contexts. This
did not happen with the multilingual version, in
which both genders show similar probabilities. In
BERT, monolingual edited showed almost dou-
ble the probability of being associated with male
contexts than with female. Conversely, BERT-
multilingual showed a propensity towards more
uniform predictions across genders, suggesting a
potential attenuation of bias attributable to its mul-
tilingual training background.

4.2.2 DistilBERT vs DistilBERT-multilingual

DistilBERT monolingual provided a total of 60
parallel pairs, with adverb pairs being 15% of
the total, adjectives 51.6%, and verbs 33.3%. As
for DistilBERT-multilingual, it showed 40 parallel
pairs. From those, 47.5% were adverb pairs, 22.5%
adjective pairs, and 30% verb pairs.

Adverb prediction between DistilBERT and
DistilBERT-multilingual reveals that, while biases
persist, they are less pronounced in the multilingual
variant. For instance, the prediction of interna-
tionally is relatively consistent across genders for
both variants of the models. However, DistilBERT
monolingual suggests a gender preference (male)
for angrily or positively. Notably, DistilBERT-
multilingual’s predictions are more balanced and
consistent than DistilBERT’s, indicating a potential
reduction of bias through multilingual training.

In the realm of adjective predictions, both mod-
els showed fewer biases. DistilBERT showed sim-
ilar probabilities for both genders for brilliant,
skilled, or talented. It showed some bias for gifted,
prolific, or —as previously in BERT- successful,
all having higher male-associated probabilities.
DistiIBERT-multilingual showed a tendency to as-
sociate mechanical with male contexts, which can
be considered a stereotypical interpretation. Addi-
tionally, versatile was predicted more equitably by
the monolingual variant. In general, both models
behaved similarly in this category.

The verb prediction analysis shows a remarkable
distinction between the two models. For example,
DistilBERT-multilingual predicts attended with a
skew toward female contexts, while DistilBERT
demonstrates a more neutral approach. However,



the multilingual counterpart showed more balanced
predictions for edited or won. As for the similar-
ities, both models show similar probabilities for
completed or wrote.

4.2.3 RoBERTa vs XLM-RoBERTa

RoBERTa monolingual provided a total of 76 par-
allel pairs. with adverb pairs being 38.1% of the
total, adjectives 43.4%, and verbs 18.4%. As for
XLM-RoBERTs,, it showed 37 parallel pairs. It
was unable to predict tokens for adverb position
for both genders. From the total pairs, adjectives
signified 45.9% and verbs 54%.

For adverb prediction, ROBERTa presents sig-
nificant biases, such as a high prediction rate for
successfully in male contexts. In addition, aggres-
sively or better also show what can be interpreted
as a stereotypical relation with male tokens. In
the case of token predictions that imply agentivity
(himself and herself), the predictions favored male
contexts. No comparative results were drawn for
the multilingual model due to its inability to predict
adverbs for the masked position.

In the context of adjective prediction, ROBERTa
shows a strong gender preference for words like
brilliant and great with a higher prediction rate
for female and male contexts, respectively. Con-
versely, XLM-RoBERTa displays a more balanced
approach, albeit not entirely without bias. For ex-
ample, brilliant is more commonly associated with
male contexts in XLM-RoBERTa, while smart is
less gendered.

Verb prediction analysis shows more differences.
RoBERTa associates attends and remembers more
with female contexts, while leads is skewed to-
ward male contexts. XLM-RoBERTa, although not
entirely unbiased, tends to reduce this skew, as evi-
denced by the more balanced prediction for verbs
like understood.

5 Discussion and Future Work

This study offered several advancements. Primarily,
it employs a multidimensional analysis rooted in
descriptive linguistic units, facilitating a nuanced
understanding of biases in language models. This
approach offers two essential advantages: (1) it
can be adapted to different domains and cultural
contexts with minimal fine-tuning, and (2) it does
not rely on third-party data sources. In this way, it
aimed to address the limitations of previous meth-
ods which are predominantly U.S.-centric. The
method’s foundation on linguistic principles allows
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for a more discerning bias analysis, especially with
its emphasis on inter-category relations. The bifur-
cation into job pronouns and linguistic tokens, cou-
pled with the evaluation of both monolingual and
multilingual models, ensures a holistic bias assess-
ment. Furthermore, using metrics such as gender-
associated token confidence (GTC) or monolingual-
multilingual comparisons provides a quantitative
dimension to the bias evaluation, enabling compar-
isons across models.

This study opens new opportunities for linguisti-
cally informed bias analysis. Future work may ex-
plore patterns through the implementation of other
language units. Research may benefit from the
analysis of different linguistic elements across sen-
tences with anaphoric relations. Subsequent works
on bias mitigation may also benefit from imple-
menting in-context retrieval augmented learning
(IC-RAL). Other promising outcomes include data
selection techniques such as gradient information
optimization (GIO) for training data selection (Ev-
eraert and Potts, 2023). Selecting datasets that rep-
resent the richness of society is crucial to diminish
biases.

6 Conclusion

This study provides a systematic examination of
gender biases within masked language models, par-
ticularly in the context of job-related prompts. Em-
ploying linguistically-informed tasks, such as pro-
noun resolution and linguistic unit completion, this
study has effectively demonstrated the existence
of gender biases in these models. A comparison
between monolingual and multilingual models re-
veals a tendency towards stereotypical biases across
various categories. However, it is observed that
multilingual models tend to yield less biased out-
puts, likely a reflection of their exposure to a more
diverse linguistic training set. This diversity may
provide multilingual models with a broader per-
spective that mitigates entrenched biases, highlight-
ing the potential of multilingual training in the de-
velopment of more equitable systems. The findings
underscore the necessity for refinement in the de-
sign and training of language models to ensure fair
representations.

7 Limitations

This study analyses three major masked language
models, which may not represent the full spectrum
of biases present in natural language processing



systems. Further research is needed to extend these
findings across a more extensive array of models,
including those less prevalent in the literature.

Moreover, the scope of language diversity con-
sidered here is limited. English, with its gender-
marked pronouns but largely non-gender-marked
nouns and adjectives, represents just one typologi-
cal cluster. To enhance the robustness of the con-
clusions drawn, future work must incorporate lan-
guages from diverse typological backgrounds to
discern how such linguistic features may influence
bias manifestation within MLMs.

Additionally, the influence of cultural nuances
on language use and the resultant biases in MLMs
require deeper investigation. Languages are em-
bedded within cultural contexts that shape their
use, and thus, any comprehensive analysis of bias
in MLMs must consider a broad range of cultural
settings to fully understand and address bias.

Ethics Statement

While the benefits of our method are clear, we
proceed with ethical rigor, aware of the potential
for misinterpretation of our findings. We recog-
nize the complexity of gender representation in
language, including the use of gender-neutral and
neo-pronouns, and the implications these have for
technology’s societal impact. It must be impera-
tive that researchers contribute to the development
of systems that are equitable and representative of
all individuals. The publication of these results
opens the way for an open, transparent, and inclu-
sive discourse within the scientific community that
respects linguistic and cultural diversity and pro-
motes the advancement of unbiased computational
technologies.
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A Delta Values

Category ‘ BERT DistilBERT RoBERTa BERT-multi DistilBERT-multi XLM-RoBERTa

Stem 0.50 0.48 0.48 0.45 0.15 0.48
A&D 0.30 0.18 0.29 0.35 0.33 0.11
H&W 0.31 0.30 0.27 0.33 0.13 0.11
Finance 0.49 0.47 0.49 0.45 0.07 0.20
SM 0.41 0.37 0.22 0.34 0.08 0.05
Fashion 0.34 0.29 0.22 0.13 0.41 0.30
Sports 0.41 0.35 0.43 0.49 0 0.38
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