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Abstract

Text data augmentation is a complex problem
due to the discrete nature of sentences. Al-
though rule-based augmentation methods are
widely adopted in real-world applications be-
cause of their simplicity, they suffer from po-
tential semantic damage. Previous researchers
have suggested easy data augmentation with
soft labels (softEDA), employing label smooth-
ing to mitigate this problem. However, finding
the best factor for each model and dataset is
challenging; therefore, using softEDA in real-
world applications is still difficult. In this paper,
we propose adapting AutoAugment to solve
this problem. The experimental results sug-
gest that the proposed method can boost exist-
ing augmentation methods and that rule-based
methods can enhance cutting-edge pre-trained
language models. We offer the source code.'

1 Introduction

Data augmentation is a regularization strategy that
improves model performance expanding the data
held in various ways (Herndndez-Garcia and Konig,
2018). In the natural language processing (NLP)
field, data augmentation is used in various fields to
alleviate data shortages, and various augmentation
methods have been proposed accordingly (Feng
et al., 2021; Li et al., 2022). For example, image
data can be augmented by applying simple rules,
such as flipping and rotation, to image data (Yang
et al., 2022), and text data can also be augmented,
by simple rules such as replacing synonyms and
changing the order between words (Zhang et al.,
2015; Wei and Zou, 2019). In addition, a method
for augmenting data by generating new text us-
ing various deep learning models has also been
proposed (Sennrich et al., 2016; Wu et al., 2019;
Anaby-Tavor et al., 2020; Yoo et al., 2021; Zhou
et al., 2022; Dai et al., 2023).

"https://github.com/c-juhwan/
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However, as these methods often demand train-
ing data for fine-tuning before augmentation
(Zhang et al., 2022; Li et al., 2022), it may be
challenging to apply them in a low-resource envi-
ronment (Hu et al., 2019; Bayer et al., 2022; Kim
et al., 2021). Rule-based text data augmentation
methods are less costly and easy to implement;
thus, they are often used in real-world problems.
Despite that, the previously proposed rule-based
text data augmentation methods risk not maintain-
ing semantic consistency with original data, which
is different from image data (Zhao et al., 2022),
leading to performance degradation. To relieve
this problem, methods that perform data augmen-
tation only through random insertion of punctua-
tion marks have also been proposed (Karimi et al.,
2021), but they introduce fewer variations com-
pared to easy data augmentation (EDA). Recently,
softEDA (Choi et al., 2023), a method applying
label smoothing (Szegedy et al., 2016) to the aug-
mented data, was proposed to alleviate these draw-
backs.

In softEDA, a heuristic grid search was per-
formed for the label smoothing factor (a hyperpa-
rameter for performing label smoothing). However,
the method based on a heuristic search has the fol-
lowing disadvantages. First, a heuristic search is
expensive to execute (Bergstra and Bengio, 2012).
Second, although we found the best factor value of
the grid, it may not be the global optimum. There
could be a better value outside the heuristic search
grid; thus, revealing the possible performance gain
is difficult.

This paper proposes a method to apply AutoAug-
ment (Cubuk et al., 2019), a technique to determine
the optimal factors in the data augmentation pro-
cess to alleviate the limitations of previous soft-
EDA methods. By optimizing various arguments
of softEDA, it is shown that stable and effective
performance improvement is possible compared to
the existing rule-based strategy with static factors.
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In addition, the existing softEDA experiment was
conducted on an entire dataset. However, more
severe overfitting occurs when the given training
data are insufficient (Althnian et al., 2021), and the
scope of performance improvement is greater when
additional training data are obtained from a small
dataset (Prusa et al., 2015; Okimura et al., 2022),
so data augmentation becomes increasingly crucial
in this low-resource environment. Therefore, this
study evaluates the proposed method under a low-
resource scenario and demonstrates that the pro-
posed method is effective even under data-scarce
conditions. In addition, some existing studies have
argued that simple rule-based augmentation strate-
gies are less effective in improving the performance
of pre-trained language models (PLMs) (Longpre
et al., 2020; Zhang et al., 2022; Plui¢ec and Sna-
jder, 2023). In this study, we show that through
argument optimization, it is possible to improve
the performance of not only BERT (Devlin et al.,
2019), the standard PLM, but also DeBERTaV3
(He et al., 2023), a cutting-edge PLM, through rule-
based data augmentation.

2 Related Work

Data augmentation of text is primarily performed
by augmenting data according to predetermined
rules (Zhang et al., 2015; Belinkov and Bisk, 2018;
Wei and Zou, 2019; Karimi et al., 2021; Choi et al.,
2023) or using various deep learning models (Sen-
nrich et al., 2016; Wu et al., 2019; Anaby-Tavor
et al., 2020; Yoo et al., 2021; Zhou et al., 2022;
Dai et al., 2023). Rule-based data augmentation
methods generate new data by performing pertur-
bation in various ways, such as replacing some
of the words in a given sentence with synonyms
(Zhang et al., 2015) or inserting typos at the char-
acter level (Belinkov and Bisk, 2018). The easy
data augmentation (EDA) (Wei and Zou, 2019)
technique is a representative rule-based data aug-
mentation method consisting of synonym replace-
ment (SR), random insertion (RI), random swap
(RS), and random deletion (RD). However, because
such random changes can lead to the loss of seman-
tic consistency, the “an easier data augmentation”
(AEDA) technique (Karimi et al., 2021) consist-
ing only of the RI of six punctuation marks has
also been proposed. The softEDA (Choi et al.,
2023) method compensates for the semantic dam-
age caused by EDA by applying label smoothing
to the augmented data.

Model-based augmentation methods employ
deep learning models to generate new data. Back-
translation (Sennrich et al., 2016) is one of the early
model-based methods. It first translates the given
data into another language and back-translates it
to the original language, generating different ex-
pressions with the same concept. Methods based
on PLM have also been proposed, and C-BERT
(Wu et al., 2019), LAMBADA (Anaby-Tavor et al.,
2020), and FlipDA (Zhou et al., 2022) generate new
data using BERT (Devlin et al., 2019), GPT-2 (Rad-
ford et al., 2019), and T5 (Raffel et al., 2020), re-
spectively. In addition, GPT-3 (Brown et al., 2020)
and ChatGPT, which are larger than these PLMs,
have been proposed to generate new data (Yoo et al.,
2021; Dai et al., 2023). Other researchers have in-
troduced Mixup (Zhang et al., 2018) strategy to the
NLP field to augment text data (Guo, 2020; Sun,
2020; Yoon et al., 2021).

Moreover, some previous approaches have tried
to apply AutoAugment for NLP. Text AutoAug-
ment (Ren et al., 2021), the work closest to the pro-
posed method, suggested applying AutoAugment
to optimize hyperparameters for data augmentation.
In addition, DND (Kim et al., 2022) incorporated
various data augmentation methods and suggested
optimizing two reward terms regarding the diffi-
culty and consistency with the original data. While
the proposed work uses AutoAugment to optimize
augmentation hyperparameters, we also focus on
optimizing label smoothing values for the original
and augmented data.

3 Method

3.1 Preliminaries

The EDA (Wei and Zou, 2019) method comprises
four aforementioned suboperations: SR, RI, RS,
and RD. First, SR randomly selects several words
in a given sentence and changes them into their syn-
onyms. Second, RI selects a random word in the
sentence and inserts its synonym at a random posi-
tion in the sentence. Third, RS operation randomly
selects two words in the sentence and changes their
positions. Finally, RD removes each word from the
sentence with a predefined probability.

Through these four suboperations, EDA intro-
duces noise to the original data and generates aug-
mented data. Each suboperation has a magnitude
of perturbation. For instance, in the case of SR, a
higher magnitude leads to the additional replace-
ment of the original words with their synonym:s.



For each observed data pair (x,y) in the original
dataset D, where x denotes an input sentence and
y represents the corresponding label value, the pro-
cess of EDA can be formulated as follows:

)A( = EDA(X,pEDA) - (1)

where {asg, ar1, Ors, arp} denotes the mag-
nitude of each suboperation, and pgpa =
{Psr, Pr1, Prs, Pro } represents the probability dis-
tribution of each suboperation to be selected, which
are equal and sum to one. As indicated, EDA only
modifies x, and the label of augmented data is the
same as for y.

The softEDA (Choi et al., 2023) is a technique
that incorporates noise into the label of augmented
data through label smoothing (Szegedy et al., 2016).
While softEDA follows the previous EDA to aug-
ment X, the following equation defines the process
of softEDA, generating a label for augmented data

Yy

N €aug
y=(1—€ug)y +
( aug) NClass
_ (1 - Eaug> + A?Z‘jjss lf y = yl (2)
- Otherwise
Class

where €4, 1s a smoothing factor for label
smoothing.

3.2 Proposed Method

Previous EDA and softEDA have numerous aug-
mentation hyperparameters and were primarily
fixed or heuristically searched. This paper pro-
poses a method to optimize these hyperparameters
by adapting AutoAugment. First, we defined an
augmentation policy P with various factors:

P = {paug7pSR7pRI7pRS7pRD7
Qsr, ORT, ORs; ORD) (3)

Naug, €oriy €aug }
where p,,, indicates the probability of augmen-
tation, N, refers to the amount of augmented
data per original data point, €,,; represents a la-

bel smoothing factor for the original data, differ-
ent from €,,,. Following Text AutoAugment (Ren

et al., 2021), we optimized the proposed policy
based on sequential model-based global optimiza-
tion (Bergstra et al., 2011). Finding the optimal
augmentation parameter for each model and dataset
through this adaptation of AutoAugment with soft-
EDA is more beneficial than inefficient grid search.

4 Experiment

4.1 Datasets and Low-resource Setting

Eight text classification datasets were used to evalu-
ate the proposed method. The SST2, SSTS (Socher
et al., 2013) and MR (Pang et al., 2002) sentiment
classification tasks are from movie reviews. The
CoLA (Warstadt et al., 2019) binary classification
dataset measures the linguistic acceptability of a
given sentence. The SUBJ (Pang and Lee, 2004)
binary classification dataset deals with the subjec-
tivity of a sentence. PC (Ganapathibhotla and Liu,
2008), and CR (Hu and Liu, 2004; Liu et al., 2015)
are datasets constructed from customer reviews. In
addition, the TREC (Li and Roth, 2002) multiclass
text classification dataset is about the question type
of given text. Dataset specifications can be found
in Appendix A.

Data augmentation becomes more important
when the given data is deficient than when suf-
ficient data can be accessed (Chen et al., 2023). To
simulate a more challenging scenario, we evalu-
ated the proposed method with only 100 and 500
randomly selected original data from each dataset.

4.2 Baselines

To validate the claim that hyperparameter optimiza-
tion for the augmentation method is effective in
enhancing model performance, we compared our
approach with previous rule-based data augmen-
tation methods with fixed hyperparameters. We
compared the proposed method against the previ-
ous EDA, AEDA, and softEDA methods with fixed
hyperparameters.

Recent studies suggest that simple rule-based
augmentation methods are insufficient to enhance
PLM-based models (Longpre et al., 2020; Zhang
et al., 2022; Pluscec and §najder, 2023). In addi-
tion, validating the newly proposed augmentation
method using cutting-edge models, not just mod-
els like BERT, is necessary (Zhou et al., 2022).
Therefore, we adopted BERT and DeBERTaV3
(He et al., 2023), an improvement of DeBERTa (He
et al., 2021) as the baseline model for evaluation.
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Table 1: Experimental results. Each experiment has been repeated five times and the statistics are presented in
meang, format. The upper side of each column denotes the results when Ny, = 100, and the lower side shows the
results when Ny,,;; = 500. The best mean and standard deviation values for each model and dataset are boldfaced.
Results that reported a lower mean value than the baseline are gray.

4.3 Main Results

Table 1 reports the experimental results. Previ-
ously proposed augmentation methods have faced
marginal gain, or even performance degradation.
Especially, softEDA has a high standard deviation
compared to other methods, indicating that soft-
EDA has difficulty being effective within a single
fixed hyperparameter and requires optimization for
hyperparameters. Whereas, the proposed method
exhibits a stable and remarkable performance im-
provement within every setting, including those
where other methods had performance degradation
or marginal gains. This finding suggests enhanc-
ing extensive and cutting-edge PLMs with simple
augmentation methods is achievable under the care-
fully designed data augmentation policy and hyper-
parameter optimization strategy. Furthermore, it is
shown that our strategy has remarkably low stan-
dard deviation values compared to other techniques,
showcasing that our approach is robust against sta-
tistical differences and valuable for practical appli-
cation in low-resource text classification problems.

4.4 Ablation Study

One may wonder whether the performance im-
provement reported in Table 1 is solely caused by

the adaptation of AutoAugment, rather than the la-
bel smoothing of softEDA. To validate the effective-
ness of label smoothing, we conducted an ablation
study where label smoothing is not applied (i.e.,
€ori = €aug = 0). This setting is equal to optimiz-
ing only factors of EDA. “w/ Ours w/o LS” row of
Table 1 presents the experimental results, revealing
that the proposed method without label smoothing
is less effective than the proposed method. This
finding supports that the label smoothing optimiza-
tion introduced by softEDA plays a crucial role in
enhancing the model.

5 Conclusion

This paper proposed a method to optimize various
hyperparameters of rule-based text augmentation
methods. The experimental results suggest that
the proposed method is effective and stable, and
that rule-based augmentation methods can improve
cutting-edge PLMs with proper hyperparameter op-
timization. Future work may extend this approach
to other tasks, such as natural language inference,
which is more complex than the single-sentence
classification conducted in this paper.



Limitations

This paper used AutoAugment to optimize the rule-
based data augmentation method. The primary
weakness of AutoAugment is the computational
overhead from the searching process (Zhang and
Ma, 2022). However, under low-resource situa-
tions, where the necessity of data augmentation is
emphasized, this problem can be diminished as the
time consumption of the search process decreases.

Ethics Statement

This paper proposes an optimized rule-based aug-
mentation method. These rule-based methods are
more ethically stable than model-based approaches,
as the modification is performed under predefined
rules. For example, back-translation can be eas-
ily exposed to the potential bias of the translation
model. Methods based on PLMs also share this con-
cern. However, rule-based augmentation methods,
including the proposed method, perform modifica-
tions within a given sentence and are less likely to
be exposed to unintentional bias.
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A Dataset Specification

Dataset | NN, Class N Train N Test
SST2 2 6.9K 1.8K
SST5 5 85K 2.2K
CoLA 2 8.5K 0.5K
SUBJ 6 8K 2K
TREC 2 5.5K 0.5K

MR 2 95K 1.1K
CR 2 3.0K 0.8K
PC 2 39K 4.5K

Table 2: Specification of each dataset used for the ex-
periment.



SST2  CR MR TREC SUBJ PC CoLA

BERT w/o Aug | 89.74 89.08 84.28 90547 96.18 9344 75.38
w/ EDA +0.71 +0.51 +0.58

w/ AEDA +0.22 +1.84 +0.19

w/ softEDA 0.1 +0.29 +0.15 +043 +1.34
w/ softEDA 0.15 +0.66 +0.02
w/ softEDA 0.2 +2.10 +0.19 +0.05 +043 +0.81
w/ softEDA 0.25 +2.10 +1.17 +0.67 +1.50
w/ softEDA 0.3 | +0.83 +0.00 +0.67 +0.23

Table 3: Results of softEDA for the BERT model reported in the softEDA paper. The best scores for each dataset
are boldfaced. Scores lower than the baseline are gray.

B Implementation Details is more challenging for model.

We used PyTorch (Paszke et al., 2019) and
Huggingface Transformers (Wolf et al., 2020)
to implement the model and evaluation pro-
cess. We used bert-base-cased and
microsoft/deberta-v3-base for the
BERT and DeBERTaV3 models. Every model
was trained using the Adam optimizer with a
batch size of 32 and a learning rate of 5e-5 for
ten epochs, with early stopping with a patience
value of 5, conditioned on best validation accuracy.
The training procedure was performed on a single
Nvidia RTX 3090 GPU.

For the baseline method implementation, we
used TextAugment library (Marivate and Sefara,
2020) for EDA, and softEDA was built on it. The
library did not have an implementation for AEDA;
thus, we implemented it separately. We used ray
tune (Liaw et al., 2018) to implement the proposed
method. Please refer to the attached code for more
information.

C Analysis of softEDA

We investigated the experimental results of the soft-
EDA paper. Table 3 presents the experimental re-
sults reported in the appendix of the softEDA paper.
The results suggest that, although softEDA can po-
tentially enhance model performance, it is problem-
atic to determine the optimal label smoothing factor
for each model and dataset. Performance degrada-
tion compared to the baseline was also observed
where the factor is improper for each setup. This
finding motivated us to determine a better solution
for finding optimal factors than a heuristic search.
Furthermore, the authors performed the experiment
on the full dataset. In contrast, we conducted the
experiment through low-resource scenarios, which



