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Abstract

Natural Language Processing (NLP) can ad-
vance psychotherapy research by scaling up
therapy dialogue analysis as well as by al-
lowing researchers to examine client-therapist
interactions in detail. Previous studies have
mainly either explored the clients’ behavior or
the therapists’ intervention in dialogues. Yet,
modelling conversations from both dialogue
participants is crucial to understanding the
therapeutic interaction. This study explores
speaker contribution-based dialogue acts at the
utterance-level; i.e, the therapist - Interven-
tion Prediction (IP) and the client - Emotion
Recognition (ER) in psychotherapy using a
pan-theoretical schema. We perform experi-
ments with fine-tuned language models and
light-weight adapter solutions on a Hebrew
dataset. We deploy the results from our ER
model predictions in investigating the coher-
ence between client self-reports on emotion and
the utterance-level emotions. Our best adapters
achieved on-par performance with fully fine-
tuned models, at 0.64 and 0.66 micro F1 for IP
and ER, respectively. In addition, our analysis
identifies ambiguities within categorical clini-
cal coding, which can be used to fine-tune the
coding schema. Finally, our results indicate a
positive correlation between client self-reports
and utterance-level emotions.!

1 Introduction

Understanding the therapists’ intervention and the
clients’ emotional response is crucial to developing
more effective treatments in psychotherapy (Cas-
tonguay et al., 2021). Psychotherapy studies have
emphasized the central role of client emotions and
therapist interventions in predicting treatment out-
comes from psychotherapy dialogues (Greenberg,
2012). However, since these studies are mainly

!Code is available on Github. Models and data may not be
made publicly available due to data privacy laws.
*Equal contribution.

based on client self-reports or human coding, they
have been limited in scale and specificity (Imel
et al., 2017). This has led to a greater push for
research in Natural Language Processing (NLP)
for psychotherapy (Aafjes-van Doorn et al., 2021;
Shatte et al., 2019).

Recent studies have demonstrated the usefulness
of NLP in automatically identifying key processes
in psychotherapy, such as emotional processes, by
modelling therapy dialogues (Tanana et al., 2015,
2021).

Psychotherapy dialogues like any conversation
data can provide meaningful information about the
speaker actions when explained for the shortest sen-
tences within a dialogue; i.e, utterance-level. Dia-
logue Act (DA) classification is commonly used to
attribute meaning or intention behind the utterances
in a conversation (Searle, 1969; Austin, 1975).

As noted by Stolcke et al. (2000) the task and
content related distinctions are important in DA
labeling for conversational speech. Speaker roles
define dialogue contributions in psychotherapy do-
main (Park et al., 2019); e.g, clients often express
their emotions during conversation and the thera-
pists offer various interventions such as helping
clients to process and regulate their emotions. A
sample excerpt of such a dialogue is shown in Table
1. These contributions define the types of dialogue
actions characteristic to each speaker.

NLP studies of therapy dialogues tend to fo-
cus on identifying either the therapists’ interven-
tions (Cummins et al., 2019; Can et al., 2016) or
the clients’ emotions (Tanana et al., 2021). How-
ever, for psychotherapy researchers it is important
to provide both, so the interdependence between
them can be observed and analysed. Therefore, we
design two application-oriented DA classification
tasks based on speaker roles; i.e, DA classification
for therapist utterances - Intervention Prediction
(IP) and DA classification for client utterances -
Emotion Recognition (ER).
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Speaker Turn | Utterances [ Dialogue Act
Client u;©: 1 feel pretty awful about the college entrance exam.
€ 1 think there is no way I’m going to get in. Negative Emotion
Therapist u3T: Can you say a little bit more about this feeling? Expansion
Client u4C: I feel so much pressure.
us©: 1 think that I'm not talented enough in the direction I am aiming for. Negative Emotion
Therapist us”: Sounds like you are listening to these voices inside you that put you down and criticize you. Interpretation

Table 1: Translated and annotated excerpt of a sample therapy session. Each Speaker-turn can have multiple
utterances u;”, where i=utterance_id and p=[Client (C),Therapist (T)]

In contrast to the very few studies which have
examined both client and therapist utterances in
a dialogue (Gibson et al., 2017; Tanana et al.,
2015), our approach is not limited to a specific treat-
ment approach, such as Motivational Interviewing
(MI) or Cognitive Behavior Therapy (CBT). We
adopt an annotation schema which is relevant for a
wide range of treatment approaches (McCullough,
1988). This pan-theoretical schema is compliant
with the current development to share a common
language between different schools of psychother-
apy to identify markers of key clinical events (client
emotions) that can be addressed using consensual
responses (therapist interventions) (Hofmann and
Hayes, 2019).

We conduct our experiments on a Modern He-
brew corpus of psychotherapy sessions transcripts
consisting of 47K utterances. As Hebrew is a
medium resource language, there are only lim-
ited pre-trained language models (LM) available
(there are no community-wide accepted bench-
marks/models) (Seker et al., 2022). Therefore, we
leverage current state of the art (SOTA) models for
Hebrew with adapters (Pfeiffer et al., 2020) to clas-
sify therapist and client utterances into categories
of IP and ER. We experiment with adapters because
they are flexible in terms of use (language agnostic,
plug-and-play with many large language models),
extendable (adapter fusion), and computationally
scalable.

Our models and pan-theoretical approach not
only empower researchers from a broad spectrum
of therapeutic schools to investigate crucial psy-
chotherapy processes on a much larger scale, but
also unveils opportunities for cross-dataset com-
parisons. Such comprehensive analysis holds the
potential to yield robust conclusions about the
moment-by-moment sequences of therapists’ in-
terventions and patients’ emotional responses that
predict positive treatment outcomes. Such insights
and measures can be integrated into existing feed-
back and monitoring systems and allow clinicians
and mental health providers to seamlessly monitor

clients’ mental states without burdening them with
completing questionnaires, assist clinicians in diag-
nosing signs of mental health problems and provide
precise and swift interventions. We are currently
conducting experiments to identify sequences of
therapists’ interventions that lead to patients’ emo-
tional improvement over time and plan to include
these results in our future work.

Alternatively to this main line of experiments,
we provide another useful downstream application
scenario in this work, where we deploy the results
from our ER model to investigate whether emo-
tional coherence exists between self-reported client
emotions over a session and utterance-level client
emotions. Coherence between emotional expres-
sion and emotional experience is considered impor-
tant to the clients’ well being. To summarize, the
main contributions of this work are:

* To the best of our knowledge, this is the first
study proposing a framework to predict both
client emotions and therapist interventions ac-
cording to a pan-theoretical schema.

* We provide an easily extendable model for
the automated prediction of the therapist in-
terventions and the client emotions which al-
lows scaling up psychotherapy research and
detecting interdependence between them for
understanding psychotherapy dialogue.

* Our data-driven analysis offers significant in-
sights into ambiguities and challenges in the
clinical coding schema that can further im-
prove psychotherapy research.

* Finally, we give one example how to put our
model output to practical use by supporting
status monitoring of patients with our coher-
ence study between clients’ self-reported emo-
tions and predicted emotions.
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2 Related Work

2.1 Clinical Psychology and Intervention
Prediction

Earlier works employing NLP techniques for in-
tervention related prediction focused on specific
psychotherapy approaches, such as CBT, therefore
limiting the applicability to this specific type of
treatment approach. For example, Flemotomos
et al. (2018) used a Linear Support Vector Machine
(SVM) for a CBT dataset showing that specific
therapist interventions were predictive of session
quality. Other studies have shown the usefulness
of deep learning models to automatically annotate
therapist interventions in an online text-based CBT
(Cummins et al., 2019).

However, expert therapists often tend to be flex-
ible and integrate interventions from different ap-
proaches (Solomonov et al., 2016), which makes
it important to identify interventions that are pan-
theoretical and relevant to various treatment ap-
proaches.

Two recent studies have used coding schema ap-
plicable to more than one treatment approach. Lee
et al. (2019) drew their annotation schema of ther-
apist utterances from DA theory and defined five
high-level categories for IP. They used SVM and
Neural Network-based (NN) models on a corpus of
psychotherapy transcripts from various therapeutic
approaches. In another work, Sun et al. (2021) cre-
ated a Chinese dataset of question/answer pairs
from an online mental health service platform,
where the labels are similar to the Psychotherapy
Interactional Coding system (McCullough, 1988)
as used in this study. In their experiments they in-
vestigated strategy identification by fine-tuning a
Chinese version of ROBERTa (Liu et al., 2019).

2.2 Clinical Psychology and Emotion
Recognition

Earlier works identifying emotions in psychother-
apy by Mergenthaler (1996, 2008) used dictionaries
with negative or positive emotions to examine their
prevalence in therapy sessions. Psychologically
meaningful features from Linguistic Inquiry and
Word Count (LIWC; Pennebaker et al., 2015) have
been used in such studies. In a recent study Tanana
et al. (2021) used BERT with a dictionary-based
approach to automatically label clients’ and thera-
pists’ emotions.

Beyond the use of linguistic features, the signif-
icance of dialogue history in understanding emo-

tions was underscored in the early works by Ma-
jumder et al. (2019) using Recurrent Neural Net-
works (RNN) on benchmark ER datasets (Busso
et al., 2008). However, its role has not yet been
explored in the psychotherapy domain, which we
study in this work. Recent works by Ghosal et al.
(2020), Li et al. (2021) and Zhu et al. (2021) such
as COSMIC, SKAIG and TODKAT all make use of
common-sense knowledge graphs such as COMET
for ER in dialogues (Bosselut et al., 2019). How-
ever, these are not available for Hebrew.

2.3 Utterance Labelling in Psychotherapy

In this section, we discuss psychotherapy studies
which explore utterance-level labelling for both
therapist and client together. Earlier studies us-
ing computerized methods in this field have fo-
cused on behavioral coding, particularly Motiva-
tional Interviewing Skill Codes (MISC). These pi-
oneering works have paved the way for scaling
up psychotherapy research. However, their focus
on a coding schema from a specific psychother-
apy approach, limits the ability of researchers com-
ing from other evidenced-based psychotherapy ap-
proaches. Consistent with the growing effort in
the psychotherapy field to adopt a pan-theoretical
perspective that would allow clinicians and re-
searchers from different psychotherapy schools to
share a common language, the pan-theoretical cod-
ing schema used by us can be used by researchers
from various therapeutic approaches (such as CBT,
MI, psychodynamic, or interpersonal psychother-
apy) to explore which therapists’ interventions lead
to positive emotional response in patients. In con-
trast, the MISC schema used in prior works is ex-
clusively applicable to motivational interviewing.

Examples of such prior works are Xiao et al.
(2016) or Gibson et al. (2017) who used utterance-
level embeddings with RNN and LSTM models to
predict these MISC labels for the therapist and the
client utterances in a context-independent manner.
Tanana et al. (2015) and Can et al. (2015) devel-
oped the same task as sequence labelling using
RNN and linear chain CRF models respectively.
A more comprehensive study on client and ther-
apist labelling task by Gibson et al. (2022) used
coding labels from MI and CBT. They developed
a multi-label and multi-task approach, with turn
context achieving the highest combined prediction
for behavioral coding. However, this task has not
been evaluated with current BERT models for a
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low-resource psychotherapy domain setting. We
also cannot point to any study which has explored
both an utterance-level DA classification based
on speaker roles in psychotherapy dialogue and,
the role of dialogue context in such tasks. There-
fore, we propose different SOTA-based classifica-
tion baselines to label therapists’ interventions and
clients’ emotions for utterances.

3 Dataset

Participants The data consists of 872 sessions
from 68 clients in psychotherapy sessions that took
place at a large university outpatient clinic and were
collected as part of the regular practice of moni-
toring clients’ progress. Individual psychotherapy
consisted of once-weekly sessions. The most com-
mon diagnoses were comorbid anxiety, and affec-
tive or comorbid disorders.

Therapists and Therapy Clients were treated
by 59 therapists. The dominant approach in the
clinic is short-term Psychodynamic Psychotherapy
(Shedler, 2010; Summers and Barber, 2010), how-
ever, the clinic supports a pan-theoretical training
paradigm that involves teaching therapists to be
attuned to clinically meaningful scenarios and re-
spond to them using evidence-based strategies from
various treatment approaches, such as Schema ther-
apy (Young et al., 2003) and CBT (Beck, 1979).

Coding Categories: Therapists’ Interventions
Therapists’ interventions were assessed using an
adaptation of the Psychotherapy Interactional Cod-
ing system (PIC; McCullough, 1988). The 8 cate-
gory coding system from PIC was designed to ex-
amine therapists’ interventions from a wide range
of psychotherapy approaches as shown in Table 2.

Coding Categories: Client’s Emotions Client
emotions were labeled with four categories of emo-
tional valence: Negative, Positive, Neutral: defined
as neither negative nor positive emotional valence,
and Mixed: defined as both negative and positive
emotional valence. This categorization of emotions
is common across therapeutic approaches (Green-
berg, 2012).

Coding Procedure A sub-sample of 196 ses-
sions was coded speech-turn by speech-turn by
clinical experts and is referred to as the 872_Gold
set. It consisted of 22798 therapist utterances (L)
and 22248 client utterances (M). Coders were 20
trained undergraduate students. Out of the 196

sessions 22 (11%) were coded twice, once by a
trained undergraduate annotator and once by a clin-
ical psychology doctoral student. This led to thera-
pists’ utterances Cohen’s kappa of 0.65 (substantial
agreement) and clients’ utterances Cohen’s kappa
of 0.54. Given the natural ambiguity of this task,
this is an acceptable level of inter-rater reliability
that is consistent with what was achieved in pre-
vious studies (Town et al., 2012). The remainder
of the 676 un-annotated sessions is referred to as
872_Silver.

Self reported client emotions The self-reported
emotional experience was measured with the Pro-
file of Mood States (Cranford et al., 2006) rating
scale. The POMS consists of 12 words aggregated
to describe current negative (e.g, sad) or positive
(e.g., happy) emotional states. Clients were asked
to evaluate how they felt during the session on a
five-point Likert scale.

4 Methodology
4.1 Task Definition

Formally, given an input sequence of N utterances
[uyP, usP....... unP], where p= [client C, therapist 77,
each utterance ui’=[u;j 1, Uj2,........ u; j] has J words.
Our DA labelling tasks are:

1) IP I; for therapists’ utterances [u TouT ur,
where [;=Intervention labels, L. = no. of therapist
utterances.

2) ER E,, for clients’ utterances [u; €, u,
where E,=Emotion labels, M = no. of client utter-
ances.

Finally, we calculate Emotion Coherence analysis
using:

Cohr(Pe,E.) = C’orrelation(ﬁes,E;S) €))

Fos — #(Ex C [s])e
¢ ZkC[pos,neg,miaﬂ,neu] #(EX - [5])1(

2

where e=[pos, neg], Ees =normalized session score
for predicted e, P, = normalized session score for
client self reports; i.e., POMS for emotion e, and
ExC [s] = predicted Ex from session s.

4.2 Model

We formulate the DA labelling tasks as a sentence-
classification problem as done previously by Lee
and Dernoncourt (2016); Khanpour et al. (2016);
Lee et al. (2019). To establish baselines using
sentence-level classification on utterances for both
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Annotation | Code | Definition

Clarification CL
Interpretation | 1T
Support SP
Directive DR
Information IF
Expansion EX
Self-disclosure | SD
Filler F

Statements which restate or reflect the client’s remark.

Explanation of patterns in client’s behavior and expansion of clients’ understandings.
Restoring the client’s sense of well-being through sympathy, empathy, praise or reassurance.
Statements advising the client to respond in a certain way either during/outside of the session.
Providing information to the client in a teaching manner (does not contain advice).
Comments/questions through which therapists gather information and expand the knowledge.
Comments where therapists deliberately refer to their personal thoughts and feelings.
Statements that do not fit into the other categories, including words or humming.

Table 2: Coding definition for therapist interventions following the Psychotherapy Interactional Coding system. An
example for each category is given in Table 6 in the Appendix.

tasks, we primarily experiment with a) SOTA mod-
els for Modern Hebrew, and b) their adapter ver-
sions (Pfeiffer et al., 2020). We also conducted
minor experiments with a recent few-shot learning
approach, i.e., SetFit (Tunstall et al., 2022) to get a
better understanding of the difficulties of the task.

In general, DA sentence-classification tasks have
been shown to perform well with dialogue context
for conversation datasets (Can et al., 2016; Park
etal., 2019; Ortega and Vu, 2017). Therefore, we
studied the role of dialogue context in psychother-
apy dialogue understanding.

We test this in two setups 1) dialog context-
independent classification (DCy): only u;P is con-
sidered by the model, i=current utterance in-
dex, and 2) dialog context-based classification
(DCg): we describe dialogue context DCyp =
[ui3P, uoP....... u;P], where p=[C, T], i=current ut-
terance index C [4, N]. Our DC, size is 4% and is
independent of the role of the speaker.

Finally, we generate predictions with our best
performing model on the 872_Silver subset to scale
the annotation to the full dataset. From this we
use the labels to calculate coherence as shown in
Equation 1 for both positive and negative emotions.

S Experimental Setup

For our experiments, we selected four pre-trained
models which are capable of handling the Hebrew
language 1) XLM-RoBERTa-base model (Con-
neau et al., 2020), a multilingual LM based on
the RoBERTa architecture (Liu et al., 2019) 2)
HeBERT (Chriqui and Yahav, 2022), a monolin-
gual BERT model trained on Hebrew data, and 3)
AlephBERT (Seker et al., 2022), another monolin-
gual BERT-based model trained on a larger Hebrew
vocabulary, and 4) a multilingual TS model, i.e.,
mT5 (Xue et al., 2021).

*Prior literature used a context size of 3-5. Our decision

was also influenced by maintaining a reasonable input token
length for the transformer models.

We also experiment with light-weight adapter solu-
tions on the aforementioned models where only
a small number of task specific parameters are
trained. We use bottleneck adapters (Houlsby et al.,
2019) and Mix-and-Match (MAM) adapters (He
et al., 2021a) for training. As the pre-trained sen-
tence transformer for SetFit, we use the paraphrase-
xIm-r-multilingual-v1 with 2 epochs for the con-
trastive fine-tuning. All models are implemented
in PyTorch using the transformers v4.18.0 library
(Wolf et al., 2020) and its adapter-transformers
v3.0.0 extension (Pfeiffer et al., 2020).

For the experiments, 872_Gold is split into train-
ing (70%), development (10%) and test (20%) sets.
Learning rates (Ir) and epochs are determined via
hyper-parameter tuning on the development set.
The learning rate is set in both DCy and DCp setups
to le-4 for adapters, 1e-3 for SetFit, 2e-6 for XLM,
and 3e-5 for the remaining LMs.

The maximum token size per utterance J is set
to 128. To account for potential variability in the
results, we run each setup as a 10-fold stratified
cross validation (CV). We also conducted approxi-
mate randomization tests (Dror et al., 2018) to test
for significance (v = 0.05) between the DCg and
DC; versions of a model. We further implement
partial class balancing to counter the skewed class
distribution (Chawla et al., 2002), see Appendix
A.2 Figure 2. We follow previous works and report
model performance with micro F1 as well as Co-
hen’s kappa (Tanana et al., 2021). Evaluating our
results on Cohen’s kappa (upper bound of human
annotations) and F1 (ground truth by clinical ex-
perts) helps contextualize results (human vs model)
and characterize the difficulty of the tasks.

To calculate the correlation (Equation 1) and its
corresponding significance values, we use the Pear-
son implementation from the SciPy library (Ben-
esty et al., 2009; Kowalski, 1972; Virtanen et al.,
2020).
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6 Results & Discussion

6.1 Intervention Prediction

Quantitative results Table 3 showcases our re-
sults for IP with the DC; and DCpg setups respec-
tively. While for some models the difference be-
tween both DC setups is only marginal, it is statisti-
cally significant (P value < «a), demonstrating that
context indeed influences the prediction. For the
DCp setup, AlephBERT fine-tuned shows slightly
better results with 0.64 F1 than the adapter version
with 0.63 F1, which is in line with previous adapter
literature. In the DCj setup, however, adapters
(peaking at 0.60 F1) outperform fine-tuned BERT
versions as well as mT5. As also observed by He
et al. (2021b), this might be due to the low-resource
cross lingual setting where adapters tend to gener-
alize better. Overall, the choice of the pre-trained
model does not seem to influence the outcome,
since all models perform equally well for this task.
We hypothesized that bigger models, like XLM or
mT5, may perform better than the smaller, mono-
lingual models, but they perform on par for the DC;
scenario.

Concerning the few-shot learning experiments
with SetFit, we could observe that one could obtain
a F1 score of almost 0.50 with only 64 training
samples per class. However, looking at the class-
wise scores, there are major differences between
the classes. While some classes like Expansion
and Filler can be learned from few examples, other
classes like Self-disclosure or Information benefit
from more training data. Also, providing context
in a few-shot scenario does not benefit the perfor-
mance. We hypothesize that with small amounts of
training samples, the context introduces too much
heterogeneity in the training data. The key take-
away from these results is that parameter efficient?
adapter models are competitive alternatives to clas-
sify interventions. Furthermore, the seemingly
mediocre F1 scores of the models and the upper
bound of 0.74 F1 and 0.65 Kappa of human perfor-
mance, demonstrate the difficulty of this task.

Intervention Analysis Table 4 showcases the
class-wise performance of our IP model on the
left. Expansion (EX) and Filler (F) are the most
predictable classes with 0.84 and 0.75 F1 using
the AB-Adapter model. They are also the most
common classes* and can be learned from very few

3see Appendix A.2 Table 7.
“see Appendix A.2 Figure 2a.

examples. By contrast, the common Inferpreta-
tion (IT) label yields a low F1 of 0.46 for the DCpg
approach, a behavior which was also observed by
Sun et al. (2021) for their IT class. This is interest-
ing since one would assume that an interpretation
would intuitively depend on prior context of the
client.

In general, higher number of class instances does
not guarantee higher classification results. For ex-
ample, Clarification (CL) is the second most com-
mon class, yet the model only achieves 0.49 F1.
In particular, CL and IT are often confused. Even
the human annotators tend to have difficulties dis-
criminating between these two clinically different
categories, as illustrated by their moderate agree-
ment during annotation as shown in Figure 1b.

This can be seen in Table 5b), where the model
cannot comprehend that the therapist revealed
something new the client was unaware of earlier.
Therapists use CL to reflect the clients’ experience,
whereas in IT therapists interpret the clients’ ex-
perience and add something new in a way that ex-
pands the client’s understanding. However, given
the high confusion, this raises the question from
a data driven point of view whether these two la-
bels necessarily need to be separated or can be
merged in the future within a revised clinical cod-
ing schema.

Another concept which is confused with CL or
IT is the Expansion (EX), see Figure 1a. Both share
the fact that they are expressed through questions
where the therapist revisits the client’s discourse.
However, taking the few-shot experiments into ac-
count, this suggests that the majority of Expansions
is distinctive and clearly identifiable. This is also
indicated by the substantial human agreement of
0.79 Cohen’s kappa. Overall, the less represented
classes Information (IF), Directive (DR) and Self-
disclosure (SD) are confused with the more com-
mon classes; i.e., CL, IT, F.

6.2 Emotion Recognition

Quantitative results As shown in Table 3,
the fine-tuned and adapter AlephBERT perform
equally well in recognizing emotions. They attain
a slightly better F1 of 0.66 for the DCp setup com-
pared to 0.63 F1 for DC;. The cross-lingual model
(XLM) reaches a close second, both in the fine-
tuned and the adapter approaches for DCp setup,
while HeBERT and mT5 share the bottom among
the fine-tuned models. Both are trained on rela-
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Context-independent classification (DCy) || Context-based classification (DCg)
P ER P ER

Model F1 kappa F1 kappa F1 kappa F1 kappa
Annotators 0.74 0.65 0.73 0.54 0.74 0.65 0.73 0.54
XLM-ft 0.57*  0.44 | 0.59* 0.30 0.58* 047 | 0.64* 0.42
XLM-Adapter || 0.60* 048 | 0.63* 0.40 0.57* 045 | 0.64* 0.43
XLM-MAM 0.60 0.48 0.63 0.40 - - - -
mT5-ft 0.55* 043 | 0.58* 0.28 0.57* 045 | 0.61* 0.38
HB-ft 0.57 0.44 0.58 0.29 - - - -
HBSenti-ft - - - - 0.61 0.51 0.61 0.37
HB-Adapter 0.59* 048 | 0.63* 0.39 0.60*  0.50 | 0.57* 0.34
HB-MAM 0.60 0.48 0.63 0.39 - - - -
AB-ft 0.56* 044 | 0.57* 0.34 0.64*  0.55 | 0.66* 0.46
AB-Adapter 0.60*  0.49 | 0.63* 0.40 0.63*  0.53 | 0.65* 0.44
AB-MAM 0.60 0.49 0.63 0.40 - - - -
SetFit-64 0.49*  0.38 | 0.43* 0.23 0.33*  0.21 0.39% 0.17

Table 3: F1 micro and Cohen’s kappa results of SetFit (64 training samples per class), mT5, XLM-RoBERTa (XLM),
HeBERT-Sentiment (HBSenti), HEBERT (HB), AlephBERT (AB) using fine-tuning (ft) and Adapters for IP and
ER on 10 fold CV for the DC; and DCyp setting. *Significance was tested with approximate randomization tests.

Intervention Prediction Emotion Recognition
Model CL IT SP DR IF EX SD F POS | NEG | NEU | MIX
Annotators 0.50 | 0.56 | 0.52 | 0.68 | 0.40 | 0.88 | 0.12 | 0.82 || 0.55 | 0.72 | 0.79 | 0.32
AB-ft 049 | 046 | 033 | 046 | 0.49 | 0.82 | 0.24 | 0.70 || 0.44 | 0.67 | 0.75 | 0.30
AB-Adapter || 0.49 | 0.44 | 0.47 | 0.47 | 0.44 | 0.84 | 0.32 | 0.75 || 042 | 0.64 | 0.75 | 0.33
SetFit-8 0.17 | 0.20 | 0.16 | 0.13 | 0.12 | 0.74 | 0.11 | 0.54 || 0.17 | 043 | 0.39 | 0.17
SetFit-64 035 | 029 | 0.24 | 0.26 | 0.13 | 0.75 | 0.11 | 0.63 || 0.25 | 048 | 0.55 | 0.29

Table 4: Class-wise F1 scores of AlephBERT-ft and Adapter model in the DCyg setup and the few-shot SetFit with 8

and 64 training samples in the DC; setup.

tively small Hebrew corpora which can explain
why AlephBERT performs better.

The adapter models in the DC; setup perform
slightly better than fine-tuned models for ER, simi-
lar to the IP results. Both the fine-tuned (0.57-0.59
F1) and adapter models (0.63 F1) score lower for
the DC; setup, compared to the DCp. This high-
lights the advantage of using dialogue context with
LMs in understanding client utterances and clas-
sifying emotions. With respect to the few-shot
learning, the context seem to not disturb the model
as much as it was the case for IP. This could be due
to the lower number of classes.

Emotion Analysis The right side of Table 4 de-
picts the results from the class-wise evaluation for
ER where Neutral and Negative are predicted with
a high F1 of 0.75 and 0.67, respectively, using Ale-
phBERT (ft). To understand the performance of the
Positive and Negative labels we compare the con-
fusion matrices in Figure 1c and Figure 1d. Both
Positive and Negative labels are often confused
with Neutral followed by Mixed by both human
annotators and the model. Neutral and Mixed code
definitions present an overlap in positive and nega-
tive emotional valence. This kind of ambivalence
in the definitions of the two classes causes annota-

tors to subjectively annotate utterances as Positive
or Negative. Human annotators show an agreement
of Cohen’s kappa 0.57 (moderate) and 0.29 (fair)
for the Neutral and Mixed labels, respectively. The
models also pick up on this ambiguity from the
annotated data and confuse these codes with Posi-
tive and Negative. Furthermore, the SetFit model
with only 64 training samples is on par with the
best performing fine-tuned model and human per-
formance (0.32 F1) for the Mixed class, indicating
that even with more data points the model struggles
to find a meaningful pattern for this class. Fur-
thermore, we observe an inherent confusion by the
human annotators as shown in Figure 1d. Humans
are more likely to label it as Neutral or Negative.
Our model performs slightly better in distinguish-
ing between Neutral/Mixed when compared to the
human annotators. However, our results in Figure
Ic, highlight how this inherent bias causes Mixed
to be most confused with Negative. As these biases
are generated at the annotation level, revising the
clinical coding might mitigate their effect.

Further analysis of our ER models identifies ver-
bal ambiguity in Hebrew as one of the challenges.
As shown in Table 5g) the client uses a common
Hebrew slang expression to show affection. How-
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Figure 1: Confusion matrices developed over 872_Gold. a and ¢ showcase AlephBERT-ft predictions and b and d

showcase human annotations.

[ Task | Utterance | Annotation | Prediction |

a) It bothered you, but I feel that maybe this was not your dominant emotion 1T SD
b) Wait, it sounds to me like this is your internal critical voice that was speaking now IT CL

o ¢) Sounds like what you’re asking for is a relationship CL 1T

= d) So you felt a strong need to write to me, because... EX CL
e) So it felt like you were pushed aside, as if you are a burden? CL EX
f) I'let go of myself, and say to myself I am allowed to go through difficult times POSITIVE | NEGATIVE
g) ’'m dying on my dad, he did it to me with good intentions POSITIVE | NEGATIVE

5 h) I did not have a good trip, but in the lab everyone thought that I enjoyed and had fun | NEGATIVE | POSITIVE
i) yes, we drank beer, ate dinner together POSITIVE NEUTRAL

Table 5: Example errors for Intervention Prediction and Emotion Recognition.

ever, its intended effect is missed by the model,
probably because of the negative connotation of
"dying".

We further observe that despite using BERT-
based approaches, our fine-tuned models still lag
behind the upper bound of human agreement F1 by
a margin of 7% for ER. These results likely derive
from the class imbalance, inherent class confusion
and a moderate annotator agreement (0.41-0.60)
for ER (Table 3).

Emotional Coherence Finally the correlation
analysis between the client’s self-reported and pre-
dicted emotions discover a statistically significant
and positive correlation between P;,OS and E;,OS

(0.27, p-value=4.3e-12) and Ppeg and Eyeq (0.21,
p-value=4.1e-8) for the automatically annotated
872_Silver set. These results validate the ability of
our AlephBERT (ft) model to automatically detect
genuine emotions from text with specificity. This is
the first study to have shown that coherence occurs
between self-reported emotional experience and
verbal expression of emotions allowing these mea-
sures to be integrated into existing feedback sys-
tems of mental health providers to seamlessly and
non-intrusively monitor the clients’ mental state
in a higher temporal resolution than regular ques-
tionnaires. This result further underscores the use-
fulness of the evaluated models in detecting key
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psychotherapy processes on a larger scale.

7 Conclusion

We evaluated various transformer models for pre-
dicting clients’ emotions and therapists’ interven-
tions, where for the latter we follow current trends
in psychotherapy by employing an established
pan-theoretical schema. Our results indicate that
adapter solutions offer a lightweight alternative to
fine-tuning. Also, adapters for smaller language
models can achieve competitive predictive perfor-
mance compared to fully fine-tuned models of sig-
nificantly bigger size, like mT5 (580 million pa-
rameters), while having only a fraction of com-
putational cost, see Appendix A.2 Table 7. This
is a strong advantage for our application domain
as it overcomes the bottleneck of limited computa-
tional resources. We also confirm that dialogue con-
text helps in utterance-level dialogue understand-
ing tasks. We encounter challenges with regards
to ambiguity in interpreting cultural slang in He-
brew. Our analysis further identifies ambiguities in
the coding of IP and ER labels, which causes high
confusion in some of the class predictions.

Our models and pan-theoretical approach paves
the way for researchers from multiple psychother-
apy schools to auto-annotate session data, enabling
the examination of pivotal treatment processes on
a significantly broader scale. In the future, the con-
clusions from our data-driven approach can be used
to a) advance clinical coding schemes b) study lan-
guage behavior with treatment-level outcomes to
monitor and improve clients’ well being; e.g, us-
ing emotion coherence analysis. Furthermore, our
study lays the groundwork for developing support
tools for therapists to provide feedback in higher
temporal resolution and guidance on the interven-
tions that lead to positive responses in clients. As
next steps, we plan to extend the model to a multi-
modal level, integrating speech data as well. Fur-
thermore, we will have a closer look at dialogue
models and investigate how to efficiently include
the grounded dialogue history.

Limitations

In this section, we discuss the limitations of our ap-
proach, datasets, and experimental setup. As men-
tioned in the main text, we work with a Hebrew-
language clinical dataset, which poses many chal-
lenges. Using a Hebrew-based dataset for NLP
in psychotherapy does offer new insights into the

psychotherapy based on cultural context, but it also
puts limitation on the pre-trained models we can
use to develop a baseline for this study.

Psychotherapy dialogue is a conversation dataset.
As we mentioned in Section 2.2, there are many
SOTA dialogue conversation models like COSMIC,
SKAIG and TODKAT which have performed well
in ER tasks. However, we haven’t experimented
with any of these models as they are widely devel-
oped on English language-based knowledge graphs.
Their implementation for such a study would re-
quire a Hebrew-English translation infrastructure,
which was beyond the scope of our current work.

It also seems intuitive to study such a dataset
with more conversation models. Most of such
conversation models are developed for ER. They
exploit the emotions labels of the previous utter-
ances along with utterance encoding to capture a
global context and then predict current utterance
emotion. However, in our case the structure of
our psychotherapy conversation is composed of dif-
ferent contributions by each speaker. Since one
speaker’s role definition is to provide clinical inter-
ventions and the other mainly expresses emotions,
their successive labels do not complement each
other in building a global context. This becomes a
limitation in using the full potential of such existing
conversation models (especially ones developed for
ER). Furthermore, a more technical limitation in
our approach is the size of the ante-ceding context
window. Prior literature uses a context size between
3 and 5 utterances. Our decision to set the window
size to four was also influenced by maintaining a
reasonable input token length for the transformer
model. As this is an ongoing project, we are cur-
rently expanding our research to investigate more
variations of integrating context.

The scope of our current task is utterance-level
classification of clients’ emotions and therapists’
interventions. Therefore, each utterance from all
872 sessions is considered as training input. How-
ever, such an experimental setup does not account
for variability in the same clients’ behavior across
sessions or different behavior of different clients
in this study. Empirical analysis for such setups
would require expanding the scope of our study
and dataset, which we hope to accommodate in our
future work.

Concerning the models’ performance, in partic-
ular for real-world applications, we are aware that
they do not achieve human-like performance and
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that false predictions, especially in a medical en-
vironment, can have a severe impact. We do nei-
ther claim nor recommend that the results from the
analysis of the automatically created annotations
should be directly used for therapeutic decision
making. They should be rather used as a tool which
indicates potentially important/impactful moments
during therapy or potential relations between in-
terventions and outcome. These findings can then
serve as well-grounded suggestions and hypothe-
ses, but still need to be tested in proper clinical
trials.

The results in this work present an empirical
analysis based on confidential psychotherapy ses-
sions between clients and therapists without re-
vealing any client information as mandated by the
providers of this dataset. This restricts flexibility
in data sharing which may be construed as a lim-
itation within the NLP community. However, we
request due consideration on part of our readers re-
garding the protocols of reproducibility, especially
concerning datasets which carry ethical implica-
tions for dissemenating human opinions conducted
in a confidential setup (Ian et al., 2023).
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A Appendix

A.1 Data Description

Participants The clients were all above age 18
(Mean age =39.06, SD = 13.67, range 20-77), most
of them were women (58.9%). Clients’ diagnoses

were based on the Mini International Neuropsychi-
atric Diagnostic Interview for Axis I Diagnostic
and Statistical Manual of Mental Disorders, Fourth
Edition diagnoses (MINI 5.0; Sheehan et al., 1998).
The interviews were conducted before the actual
therapy began, by well-trained independent clin-
icians. All intake sessions were audiotaped, and
a random (25%) of the interviews were sampled
and rated again by an independent clinician. The
mean kappa value for the Axis diagnoses was ex-
cellent (k = .9). Of the clients, (22.9%) had one
diagnosis, (20.0%) had two, and (25.7%) had three
or more. The most common diagnoses were comor-
bid anxiety, and affective or comorbid disorders.
The most common diagnoses were comorbid anx-
iety and affective disorders (25.7%), followed by
other comorbid disorders (17.1%), anxiety disor-
ders (14.3%), and affective disorders (5.7%). Sev-
eral clients (31.4%) reported relationship concerns,
academic/occupational stress, or other problems
that did not meet criteria for any Axis I diagnosis.

Therapists Clients were treated by 59 therapists
that were MA or PhD students at different stages
of clinical psychology training (1 to 5 years of ex-
perience). Therapists received 1 hr of individual
supervision and 4 hr of group supervision every
week. Individual psychotherapy consisted of once-
weekly sessions. Treatment was open-ended, but
was often restricted from 9 months to 1 year reflect-
ing the trainee clinicians’ program. The therapy
was conducted in Modern Hebrew.

Transcription To capture the treatment pro-
cesses from session to session, and since the tran-
scription process is highly expensive, transcrip-
tions were conducted alternately (i.e., Sessions 2,
4, 6, 8, etc.). In cases where the material was not
complete, the next session was transcribed instead.
The transcriber team was composed of seven tran-
scribers, all of whom were graduate students in
the university’s psychology department. The tran-
scribers went through a 1-day training workshop
and monthly meetings were held throughout the
transcription process to supervise the quality of
their work. Their training included specific guide-
lines on how to handle confidential and sensitive
information, and the transcribers were instructed
to replace names by pseudonyms and to mask any
other identifying information. The transcription
protocol followed general guidelines as described
in (Mergenthaler and Stinson, 1992; Albert et al.,
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Figure 2: Label distribution of the therapists’ intervention and clients’ emotion annotation.

Annotation | Code | Example

Clarification CL But usually you describe a lot of friction in your relationships with others.
Interpretation | 1T He is taking advantage of you.

Support SP Yes, it’s important for me to say that you can always call me.

Directive DR Let’s try it for the next time.

Information IF It is not prohibited by law, but is socially controversial.

Expansion EX And when you met her, was it on your initiative?

Self-disclosure | SD Feeling alone is also tough for me.

Filler F Hm, okay.

Table 6: Example for each therapist intervention following the Psychotherapy Interactional Coding system.

2013). The audiotape was transcribed in its entirety
and provided a verbatim account of the session.
The mean transcribed sessions per dyad was 11.79;
SD = 3.08. In total, transcriptions include about
five million words, said in over 250,000 utterances.
There were 5,895 words in a session, on average.

Collection Procedure The procedures were part
of the routine assessment and monitoring process in
the clinic. Materials were taken in accordance with
the approval of the University Ethics Committee.
All sessions were audiotaped and transcribed using
a protocol that ensures confidentiality. The partic-
ipants were only clients and therapists who gave
their consent to be included in the study. Clients
were informed that they can terminate their partici-
pation any time.

A.2 Detailed Results

In this section, we present additional analysis from
our study to help better understand the results in
Section 6.

Data distribution of therapist and client clinical
coding Figure 2 highlights the skewness in data
distribution for both therapist and client utterance.
EX and CL dominate therapist intervention labels,

refer Figure 2a. We can also observe that positive
emotions are relatively less in psychotherapy dia-
logues (refer to Figure 2b), which is intuitive as
therapist intervention are aimed to move clients
from negative to positive emotion state.

Computational resources and runtime All ex-
periments were conducted on an in-house compu-
tation cluster. All models were trained on at least
one NVIDIA Tesla P100 with 16GB of VRAM.
Table 7 shows the exact GPU memory occupied
as well as the time (in minutes) for training each
context-independent model (128 input tokens) with
the specifications of parameters reported in Section
5.

Emotional Coherence between self-reports and
verbal expression The results on 872_Gold in
Table 8 show a positive, statistically significant cor-
relation between P;,OS and E;,OS (0.29) and P;eg and
E;leg (0.24) across all sessions. This result is based
on expert annotated emotion labels, and the positive
correlation confirms that coherence exists between
subjective expression of clients’ emotions and ver-
bal expression of emotions even when studied with
traditional approaches. These results are consis-
tent with previous studies that have been reported

1476



Model ‘ Time ‘ GPU memory

mT5-ft 585 17361
XLM-ft 173 8354
AB-ft 26 4240
HB-ft 29 4017
XLM-Adapter | 14 3479
AB-Adapter 16 2899
HB-Adapter 12 3567

Table 7: GPU memory usage (in MB) and elapsed time
(in minutes) for training each model on P100 GPU(s).

| 872_Gold | 872 Silver

(Pposs Epos) | (0.29,7.8¢-05) | (0.27, 4.3¢-12)
(Procg» Fncg) | (0.24,0.001) | (0.21, 4.1e-08)

Table 8: Session-wide Correlation between POMS and
Utterance emotion labels.

coherence across various emotional response sys-
tems (e.g., (Brown et al., 2020)), but extend be-
yond them by showing that coherence also occurs
between emotional experience and verbal emotion
expression.

Table 8 also depicts a significant positive cor-
relation between P;,OS and E;,OS (0.27) and P;leg
and E;eg (0.21) for 872_Silver. These results vali-
date the performance of the transformer-based ER
approach.
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