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Abstract

Large language models (LLMs) have demon-
strated remarkable capability to generate flu-
ent responses to a wide variety of user queries.
However, this has also raised concerns about
the potential misuse of such texts in journal-
ism, education, and academia. In this study,
we strive to create automated systems that can
detect machine-generated texts and pinpoint po-
tential misuse. We first introduce a large-scale
benchmark M4, which is a multi-generator,
multi-domain, and multi-lingual corpus for
machine-generated text detection. Through
an extensive empirical study of this dataset,
we show that it is challenging for detectors
to generalize well on instances from unseen
domains or LLMs. In such cases, detectors
tend to misclassify machine-generated text as
human-written. These results show that the
problem is far from solved and that there is
a lot of room for improvement. We believe
that our dataset will enable future research to-
wards more robust approaches to this pressing
societal problem. The dataset is available at
https://github.com/mbzuai-nlp/M4.

1 Introduction

Large language models (LLMs) are becoming
mainstream and easily accessible, ushering in an
explosion of machine-generated content over vari-
ous channels, such as news, social media, question-
answering forums, educational, and even academic
contexts. Recently introduced LLMs, such as Chat-
GPT, GPT-4, LLaMA 2 (Touvron et al., 2023b),
and Jais (Sengupta et al., 2023), generate remark-
ably fluent responses to a wide variety of user
queries. The high quality of the generated texts
makes them attractive for replacing human labor
in many scenarios. However, this raises concerns
regarding their potential misuse, e.g., to spread dis-
information or to cause disruptions in the education
system (Tang et al., 2023).

*Equal contribution.

Since humans perform only slightly better than
chance when classifying machine-generated vs.
human-written texts (Mitchell et al., 2023), we aim
to facilitate the development of automatic detectors
to mitigate the potential misuse of LLMs. In par-
ticular, we construct a diverse resource that could
be used for training and testing various models for
detecting machine-generated text (MGT).

Previous efforts in detecting MGT (i) focused on
only one or two particular languages, typically only
on English, (if) used a single generator, e.g., just
ChatGPT (Guo et al., 2023; Shijaku and Canhasi,
2023), (iii) leveraged fine-tuned LL.Ms for specific
tasks, e.g., machine translation or text summariza-
tion (Shamardina et al., 2022), or (iv) considered
only one specific domain e.g., news (Zellers et al.,
2019; Macko et al., 2023). In contrast, here we
encompass multiple languages, various LLMs, and
several diverse domains, aiming to enable more
general machine-generated text detection. Our
dataset serves as the basis for SemEval-2024 Task 8
(Wang et al., 2024).

Our contributions are as follows:

* We construct M4: a large-scale multi-
generator, multi-domain, and multi-lingual
corpus for detecting machine-generated texts
in a black-box scenario where there is no ac-
cess to a potential generator or its outputs ex-
cept for plain text.

* We study the performance of automatic de-
tectors from various perspectives: (a) differ-
ent detectors across different domains for a
specific LLM generator, (b) different detec-
tors across different generators for a specific
domain, (c) interactions of domains and gen-
erators in a multilingual setting, and (d) the
performance of the detector on data generated
from different time periods. From these ex-
periments, we draw a number of observations,
which can inform future research.
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* We release our data and code freely, and we
plan to keep our repository constantly grow-
ing, adding new generators, domains, and lan-
guages over time.

The remainder of the paper is organized as fol-
lows: Section 2 discusses related work. Section 3
describes the process of collecting the corpus from
multiple generators (including davinci-text-003,
ChatGPT, GPT4, Cohere, Dolly2, and BLOOMz),
multiple domains (including Wikipedia, WikiHow,
Reddit, QA, news, paper abstracts, and peer re-
views), and multiple languages (Arabic, Bulgar-
ian, Chinese, English, Indonesian, Russian, and
Urdu) for machine-generated text detection. Sec-
tion 4 presents the seven detectors we experiment
with. Section 5 evaluates their performance across
domains given a generator (ChatGPT or davinci)
and across generators given a domain (arXiv or
Wikipedia), as well as across different languages.
Finally, Section 6 concludes and points to possible
directions for future work.

2 Related Work

White-Box vs. Black-Box Detection We cate-
gorize the detection strategies into black-box and
white-box, contingent on the level of access to the
LLM that is suspected to have generated the tar-
get text. White-box methods focus on zero-shot
detection without any additional training overhead
(Sadasivan et al., 2023). Some use watermarking
techniques (Szyller et al., 2021; He et al., 2022;
Kirchenbauer et al., 2023; Zhao et al., 2023) and
others rely on the expected per-token log probabil-
ity of texts (Krishna et al., 2022; Mitchell et al.,
2023). Black-box detectors only need API-level
access to the LLM (i.e., when only the generated
text is available) and typically extract and select
features based on training text samples originating
from both human and machine-generated sources.

In this study, we focus on black-box techniques
because they aim to solve the task for the more prac-
tical and general use case. However, we note that
their effectiveness heavily depends on the quality
and the diversity of the training corpus.

Related Corpora Recently, a growing body of
research has concentrated on amassing responses
generated by LLMs. TuringBench (Uchendu
et al., 2021) comprises 200K human- and machine-
generated pieces of text from 19 generative mod-
els. However, it is outdated, as the most advanced
model used in this research is GPT-3.

Guo et al. (2023) collected the HC3 dataset,
which consists of nearly 40K questions and their
corresponding answers from human experts and
ChatGPT (English and Chinese), covering a wide
range of domains (computer science, finance,
medicine, law, psychology, and open-domain).

Shijaku and Canhasi (2023) gathered TOEFL
essays written by examined people and such gener-
ated by ChatGPT (126 essays for each).

The RuATD Shared Task 2022 involved arti-
ficial texts in Russian generated by various lan-
guage models fine-tuned for specific domains or
tasks such as machine translation, paraphrase gen-
eration, text summarization, and text simplifica-
tion (Shamardina et al., 2022). We pay more atten-
tion to zero-shot generations of LLMs, such as the
subset of RUATD generated by ruGPT-3.

In general, previous studies have concentrated
on detecting machine-generated texts in one or two
languages, for a specific LLM such as ChatGPT, or
within a single domain such as news (Zellers et al.,
2019; Macko et al., 2023). Our work broadens this
scope to include multiple languages and a variety
of widely-used LLMs across different domains.

Black-box Detectors are usually binary classi-
fiers based on three types of features: statistical dis-
tributions (Guo et al., 2023; Shijaku and Canhasi,
2023), e.g., GLTR-like word rankings (Gehrmann
et al., 2019), linguistic patterns (such as vocabu-
lary, part-of-speech tags, dependency parsing, sen-
timent analysis, and stylistic features), and fact-
verification features (Tang et al., 2023). Classifica-
tion models involve deep neural networks, such as
RoBERTa (Guo et al., 2023), or more traditional
algorithms, such as logistic regression, support vec-
tor machines, Naive Bayes, and decision trees.

There are also widely-used off-the-shelf
MGT detectors, such as the OpenAl detector,’
GPTZero,”> and ZeroGPT.> According to the
limited public information about them, these detec-
tors are trained on collections of human-written
texts and texts generated by various LLMs. For
example, the training data of the OpenAl detector
contains generations from 34 LLMs from various
organizations, including OpenAl itself. For our M4
dataset, we selected a diverse set of state-of-the-art
black-box methods and features, including one
off-the-shelf detector.

'vlatform.openai.com/ai-text-classifier
2https: //gptzero.me/
3https: //www.zerogpt.com/
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3 The M4 Dataset

We gather human-written texts from a diverse
range of sources across various domains and lan-
guages. For English we have Wikipedia (the March
2022 version), WikiHow (Koupaee and Wang,
2018), Reddit (ELIS), arXiv, and PeerRead (Kang
et al., 2018), for Chinese we have Baike/Web QA
question answering (QA), for Russian we have
RuATD (Shamardina et al., 2022), for Arabic
Wikipedia, and we use news for Urdu, Indonesian,
and Bulgarian. Details about the data sources are
provided in Appendix A.1 and A.2.

For machine generation, we prompt the follow-
ing multilingual LLMs: GPT-4, ChatGPT, GPT-
3.5 (text-davinci-003), Cohere, Dolly-v2 (Conover
et al., 2023), and BLOOMz 176B (Muennighoff
et al., 2022). The models are asked to write articles
given a title (Wikipedia), abstracts given a paper
title (arXiv), peer reviews based on the title and the
abstract of a paper (PeerRead), news briefs based
on a title (news), also to summarize Wikipedia arti-
cles (Arabic), and to answer questions (e.g., Reddit
and Baike/Web QA).*

3.1 Collection

Prompt Diversity For each generator, we care-
fully designed multiple (2-8) prompts in various
styles, aiming to produce diverse outputs that are
more aligned to divergent generations in real-world
application scenarios. For example, on simple do-
mains of Wikipedia and WikiHow, two prompts
are applied. For arXiv and Reddit, as well as for
ChatGPT, we use five prompts and four prompts
for PeerRead. We generate varying tones of re-
sponses with prompts such as answer the question
(1) “like I am five years old”; (2) “in an expert
confident voice”; (3) “in a formal academic and sci-
entific writing voice”; etc. Table 7 in Appendix A
gives some statistics about the prompts used to gen-
erate the data collection, and Table 8 shows the
hyper-parameters for the various generators.

Data Cleaning Simple artifacts in MGTs, such
as multiple newlines and bullet points, could assist
detectors, as teir presence in the training data may
discourage detectors from learning more general-
ized signals.

“The OpenAlI detector states that texts with less than 1,000
English characters are difficult, and thus we set the minimum
length as 1,000 for English, and a length equal to 1,000 English
characters for other languages when selecting human texts and
prompting LLMs.

Therefore, we performed minimal cleaning of
the human-written and the machine-generated texts:
(i) in a human-written WikiHow text, we removed
multiple commas at the beginning of a new line
(like “,.,,..,»» We believe that ...”) and repeating
newlines (“\n\n\n\n\n text begin \n\n\n\n\n");
(if) in machine-generated WikiHow texts, we re-
moved bullet points (as there were no bullet points
in human-written texts); (iii) in human-written
Wikipedia articles, we removed references (e.g.,
[1], [2]), URLs, multiple newlines, as well as para-
graphs whose length was less than 50 characters;
and (iv) in human-written arXiv abstracts, we re-
moved newlines stemming from PDF conversion.

Quality Control Unlike other tasks, where the
data quality can be evaluated through the agree-
ment between annotators over gold labels, we natu-
rally obtain gold labels along with the collection of
machine-generated texts. Therefore, we checked
the data quality by randomly sampling 10-20 cases
for each domain/generator and manually assess-
ing the plausibility of generated texts. This can
effectively circumvent incoherent, disorganized,
and illogical generations that are easy to distin-
guish from human-written ones due to improper
prompts or hyper-parameter settings of the genera-
tors (e.g., some generators repeat newly generated
snippets to satisfy the minimum setup of new to-
kens). Moreover, in order to mimic human-written
texts, we control the length of MGTs.

It should be highlighted that we did not pick
examples. The quality control we exercised
was model-level rather than example-level. We
checked for cases where a model fundamentally
failed, e.g., by generating visibly very bad output
(e.g., very repetitive, English instead of foreign
language output, etc.). This was very high-level
checking (whether to keep a certain model in M4
or not); at the individual example level, we just
checked whether the output had at least 1000 char-
acters in length. Thus, we believe any biases that
we might have introduced are minimal.

Statistics The overall statistics about our M4
dataset for different tasks and languages are given
in Table 1. We collected ~ 147k human-machine
parallel data in total, with 102k for English and 45k
for other languages: 9k for Chinese, Russian, and
Bulgarian; and 6k for Urdu, Indonesian, and Arabic
respectively, in addition to over 10M non-parallel
human-written texts.
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Source/ Data Language Total

Parallel Data

Domain License Human | Human Davinci003 ChatGPT GPT4 Cohere Dolly-v2 BLOOMz  Total
Wikipedia CC BY-SA-3.0 English 6,458,670 | 3,000 3,000 2,995 3,000 2,336 2,702 3,000 20,033
Reddit ELIS Huggingface English 558,669 | 3,000 3,000 3,000 3,000 3,000 3,000 3,000 21,000
WikiHow CC-BY-NC-SA English 31,102 | 3,000 3,000 3,000 3,000 3,000 3,000 3,000 21,000
PeerRead Apache license English 5,798 5,798 2,344 2,344 2,344 2,344 2,344 2,344 19,862
arXiv abstract CCO-public domain  English 2,219,423 | 3,000 3,000 3,000 3,000 3,000 3,000 3,000 21,000
Arabic-Wikipedia CC BY-SA-3.0 Arabic 1,209,042 ‘ 3,000 - 3,000 - - - - 6,000
True & Fake News MIT License Bulgarian 94,000 ‘ 3,000 3,000 3,000 - - - - 9,000
Baike/Web QA MIT license Chinese 113,313 ‘ 3,000 3,000 3,000 - - - - 9,000
id_newspapers_2018 CC BY-NC-SA-4.0 Indonesian 499,164 ‘ 3,000 - 3,000 - - — — 6,000
RuATD Apache 2.0 license Russian 75,291 ‘ 3,000 3,000 3,000 - - - - 9,000
Urdu-news CCBY 4.0 Urdu 107,881 ‘ 3,000 - 3,000 - - - - 9,000
Total ‘ 35,798 23,344 32,339 14,344 13,680 14,046 14,344 147,895

Table 1: Statistics about our M4 dataset, which includes
generated texts.

Train, Dev, and Test Splits: For all languages
and domains, given a generator (e.g., ChatGPT),
we keep 500%2 (500 human-written examples and
500 machine-generated texts) for development,
500x2 for testing, and the rest for training (typ-
ically, 20002, but in some cases a bit less).

3.2 Data Analysis

We performed analysis of our dataset in terms of
vocabulary richness at the n-gram level, as well
as in terms of human performance on the task of
detecting machine-generated content.

3.2.1 N-gram Analysis

We compared the uni-gram and the bi-gram distri-
butions of human-written vs. machine-generated
texts and found that the former had a richer vocab-
ulary than each of the six generators; see Table 9 in
Appendix A.4 for detail. Dolly-v2 had the largest
number of unique uni- and bi-grams, followed by
davinci, ChatGPT, and BLOOMz, and Cohere had
the least. The combination of all generators had
comparable vocabulary to humans.

When comparing across domains, we observed
that Wikipedia, which covers a wide range of top-
ics, contains the highest number of unique uni-
grams, followed by WikiHow and Reddit. In con-
trast, arXiv and PeerRead, which are specific to
academic papers and peer reviews, exhibited fewer
unique uni-grams and bi-grams. Within the same
domain, we calculated the overlap of unique uni-
grams and bi-grams between human and machine-
generated texts. This overlap ranges in 20-35% for
unigrams and in 10-20% for bi-grams. These vari-
ations can provide distinctive signals for black-box
machine-generated text detection approaches.

non-parallel human data and parallel human and machine-

3.2.2 Human Evaluation

From the Reddit and the arXiv (ChatGPT) test sets,
for each domain, we sampled the first 50 (human,
machine) pairs of texts and shuffled them into two
groups, where two texts from the same pair would
go in different groups. The annotators were then
asked to focus on one group, which meant that they
had to make a decision looking at each example
individually, rather than having a pair of examples
and deciding which one in the pair was human-
written and which one was machine-generated (as
some previous work did). This ensures a realis-
tic scenario. For Reddit, we had 29 examples by
humans and 21 by machines for group 1, and (21
human, 29 machine) for group 2; and (human:26,
machine:24) for arXiv group 1, (human:24, ma-
chine:26) for arXiv group 2.

‘We had a total of six human annotators, who
came from different countries and were native
speakers of different languages. They were all
proficient in English and all had NLP background:
three PhD students, two MSc students, and 1 post-
doc. Annotator 3 was an English native speaker
who is also proficient in Arabic. Annotators 1 and
4 were Chinese native speakers, annotators 2 and 6
ware Russian native speakers, and annotator 5 was
a Bulgarian native speaker.

Each annotator made a guess about 17 unique
examples for Reddit (finished by six annotators)
and 25 examples for arXiv (finished by four).> The
results are shown in Table 2. Interestingly, the
English native speaker did not perform as well as
some other annotators.

>The best and the worst raters were not invited to annotate
for arXiv, to avoid the bias of representing the average ability
of human detection.
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Domain— Reddit arXiv
Group Acc. Prec. Recall Fl1 ‘ Acc. Prec. Recall Fl1
XLM-R 0.996 0.992 1.000 0.996‘ 1.000 1.000 1.000 1.000

All 0.770 0.770 0.770 0.770 |0.720 0.739 0.720 0.714
Groupl 0.780 0.775 0.771 0.7730.720 0.744 0.713 0.708
Group2 0.760 0.754 0.754 0.7540.720 0.733 0.724 0.718

Annotator] 0.765 0.846 0.750 0.742{0.600 0.675 0.612 0.566
Annotator2 0.882 0.917 0.857 0.871|0.840 0.838 0.838 0.838
Annotator3 0.688 0.773 0.75 0.686|0.640 0.640 0.638 0.638
Annotator4 0.938 0.929 0.950 0.935|0.800 0.844 0.821 0.799
Annotator5 0.412 0410 0410 0410 - - - -
Annotator6  0.941 0.955 0.929 0938 | - - - -

Table 2: Human evaluation on 100 examples from
Reddit and arXiv (human, ChatGPT). The XLM-R de-
tector fine-tuned on in-domain data demonstrated much
better results than human annotators.

We can further see in Table 2 that annotator 4 per-
formed much better than annotator 1, even though
they were both Chinese native speakers; this may
be because annotator 4 had better understanding
of how LLM generations work. Moreover, anno-
tator 6 was the best rater, and he was also the one
who was very familiar with LLM generation mech-
anisms, achieving higher guessing accuracy than
annotator 2.

Thus, the annotators’ proficiency in English may
affect the evaluation, but for equal language pro-
ficiency, the degree of understanding of the LLM
generation styles or patterns will also impact the
quality of the annotator’s guess.

On average, the accuracy of the human guesses
was 0.77 for Reddit and 0.72 for arXiv. This
indicates that it is not easy for humans to de-
tect machine-generated text, especially for non-
native English speakers who are not familiar with
the ChatGPT generation patterns (e.g., annotators
1,3,5). Besides, it is harder to classify the texts
from arXiv than from Reddit.

This is consistent with the findings in Clark et al.
(2021). Without training, evaluators distinguished
between GPT3-written and human-authored text at
the chance level, and training by detailed instruc-
tions, annotated examples, and paired examples
will improve the accuracy while the improvement
across domains differs.

We hypothesize that our human annotators de-
pended less on content signals and more on stylistic
cues when identifying MGT for the arXiv domain,
which results in the accuracy disparity between the
two domains. Overall, it is challenging for gen-
eral readers to understand and to follow abstracts
of academic papers, but it is much easier to read
Reddit answers.

We further compared the human performance
to an XLM-R detector fine-tuned on in-domain
training data. The classifier achieved near-perfect
accuracy across the two domains, outperforming all
human annotators. These findings strongly indicate
the potential for automated in-domain black-box
detection.

4 Detectors

We evaluated seven detectors; see Table 11 for their
hyper-parameter settings.

RoBERTa This detector is based on the pre-
trained RoBERTa model (Liu et al., 2019), which
we fine-tuned to detect machine-generated texts.

ELECTRA We further fine-tuned ELEC-
TRA (Clark et al., 2020). Its pre-training objective
is more aligned with our MGT task: it was pre-
trained to predict whether a token in a corrupted
input was replaced by a plausible alternative
sampled from a small generator network.

XLM-R We fine-tuned XLM-RoBERTa, a multi-
lingual variant of RoBERTa (Conneau et al., 2019).

Logistic Regression with GLTR Features We
trained a logistic regression model based on 14
GLTR features from (Gehrmann et al., 2019),
which are based on the observation that most LLM
decoding strategies sample high-probability tokens
from the head of the distribution. Thus, word rank-
ing information about an LLM can be used to distin-
guish machine-generated texts from human-written
ones. We selected two categories of these features:
(i) the number of tokens in the top-10, top-100,
top-1000, and 1000+ ranks from the LM predicted
probability distributions (4 features), and (ii) the
Frac(p) distribution over 10 bins ranging from 0.0
to 1.0 (10 features). Frac(p) describes the fraction
of probability for the actual word divided by the
maximum probability of any word at this position.

Stylistic Features We trained an SVM classifier
based on stylistic features from (Li et al., 2014):
(i) character-based features, e.g., number of char-
acters, letters, special characters, etc., (if) syntactic
features, e.g., number of punctuation and function
words, (iif) structural features, e.g., total number of
sentences, and (iv) word-based features, e.g., total
number of words, average word length, average
sentence length, etc.
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Figure 1: Accuracy of cross-domain experiments: given generations from ChatGPT (top) or davinci (bottom),
train on a single domain and test across domains across five detectors. (see more detail in Tables 12 and 13)

NEws LAndscape (NELA) We trained an SVM
classifier using the NELA features (Horne et al.,
2019), which cover six aspects: (i) style: the style
and the structure of the article; (ii) complexity: how
complex the writing is; (iii) bias: overall bias and
subjectivity; (iv) affect: sentiment and emotional
patterns; (v) moral: based on the Moral Foundation
Theory (Graham et al., 2012); and (vi) event: time
and location.

GPTZero Finally, we used the GPTZero system
without any adaptation. It was trained on a large
diverse corpus of human-written and Al-generated
texts, focussing on English. The system can an-
alyze texts ranging from individual sentences to
entire documents.

5 Experiments and Results

In this section, we first describe our experiments,
which come in three settings: (i) same generator,
cross-domain evaluation, (ii) same domain, Cross-
generator evaluation, and (ii7) cross-lingual, cross-
generator evaluation. As mentioned in the previous
section, we also experiment with GPTZero in a
zero-shot setting, as it has not seen our data (even
though it might have been trained on some domains
involved in our data). We further discuss the evalu-
ation results of these experiments.

5.1 Same-Generator, Cross-Domain

Given a specific text generator, such as ChatGPT
and davinci-003, we train a detector using data
from one domain and evaluate it on the test set
from the same domain (in-domain evaluation) and
other domains (out-of-domain evaluation). The
results are shown in Figure 1 and Tables 12 and 13.

In-domain detection is easy and can be done
with very high accuracy, sometimes very close to a
perfect score of 100%. This is especially the case
for the RoBERTa detector, which reaches 100%
accuracy for detecting ChatGPT-generated text on
arXiv, 99.7% on Wikipedia, 99.7% on WikiHow,
and 98.0% on PeerRead. The only dataset where
the best score for the RoOBERTa detector is achieved
when training on a different domain is Reddit. We
can further see that the results with davinci-003
show the same pattern: all in-domain evaluation
scores are usually very high, approaching 100%.
Other detectors also show high performance in the
in-domain evaluation setting, but they usually over-
fit less to a particular domain. For example, the
LR-GLTR detector shows only 79.6% accuracy
on WikiHow when the davinci-003 generator was
used, while the score for the ROBERTa-based de-
tector exceeds 99%.

The best performance in the out-of-domain
evaluation is often achieved by fine-tuning ELEC-
TRA for the task. We attribute this to the specific
pre-training objective of this model, which is based
on the detection of replaced tokens. ELECTRA
shows slightly lower performance than RoOBERTa
for the in-domain evaluation, but achieves huge
improvements in the out-domain evaluation setting.
For example, in the case of training on Wikipedia to
detect davinci-003 on Reddit, the RoOBERTa’s per-
formance is close to random guessing, while ELEC-
TRA achieves 87.9% accuracy. Another strong ap-
proach for out-of-domain detection is LR-GLTR,
which outperforms ELECTRA in some scenarios,
such as detecting ChatGPT on the Wikipedia do-
main.
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Figure 2: Accuracy of cross-generator experiments: train and test on arXiv (top) and Wikipedia (bottom) across
five detectors, over single machine-text generator vs. human. (see detail in Tables 14 and 15)

Out-of-domain detection might be hard. This
is especially noticeable when training on arXiv and
detecting artificial texts for Reddit or training on
arXiv and detecting for Wikipedia. This is expected
as these pairs of domains are very different. There
are some domains that offer better generalization
than others. The RoBERTa-based detector and the
detector based on NELA features are the most vul-
nerable in this regard. RoBERTa overfits to the
training domain, while the NELA features are not
tailored to machine-generated text detection, but
rather initiated for fake news detection.

The best training domain for out-of-domain
generalization is Reddit. Training on Reddit ELIS
usually yields the best out-of-domain performance.
Wikipedia is also often a good domain for training.
Training on arXiv and PeerRead yields the worst
generalization across other domains because the
writing style of academic papers is very specific.

The most challenging domain for machine-
generated text detection is WikiHow, while Peer-
Read is the easiest one.

The GPT-3.5 (davinci-003) generator is
harder to detect than ChatGPT. Aggregating the
results across all domains and both generators, we
can see that the accuracy for ChatGPT is usually
higher than that for davinci-003. This indicates
that ChatGPT may leave more distinctive signals
in generated texts than davinci-003.

Feature Analysis. We conducted feature anal-
ysis of in-domain detectors using LIME (Ribeiro
et al., 2016), and we found that detectors did not
overfit to MGT artifacts and leveraged word distri-
bution for classification. See Figure 4 in Appendix
G for more detail.

5.2 Same-Domain, Cross-Generator

Given a specific domain, we train the detector us-
ing the training data from one generator and we
evaluate it on the test data from the same and also
from other generators. The accuracy on arXiv and
Wikipedia is shown in Figure 2 (see Table 14 and
15 in Section D for precision, recall, and F1).

RoBERTa performs the best among five de-
tectors. It is the best on both arXiv (95.9%:
average accuracy) and Wikipedia (99.4%), fol-
lowed by LR-GLTR (84.0/80.7%), stylistic fea-
tures (80.4/82.8%), and ELECTRA (72.5/76.6%);
NELA features are the worst (73.7/64.3%). We can
see that apart from the main diagonal, most scores
for the detector using NELA features are around
or lower than 50.0%, particularly on arXiv. This
indicates that they are not suitable for distinguish-
ing machine-generated and human-written texts.
Moreover, the accuracy for Wikipedia is higher
than for arXiv, especially for RoOBERTa pre-trained
using Wikipedia data. This suggests that arXiv is
somewhat harder to detect than Wikipedia, and ex-
posure bias on pre-training can impact a detectors’
domain-specific performance.

The highest accuracy is for the same gen-
erator. Akin to the trend of cross-domain eval-
uation, training and testing using the same gen-
erator always yields the best accuracy for both
arXiv and Wikipedia across the five detectors.
Even for NELA, and detection over generations by
BLOOMz, the accuracy mostly remains over 90.0.
Performance drops substantially when the train-
ing and the test data are generated from different
LLMs because of different distributions between
the outputs of different generators.
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PeerRead

arXiv Reddit WikiHow | Wikipedia
Rec Fl

Rec Fl‘Rec F1| Rec Fl1| Rec Fl

BLOOMz | 04 08| 7.6 138| 0.0 0.0| 20 39| 58 109
ChatGPT |26.2 415|864 91.6|494 62.1|872 93.1|70.8 82.7
davinci 02 04604 743|452 59.4|53.8 70.0]962 97.9
Cohere 18.6 3141302 445|68.0 77.9|69.0 81.7|84.4 913
Dollyv.2 | 54 103|528 66.7|13.6 21.1|29.4 454]|18.6 313

Table 3: Zero-shot detection with GPTZero: recall (Rec)
and F1-score with respect to generators and domains.

BLOOMz-generated text is much different
from ChatGPT, davinci, and Cohere. For all
detectors in both arXiv and Wikipedia, BLOOMz
shows the lowest cross-generator accuracy. Specif-
ically, when training on BLOOMz and testing on
other generators, or when training on other gen-
erators and testing on BLOOMz, it shows low
recall (<0.5) for machine-generated texts. This
means that there are many false negative exam-
ples, namely, many machine-generated texts are
misclassified as human-written ones. Most accu-
racy scores are <50.0%, i.e., similar or even worse
than a random guess. This indicates that the distri-
bution of BLOOMz outputs is very different from
the other three generators. We assume that this is
because BLOOMz is primarily fine-tuned for NLP
downstream data.

Moreover, we found that, for all detectors, when
training on Cohere, the accuracy for ChatGPT is
comparable to the accuracy on Cohere itself, and
similarly high accuracy occurs when training on
ChatGPT and testing on Cohere. This suggests
that ChatGPT and Cohere share some generative
patterns.

5.3 Zero-shot Evaluation: GPTZero

Table 3 shows that, from the perspective of the do-
main, GPTZero performs the best on Wikipedia,
while the worst results are on arXiv where, for
all generators, the F1 score is below 50%. From
the perspective of generators, GPTZero shows the
best performance on ChatGPT and the worst per-
formance on BLOOMz. The recall for BLOOMz
is close to 0% across all domains, which is consis-
tent with the results for other detectors. GPTZero
also demosntrated low performance for Dolly v2.
GPTZero may have been trained on generations
of ChatGPT and on data from domains such as
Wikipedia and Reddit, thus showing remarkable
scores for them. At the same time, zero-shot de-
tection for unseen domains and generators poses a
major challenge for GPTZero.

5.4 Multilingual Evaluation

In this section, we discuss the results for our mul-
tilingual experiments with the XLLM-R detector
across seven languages. For multilingual evalu-
ation, we used ChatGPT and davinci-003 as gen-
erators. The results are shown in Table 4 (see Sec-
tion E in the Appendix for more detail).

We constructed the English training, develop-
ment, and test sets by combining English texts
across all domains: Wikipedia, WikiHow, Reddit
ELIS, arXiv, and PeerRead. Then, the All row
refers to the combination of all training data in
Arabic, Bulgarian, Chinese, English, Indonesian,
Russian, and Urdu from the same generator. We
aim to evaluate the performance of a detector over
each monolingual test set from a single domain
when fully leveraging the available training data,
thus observing the benefits brought by the interac-
tion of multiple languages and domains.

We can see in Table 4 that the best accuracy is
achieved when training and testing on the same lan-
guage and using the same generator, while when
training on one generator and testing on another
one, the highest scores tend to appear in the row
of All, i.e., when using the training data for all lan-
guages, except for Bulgarian (training on Bulgarian
is best, if we want to test on Bulgarian).

We can also see that it is difficult for XLM-R to
detect machine-generated text in a language that
it has never seen during training. For example,
it struggles to detect Russian, Urdu, and Indone-
sian machine/human-generated text when it was
not trained on them. Interestingly, XLM-R still
demonstrates good performance for Arabic even
when trained on English data only.

5.5 Time Domain Evaluation

LLMs are constantly improving over time. This
raises the question of the robustness of detectors
for the same generator across different time points.
With this in mind, we compared ChatGPT output
generated in March 2023 (from our M4 dataset) vs.
September 2023 on the Reddit-ELIS domain and
using XLM-R as a detector, and the same prompts
and questions as for the M4 dataset. The results
are shown in Table 5, where we can see that the de-
tector trained on the earlier version can effectively
classify generations produced by the September
2023 version. This implies that a detector may
remain effective even when applied to a newer gen-
erator trained using fresh data.
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Generator — ChatGPT davinci-003
I Test Domain — All  Baike/ Ru Bulgarian IDN Urdu Arabic All  Baike/ Ru Bulgarian
Train Domain | domain Web QA ATD News -News Wikipedia[domain Web QA ATD News
(en)  (zh) (rv) (bg) (id) (ur) (ar) (en)  (zh) (u) (bg)
All domains (en) 986 975 76.6 80.8 769 57.7 96.5 90.2 93.0 54.1 66.0
Baike/Web QA (zh) | 61.8 994 63.1 650 64.1 81.8 62.7 61.6 935 588 57.7
RuATD (ru) 59.1 92.6 975 81.7 76.9 555 86.2 56.7 757 8477 822
ChatGPT Bulgarian News (bg) | 83.8  87.8 83.7 969 92.6 649 88.3 742 783 538 954
IDN (id) 659 599 626 67.6 98.4 50.6 54.6 61.0 556 506 58.7
Urdu-News (ur) 50.0 51.0 500 503 50.1 99.9 50.5 50.0 50.8 50.0 502
Arabic Wikipedia (ar)] 764  87.0 66.0 655 68.9 67.7 96.8 72.8 839 620 64.6
All 983 99.1 954 834 973 999 96.7 913 945 86.1 82.6
All domains (en) 959 797 704 724 67.2 61.1 93.1 958 79.5 60.5 65.8
Baike/Web QA (zh) | 66.8 98.0 62.0 57.1 57.3 83.0 76.1 664 989 595 48.6
davinci-003 RuATD (ru) 614 605 886 724 58.6 49.7 68.9 62.8 496 953 86.5
Bulgarian News (bg) | 649 693 61.5 849 64.7 66.4 73.8 648 59.0 59.0 99.6
All 964 955 943 833 745 76.1 93.3 963 98.7 928 852

Table 4: Accuracy (%) based on XLM-R on test sets across different languages over ChatGPT and davinci-003.

Test — March 2023 September 2023 6 Conclusion and Future Work

Train | Acc Precision Recall F1 |Acc Precision Recall F1

March  [99.5 99.0 100 99.5‘99.4 99.0 99.8 994  We presented M4, a large-scale multi-generator,
September|(96.0 100  92.0 95.8{99.5 99.0 100 99.5 multi-domain, and multi—lingual dataset for

Table 5: Impact of ChatGPT update over time. Ac-
curacy (Acc), Precision, Recall, and F1 scores(%) with
respect to machine generations for Reddit from March
2023 and September 2023 ChatGPT generations based
on XLM-R as a detector.

Length — | Full Length 1,000 500 250 125
Accuracy 99.0 98.9 96.8 964 945
Precision 98.2 97.8 942 944 925
Recall 99.8 100.0 99.8 98.6 96.8
F1 99.0 989 969 965 946

Table 6: Impact of text length on detection accuracy
on arXiv using XLM-R.

5.6 Impact of Text Length

Finally, we investigated the impact of text length
on detection accuracy. We truncated arXiv arti-
cles at the first 1,000, 500, 250, and 125 characters
and compared the accuracy of XLLM-R detectors
trained and tested on such truncated articles for
machine-generated content produced by ChatGPT.
The results are shown in Table 6. We can see that
as the length decreases from 1,000 to 125, the ac-
curacy drops by 4.5 points. This illustrates the
negative impact of smaller text length on detection
performance; more experiments on the arXiv and
the Reddit datasets are presented in Figure 3 in the
Appendix.

machine-generated text detection. We further ex-
perimented with this dataset performing a num-
ber of cross-domain, cross-generator, cross-lingual,
and zero-shot experiments using seven detectors.
We found that detectors struggle to differentiate be-
tween machine-generated and human-written texts
if the texts come from a domain, a generator, or
a language that the model has not seen during
training. Our results show that the problem is far
from solved and that there is a lot of room for
improvement. We hope that our release of M4,
which we make freely available to the community,
will enable future research towards more robust ap-
proaches to the pressing societal problem of fight-
ing malicious machine-generated text. We have
already created an extension of M4 for SemEval-
2024 Task 8 (Wang et al., 2024),% which features
additional languages, domains, and three new task
(re)formulations.

In future work, we plan to expand our M4 dataset
continuously by introducing new LLM generators,
by exploring different domains, by incorporating
new languages, and by diversifying the range of
tasks and prompts used. We believe that this is a
good, practical way to keep the dataset up-to-date
in response to the ongoing progress in LLMs. Our
aim is to maintain a dataset that remains relevant
as LLMs continue to evolve.

®https://github.com/mbzuai-nlp/
SemEval2024-tasks8
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Ethics and Broader Impact

Below, we discuss some potential ethical concerns
about the present work.

Data Collection, Licenses, and User Privacy.
Creating the M4 dataset does not involve scrap-
ing raw data from websites. Instead, we used pre-
existing corpora that have been publicly released
and approved for research purposes, with clear
dataset licenses, which are listed in Table 1. To
the best of our knowledge, all included datasets
adhere to ethical guidelines and minimize privacy
concerns. Since the human-written data has already
been published and made publicly available for re-
search purposes, we see no additional privacy risks
in releasing that data as part of our M4 dataset.

The human text components of M4 are publicly
available and can be freely accessed and used for
research purposes. However, researchers must ac-
knowledge the original sources of the text and com-
ply with the respective licensing terms.

The machine-generated text components of our
M4 dataset are subject to the licensing terms of
the underlying LLMs. For text generated using
LLMs, researchers must comply with the respective
licensing terms of those LLMs:

¢ davinci-003, ChatGPT, GPT-4: no specific li-
cense. They welcome research publications
related to the OpenAlI APL’

» Dolly-v2: Apache 2.0 8

* Cohere: no specific license. They point out
that CUSTOMER RETAINS ALL OWNER-
SHIP AND INTELLECTUAL PROPERTY
RIGHTS IN AND TO CUSTOMER DATA .’

« BLOOMz: Apache 2.0 '°

Potential Biases We recognize the potential for
biases in our M4 dataset, stemming from both the
original human-written corpora and the Large Lan-
guage Models (LLMs) used for generation. This
is an important issue, and we put efforts to min-
imize such biases. However, we are aware that
unethical usage of our dataset may still lead to bi-
ased applications: even if our original dataset was
completely unbiased, external parties may extract
a biased subset, which would be out of our control.

7https://openai.com/policies/
sharing-publication-policy
8https://github.com/databrickslabs/dolly
9https://cohere.com/saas—agreement
10https://github.com/bigscience—workshop/xmtf

Having already realized these concerns, we have
implemented the following measures:

a. We provide comprehensive documentation
about our M4 dataset, including detailed infor-
mation about the sources of all human-written
corpora, the generation process for obtaining
the machine-generated text, including the full
prompts and the measures we took to cleanse
the output, and the potential biases that may
exist. We believe that this transparency would
allow researchers to understand the origins of
the data and to make informed decisions about
how to use it.

b. We further acknowledge and transparently
discuss these limitations and debiasing tech-
niques that could be used to address these
limitations. We hope that the strong emphasis
on transparency in our methodology by ex-
plicitly stating the sources of human-written
corpora and the generation processes for the
corresponding machine-generated text could
help clarify the dataset’s origins and potential
biases.

Robustly Secure System The M4 dataset is in-
tended for the development of detection systems
to mitigate misuse, particularly in the context of
malicious content generated using LLMs. While
we encourage extensive and responsible use of the
datasets to advance this critical area of research,
we also emphasize the importance of adhering to
the licensing terms of the original human-written
corpora and the corresponding LLMs.

Limitations

In this section, we discuss some perceived limita-
tions of our study.

M4 Dataset Generalization and Biases

Generalization: Machine-generated outputs ex-
hibit a high degree of sensitivity to the prompts.
While our M4 dataset was collected with diverse
prompts for a variety of generators, domains, and
languages, to cover typical use cases of generators,
it has limitations as a general resource, as it is nei-
ther sufficient to train a detector that can generalize
well over all possible domains and generators, nor
is it enough to act as a standard benchmark that can
accurately evaluate the effectiveness of a detection
method.
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Up-to-Date: Detecting machine-generated text
is a very challenging task when we do not know
in advance the potential generator and the domain:
as our findings show, human-written and machine-
generated text cannot be distinguished in certain
situations, e.g., we saw issues when using text gen-
erated by BLOOMz. Therefore, we regard M4 as a
useful repository of machine-generated text for re-
searchers who want to improve and to evaluate their
detectors from multiple dimensions. Moreover, the
LLMs are constantly evolving, and thus any dataset
collected for machine-generated text detection can
become outdated relatively fast. With this in mind,
we have constantly been extending the M4 dataset
(e.g., with a recent collection of GPT-4 responses),
and we expect to grow our repository to enable
better training and more up-to-date detectors.

Bias: Biases may exist in both human-written
and machine-generated texts, and it is possible that
our M4 dataset may be influenced by biases from
human collection, thus affecting the detection out-
comes. We leave the analysis of such biases to our
future work.

Feasibility of Black-Box Machine-Generated
Text Detection

A growing body of work shows that machine-
generated text detection might gradually become
harder and even nearly impossible: as LLMs
evolve, the gap between machine-generated and
human-written text might narrow (Tang et al., 2023;
Sadasivan et al., 2023). Liang et al. (2023) further
suggested that GPT detectors are biased against
non-native English writers. These findings con-
tinue to release unpromising signals for black-box
detection approaches. Yet, alternatives such as wa-
termarking or white-box methods remain imprac-
tical for proprietary LLMs, where general users
and practitioners cannot access the model-internal
parameters. Current black-box approaches may
be less effective and may demonstrate poor gen-
eralization for unseen domains, generators, and
languages; however, this reveals the need to study
more general methods to improve the detection of
the potential misuse cases of LLMs.
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Appendix
A Data Collection and Analysis

A.1 English Corpora

Wikipedia We use the Wikipedia dataset available on HuggingFace and randomly choose 3,000 articles,
each of which surpasses a character length limit of 1,000. We prompt LLMs to generate Wikipedia articles
given titles, with the requirement that the output articles should contain at least 250 words. For generation
with Dolly-v2, we set the minimum number of generated tokens to be 300 to satisfy the minimal character
length of 1,000.

Reddit ELIS dataset (Fan et al., 2019) is a collection of English question-answering (QA) pairs,
gathered to facilitate open-domain and long-form abstractive QA. The data is derived from three categories:
ExplainLikeimfive for general topics, AskScience for scientific queries, and AskHistorians for historical
inquiries. Each pair is composed of a question (a title + a detailed description) and corresponding answers.
We filtered out answers with less than 1,000 characters, retaining questions whose title ends with a
question mark without detailed descriptions. Finally, we selected 1,000 QA pairs with top user ratings for
each category, resulting in a total number of 3,000 pairs.

We have to note that most recently, Reddit changed the terms, we are actively investigating how to deal
with Reddit. We will delete it from the repository and the paper, if we are not allowed to use it after the
discussion. What should be highlighted is that we started using it before the license changed.

WikiHow dataset (Koupaee and Wang, 2018) is built from the online WikiHow knowledge base. It
consists of articles with a title, a headline (the concatenation of all bold lines of all paragraphs), and text
(the concatenation of all paragraphs except the bold lines). We randomly chose 3,000 articles with the
length of more than 1,000 characters and prompted LLMs with titles and headlines to generate artificial
articles.

PeerRead Reviews We sampled 586 academic papers published in top-tier NLP and machine learning
conferences from the PeerRead corpus (Kang et al., 2018). Each paper contains metadata, including title,
abstract, and multiple human-written reviews. Given a paper, we prompt LLMs to generate peer reviews
with four different instructions; two depend only on the title and another two involve both the title and
the abstract. Two prompts specify the review format of first describing what problem or question the
considered paper addresses, and then providing its strengths and weaknesses. Other two prompts do not
contain a review format specification.!! This results in 584 x 4 = 2,344 machine-generated texts for each
generator and 5,798 human-written reviews in total.

Arxiv Abstract parallel dataset is constructed from a Kaggle corpu. We sample 3,000 abstracts with a
minimum length of 1,000 characters and prompt LLMs to produce machine-generated abstracts based on
their titles.

A.2 Corpora in Other Languages

Arabic Wikipedia. Similarly to English Wikipedia, we randomly selected 3,000 Arabic articles with a
length exceeding 1,000 characters and prompted the LLMs to generate artificial articles based on their
titles.

Bulgarian True & Fake News is sampled from the Hack the Fake News datathon organized in 2017 by
the Data Science Society in Bulgaria. It is a mixture of real and fake news. The human partition consists
of 3,000 news articles with a length of more than 1,000 characters. Machine-generated texts are obtained
by prompting LLMs with titles of human-written articles.

""We do not consider hallucinations in the context of machine-generated text detection, so we manipulate peer reviews relying
on paper title and abstract, instead of its content.
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Chinese QA is constructed from 3,000 (question, answer) pairs sampled from Baike and the Web
QA corpus. The length of each answer is more than 100 Chinese characters. We prompt LLMs with a
combination of a brief title and a detailed description for each question.

Indonesian News 2018 is constructed from a corpus of Indonesian news articles collected from seven
different news websites in 2018. We picked news from CNN Indonesia since this source was found to
provide the cleanest data. We selected 3,000 texts from the corpus and generated artificial news articles by
prompting ChatGPT with a title.

Russian RuATD is sourced from the RuATD Shared Task 2022 (Shamardina et al., 2022) devoted to
artificial text detection in Russian. Shamardina et al. (2022) gathered a vast human and machine-generated
corpora from various text generators. However, these generators are either task-specific or domain-specific.
We leverage their human-written texts collected from publicly available resources and re-generate the
machine-authored data using the open-domain state-of-the-art multilingual LLMs. The data involves
six domains: (1) texts of different historical periods, (2) social media posts, (3) normative Russian, (4)
web texts, (5) subtitles, and (6) bureaucratic texts with a complex discourse structure and various specific
named entities.

Urdu News is derived from Urdu News Data 1M — a collection of one million news articles from four
distinct categories: Business & Economics, Science & Technology, Entertainment, and Sports. These
articles were gathered from four reputable news agencies in Pakistan (Hussain et al., 2021). Each entry in
this dataset includes a headline, a category, and a news article text. To ensure the data balance over four
categories, we randomly sampled 750 news articles from each, resulting in 3,000 examples in total. Using
the headlines as prompts, we generated the content of artificial news articles.

A.3 LLM Generation

Prompt Diversity In terms of the prompt diversity, multiple (2-8) prompts are used to produce diverse
outputs that are more aligned to divergent generations in real-world application scenarios.

Prompts of PeerRead
* Please write a peer review for the paper of + title;

» Write a peer review by first describing what problem or question this paper addresses, then strengths
and weaknesses, for the paper + title;

* Please write a peer review for the paper of + title, its main content is as below: + abstract;

» Write a peer review by first describing what problem or question this paper addresses, then strengths
and weaknesses, for the paper + title, its main content is as below: + abstract.

Generator Hyper-parameters Table 8 shows hyper-parameters we set for various generators. In
general, we follow the default setting, except for the length of new generations in order to satisfy the
minimum character length of 1,000. We also prompted LL.aMa (Touvron et al., 2023a) and FlanT5 (Chung
et al., 2022), but removed all generations due to the poor quality.

A.4 N-gram Analysis
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Domain| | davinc-003 ~ ChatGPT Cohere Dolly-v2  Bloomz | Unique across domain

wikipedia 1 1 1 1 2 3
Reddit 5 5 1 1 1 8
wikihow 1 1 1 1 2 3
peerread 4 4 4 4 4 4
arxiv 1 5 1 1 2 8
baike/web QA 1 1 Na Na Na 1
RuATD 1 1 Na Na Na 1
True Fake news 1 1 Na Na Na 1
Urdu-news Na 1 Na Na Na 1
id_newspaper Na 1 Na Na Na 1
Arabic wikipedia Na 1 Na Na Na 1

Table 7: Statistics about the prompts for different domains and LLMs. One prompt is used for non-English text, and
multiple prompts are used for English. The number of prompts for different domains varies as shown in the last
column. Given a domain, some models might not follow all designed instructions, leading to less variety of prompts.

Source/ Language Generator

Domain Davinci003 ChatGPT Cohere Dolly-v2 BLOOMz

Wikipedia English max_tokens=1000 max_tokens=1000 max_tokens=1000 min_new_tokens=300, default
max_new_tokens=1000
min_new_tokens=180

Reddit ELI5 English default default default ————  —  min_new_tokens=180
max_new_tokens=600

. . min_new_tokens=200 .

WikiHow English max_tokens=2000 default default _ min_new_tokens=200
max_new_tokens=1000

PeerRead English ‘ default default default default min_new_tokens=150

min_new_tokens=180,

arXiv abstract English max_tokens=3000 default default mmfnewﬁtokensilso ma)}fpewftokens:_420,

max_new_tokens=600  repitition_penalty=1.15,
length_penalty=10

Baike/Web QA Chinese \ default default - - -

RuATD Russian ‘ max_tokens=1700 default - - -

Urdu-news Urdu | - temperature=0 - - -

id_newspapers_2018 Indonesian ‘ - default - - -

Arabic-Wikipedia Arabic | - default - - -

Bulgarian True & Fake News Bulgarian ‘ max_tokens=3000 default - - -

Table 8: Hyperparameters used to generate data. We only specify parameter values that are different from defaults.

Word (unigram) bigrams

Domain| Human | ChatGPT davinc-003 Cohere Dolly-v2 BLOOMz Human | ChatGPT davinc-003  Cohere  Dolly-v2 BLOOMz
Wikipedia 144,523 45,275 59,038 47,092 65,059 34,304 | 1,000,870 295,007 400,072 258,210 385,074 141,328
Reddit 69,406 27,403 33,292 24,134 36,173 28,794 586,341 253,075 315,567 183,926 308,695 212,334
WikiHow 84,651 49,723 47,307 29,062 46,743 40,082 820,026 501,998 457,188 243,356 357,007 271,770
PeerRead 24,317 11,314 7,693 8,812 29,851 11,597 225,007 102,638 51,636 61,310 230,282 92,858
arXiv 36,202 18,291 29,024 22,777 35,808 29,989 263,781 145,954 186,561 149,892 251,770 209,053
All domains | 252,244 | 95,775 115482 87,428 139,981 96,789 | 2,364,143 | 1,047,293 1,145,593 733,902 1,220,512 775,387
All | 252,244 | 275,455 | 2,364,143 | 3,074,950

Table 9: Statistics about the number of unique uni-grams (word types) and bi-grams of human-written and machine
generated texts (English).

‘Word (unigram) bigrams

Domain) Human ‘ ChatGPT  davinc-003  Cohere Dolly-v2 BLOOMz | Human ‘ ChatGPT  davinc-003  Cohere Dolly-v2 BLOOMz
Wikipedia 334 158 189 142 167 77 683 274 337 259 296 93
Reddit 250 140 159 107 142 134 482 247 292 191 254 164
WikiHow 369 277 250 143 160 174 867 580 514 270 294 225
PeerRead 142 151 90 82 178 133 244 262 146 129 332 154
arXiv 128 121 96 97 130 159 208 199 142 168 219 218
All domains | 228 | 170 160 115 154 136 | 457 | 315 293 207 277 172
All \ 228 | 147 \ 457 | 252

Table 10: The number of per-document unique uni-grams (word types) and bi-grams of human-written and machine
generated texts (English).
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B Detector Hyper-parameters

B.1 Detector Hyper-parameters

Detector Learning rate # epochs Batch size Maxnpum C
iterations
RoBERTa-base le-6 10 64 - -
ELECTRA-base le-6 10 64 - -
XLM-R-base 2e-5 5 16 - -
LR-GLTR default - default 1,000 -
Linear-SVM - - - 20,000 0.8

Table 11: Hyper-parameter settings for five detectors. LR-GLTR is based on the sklearn logistic regression model,
all hyper-parameters follow the default setting except for maximum training iterations=1,000. The Linear-SVM
detector uses all default parameters provided in the sklearn implementation except the penalty parameter of the
error term C and the max iterations.

B.2 Computation Resources and Cost

We spent $600 on calling OpenAl APIs for ChatGPT and davinci-003 generations, $40 for calling
GPTZero. Around 2,500 GPU hours were spent on Dolly-v2 and BLOOMz generation.
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C Results: Same-Generator, Cross-Domain

Test — Wikipedia WikiHow Reddit ELIS arXiv PeerRead
Train | Acc Prec Recall F1 |Acc Prec Recall F1 |Acc Prec Recall F1 |Acc Prec Recall F1 |Acc Prec Recall F1
RoBERTa(base)

Wikipedia | 99.7 99.4 100. 99.7 482 5.0 02 04 |48.7 6.7 02 04 |556 983 114 204]60.7 0.0 0.0 0.0
WikiHow 183 99 7.8 87 199.7 998 99.6 99.7|89.3 873 920 89.6|969 942 100. 97.0|844 613 967 750
Reddit ELI5 | 79.1 70.7 99.4 82.6|824 802 86.0 83.0(89.7 829 100. 90.7|99.5 99.8 99.2 99.5|80.6 55.7 96.7 70.7

arXiv 91.5 85.7 99.6 92.1|757 96.7 532 68.6[959 97.7 940 95.8|100. 100. 100. 100.|524 33.8 100. 50.5
PeerRead 582 646 362 464|660 988 324 48.8|75.1 100. 50.2 66.8]99.0 100. 98.0 99.098.0 92.5 100. 96.1
ELECTRA(large)

Wikipedia |94.0 89.9 99.2 943|904 888 924 90.6|96.6 96.6 96.6 96.6|97.8 99.8 958 97.8|94.6 98.7 788 87.6
WikiHow 69.0 635 89.6 743]99.5 994 99.6 99.5|/689 98.0 386 554|840 760 994 86.1|90.8 942 662 717
Reddit ELI5 | 68.1 61.1 99.8 758|689 61.7 994 762|953 914 100. 955|929 87.7 998 934|933 783 100. 87.8

arXiv 90.9 962 852 90.3|65.1 100. 30.2 46.4|76.7 100. 534 69.6|98.2 96.5 100. 98.2|98.7 99.5 952 973
PeerRead 81.3 982 638 773|714 98.6 434 603|756 100. 512 67.7|97.8 972 984 97.8|97.9 92.1 100. 959
LR-GLTR

Wikipedia |97.4 97.6 97.2 974|785 87.8 662 755(862 785 99.8 879|944 983 904 942|709 672 81.6 737
WikiHow 91.3 873 96.6 91.7]924 921 928 924|938 96.6 90.8 93.6|90.4 99.8 81.0 89.4|84.1 875 79.6 834
Reddit ELI5 | 96.0 949 97.2  96.090.0 90.3 89.6 90.0|954 927 98.6 95.5|91.7 100. 83.4 909|789 79.2 784 788
arXiv 925 873 994 930|873 825 946 882|848 768 99.8 86.8|963 964 962 96.3|77.0 70.1 942 80.4
PeerRead 88.9 82.1 994 900|712 639 97.6 772|845 76.7 99.2 86.5|894 988 798 883|942 99.1 892 939

Stylistic

Wikipedia |97.4 97.6 97.2 974|562 738 192 305|747 784 682 729|968 97.0 96.6 96.8|86.5 87.5 852 863
WikiHow 59.0 56.6 77.6 654|957 97.7 93.6 956|593 612 50.8 555|46.6 474 628 540|619 628 584 605
Reddit ELI5 | 88.9 91.2 86.1 88.6|49.7 483 84 1431923 89.2 96.2 92.6|89.3 973 80.8 88.3|80.7 863 73.0 79.1

arXiv 73.7 68.1 893 773|550 624 252 359|706 824 524 64.1|100. 100. 100. 100.|87.6 840 93.0 883
PeerRead 642 67.1 56.0 61.0|51.2 773 34 6.5 593 927 202 332|776 963 574 71.9|99.6 100. 99.1 99.6
NELA

Wikipedia |95.6 96.7 943 955|769 73.1 852 787|760 70.9 882 78.6|77.1 69.1 982 81.1|73.7 664 959 785
WikiHow 654 61.1 844 709|956 96.0 952 956 |69.0 928 412 57.1|78.6 850 694 764|885 962 802 875
Reddit 875 88.7 859 873|545 73.7 140 235|931 90.1 968 93.3|783 702 982 819|906 843 99.7 913
arXiv 739 755 709 73.1]63.7 62.7 67.8 65.1|69.2 86.6 454 59.6|97.2 97.0 974 97.2|84.7 922 759 833
PeerRead 60.5 63.5 493 555|535 83.0 88 159585 100. 17.0 29.1 |84.0 88.1 78.6 83.1|984 994 974 984

Table 12: Same-generator, cross-domain experiments: train on a single domain of ChatGPT vs Human and
test across domains. Evaluation accuracy (Acc), precision (Prec), recall and F1 scores(%) with respect to machine
generations across four detectors.
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Test — Wikipedia WikiHow Reddit ELIS arXiv PeerRead
Train | Acc Prec Recall F1 |Acc Prec Recall F1 |Acc Prec Recall FI |Acc Prec Recall F1 |Acc Prec Recall F1

RoBERTa(base)

Wikipedia [ 99.6 994 99.8 99.6 |47.8 17.6 12 22 1490 83 02 04 |748 925 540 682567 0.0 0.0 0.0
WikiHow 46.4 48.0 874 62.0/994 99.0 99.8 994|586 547 998 70.7/950 95.0 950 950 |31.7 262 100. 41.6
Reddit ELI5S | 42.8 424 402 41.3|88.1 879 884 83.1|93.6 83.7 100. 94.0|52.4 100. 4.8 92 1912 749 962 842

arXiv 55.5 529 100. 69.2|553 529 96.8 684|544 523 998 68.6[994 99.8 99.0 994|263 248 100. 39.7
PeerRead 51.6 944 34 6.6 |50.2 100. 0.4 0.8 |51.9 100. 3.8 7.3 |53.3 100. 6.6 12.4198.7 94.7 100. 973
ELECTRA(large)

Wikipedia |83.5 757 98.8 857|763 83.1 660 73.6|879 814 982 89.0|622 709 41.4 523|844 61.7 942 745
WikiHow 60.3 56.0 96.6 70.9]99.0 984 99.6 99.0 810 87.1 728 79.3|56.8 539 93.8 685|702 445 912 59.8
Reddit ELI5 | 682 61.2 99.6 758|662 60.1 96.6 74.1|952 912 100. 954|612 762 32.6 457|975 91.6 99.0 95.1

arXiv 50.4 504 574 53.6]49.2 42.6 4.6 83 527 659 112 19.1|94.6 939 954 94.6|583 27.7 444 34.1
PeerRead 51.1 100. 2.2 43 |50.0 50.0 0.2 04 |509 100. 1.8 35 |519 952 40 7.7 199.0 96.1 100. 98.0
LR-GLTR

Wikipedia |90.3 89.3 91.6 90.4|73.5 683 87.6 76.8|682 613 99.0 757|715 852 52.0 64.6|72.7 647 99.8 785
WikiHow 88.2 839 94.6 839|79.6 774 836 804|777 69.5 988 81.6|72.6 849 550 66.7|76.0 67.6 100. 80.6
Reddit ELI5 | 86.7 83.5 914 87.3|76.0 72.7 832 77.6|88.5 829 97.0 89.4 534 905 7.6 14.0190.2 844 986 91.0

arXiv 47.1 6.1 04 0.8 [50.2 529 3.6 6.7 |45.1 344 108 164|852 845 862 853|712 639 972 77.1
PeerRead 84.5 832 864 848|735 73.0 746 73.8|863 858 87.0 864|502 625 1.0 2.0 |94.6 99.6 89.6 943
Stylistic

Wikipedia |96.5 96.2 96.8 96.5|66.6 69.5 59.2 63.9|67.0 68.0 642 66.0|76.7 91.8 58.6 71.6|79.5 76.6 849  80.6
WikiHow 633 583 93.0 71.7]93.9 945 932 939|654 625 772 69.1 578 549 874 674|730 651 988 785
Reddit ELIS | 80.6 83.6 762 79.7|64.0 71.6 464 563|92.0 88.6 964 92.3|56.1 67.0 240 353|779 802 741 77.0

arXiv 63.5 81.1 352 49.1|49.1 46.7 128 20.1|59.8 634 464 53.6|97.4 972 97.6 97.4|89.7 835 988 905
PeerRead 60.7 63.6 50.0 56.0|494 41.7 3.0 56 |55.0 70.8 17.0 274|663 76.7 468 58.1|99.3 99.1 994 993
NELA

Wikipedia |92.5 93.1 91.8 92.4|70.1 638 92.8 756|720 664 892 76.1|472 468 41.6 44.1|60.0 58.0 72.7 645
WikiHow 682 64.1 828 723|89.5 90.2 88.6 894 |81.1 8.9 732 79.5|50.8 509 442 473|826 78.0 90.7 83.9
Reddit ELI5 | 80.0 83.5 74.8 789 |70.6 89.9 464 612|932 91.1 958 934|425 387 256 30.8|86.3 83.6 904 869
arXiv 485 59 02 04 |51.0 692 3.6 6.8 459 44 04 0.7 |88.5 889 88.0 884|763 882 60.8 719
PeerRead 480 292 28 5.1 503 60.0 1.8 35 1520 955 42 8.0 |562 645 276 387|978 99.7 959 978

Table 13: Same-generator, cross-domain experiments: train on a single domain of davinci-003 vs Human and
test across domains. Evaluation accuracy (Acc), precision (Prec), recall and F1 scores(%) with respect to machine
generations across four detectors.
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D Results: Same-Domain, Cross-Generator

Test — ChatGPT davinci Cohere BLOOMz
Train | Acc Prec Recall FlI Acc  Prec Recall Fl1 Acc Prec Recall Fl1 Acc Prec Recall Fl
RoBERTa(base)

ChatGPT | 99.7 994 100. 99.7 | 99.7 99.4 100. 99.7 | 99.4 99.8 99.0 994 | 77.7 100. 554 71.3
davinci 99.6  99.2 100. 99.6 | 99.5 99.2 99.8 99.5 1994 998 99.0 99.4 | 81.4 99.7 63.0 77.2
Cohere 99.7 994 100. 99.7 | 99.6 994 99.8 99.6 | 99.6 998 994 99.6 | 82.6 99.7 654 79.0
BLOOMz | 993 98.8 99.8 99.3 1 993 998 99.8 99.3 1 99.0 98.8 99.2 99.0 | 98.1 98.8 974 98.1

ELECTRA (large)

ChatGPT | 93.5 889 994 939 | 91.8 88.6 96.0 92.1 | 83.6 864 79.8 83.0 | 56.6 729 21.0 32.6
davinci 88.6 81.8 99.2 89.7 | 88.7 819 994 89.8 | 83.8 792 91.6 85.0 | 624 73.1 392 51.0
Cohere 843 765 99.0 86.3 | 834 762 972 854 | 855 778 994 873 | 724 727 718 722
BLOOMz | 499 481 2.6 49 |50.1 517 3.0 57 | 532 776 9.0 16.1 | 97.5 98.0 97.0 97.5

LR-GLTR

ChatGPT | 963 964 96.2 96.3 | 653 90.1 344 49.8 | 969 96.4 97.4 969 | 655 90.6 34.6 50.1
davinci 81.2 839 772 80.4 | 852 845 86.2 853 | 785 829 718 77.0 | 73.7 80.8 62.2 70.3
Cohere 96.8 96.4 97.2 96.8 | 66.0 90.4 3538 5131 97.0 964 97.6 97.0 | 61.5 88.1 26.6 40.9
BLOOMz | 89.2 87.7 91.2 89.4 | 71.2 80.8 55.6 659 | 795 849 718 77.8 | 87.2 872 87.2 87.2

Stylistic

ChatGPT | 100. 100. 100. 100. | 71.0 100. 42.0 59.2 | 87.7 100. 75.4 86.0 | 624 100. 2438 39.7
davinci 973 974 972 973|974 972 97.6 974 | 82.8 963 68.2 799 | 87.1 96.7 76.8 85.6
Cohere 97.6 994 9538 97.6 | 83.8 99.7 67.8 80.7 | 988 99.4 98.2 98.8 | 655 98.1 31.6 47.8
BLOOMz | 63.4 953 282 435 |76.0 974 534 69.0 | 555 899 124 21.8 | 985 98.6 984 98.5

NELA

ChatGPT | 97.2 97.0 974 97.2 | 520 692 172 13.0 | 642 913 314 46.7 | 48.8 16.7 0.6 1.2
davinci 483 412 8.0 134 | 88.5 889 88.0 884 | 458 20.8 3.0 52 | 73.0 834 574 68.0
Cohere 70.1 88.8 46.0 60.6 | 494 446 50 9.0 939 942 93.6 939 | 47.1 208 73 8.9
BLOOMz | 48.6 11.1 0.4 0.8 | 555 816 142 242 | 487 158 0.6 1.2 969 96.8 97.0 96.9

Table 14: Same-domain, cross-generator experiments: train and test on arXiv (single machine-text generator
vs human). Evaluation accuracy (Acc), precision (Prec), recall and F1 scores(%) with respect to the machine
generations across four detectors.
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Test — ChatGPT davinci Cohere BLOOMz
Train | Acc Prec Recall Fl1 Acc Prec Recall Fl1 Acc Prec Recall Fl1 Acc  Prec Recall Fl1

RoBERTa(base)

ChatGPT | 100. 100. 100. 100. | 97.4 100. 94.8 973 1 99.0 100. 98.0 99.0 | 99.5 100. 99.0 99.5
davinci 99.9 99.8 100. 99.9 | 99.3 99.8 98.8 99.3 | 99.7 99.8 99.6 99.7 1 99.9 99.8 100. 99.9
Cohere 100. 100. 100. 100. | 97.7 100. 954 97.6 | 99.8 100. 99.6 99.8 | 100. 100. 100. 100.
BLOOMz | 100. 100. 100. 100. | 97.7 100. 954 97.6 | 99.8 100. 99.6 99.8 | 100. 100. 100. 100.

ELECTRA (large)

ChatGPT | 98.3 96.7 100. 98.3 | 59.2 859 220 350|593 86.6 220 35.1 | 685 922 404 56.2
davinci 703 89.8 4538 60.7 | 95.6 949 964 95.6 | 49.4 435 4.0 73 | 595 823 242 37.4
Cohere 927 91.1 94.6 928 | 51.7 573 134 21.7 | 952 915 99.6 954 | 655 814 402 53.8
BLOOMz | 81.3 96.7 64.8 77.6 | 61.3 925 24.6 389 | 53.8 81.7 938 17.5 | 98.7 97.8 99.6 98.7

LR-GLTR

ChatGPT | 974 97.6 972 974 | 85.0 96.8 724 828 1929 978 878 925 | 81.3 757 922 83.1
davinci 94.1 90.0 99.2 9441 90.3 893 91.6 90.4 | 90.5 89.5 918 90.6 | 77.5 70.0 96.2 81.0
Cohere 96.5 95.1 98.0 96.6 | 85.0 93.8 75.0 8331951 952 95.0 951|756 713 85.6 71.8
BLOOMz | 69.9 95.0 42.0 583 | 664 94.1 350 51.0 | 55.0 879 116 20.5 | 91.0 894 93.0 91.2

Stylistic

ChatGPT | 974 97.6 972 974|933 974 89.0 93.0 | 87.6 97.7 77.1 86.2 | 63.7 732 434 54.5
davinci 96.7 962 97.2 96.7 | 96.5 96.2 96.8 96.5 | 90.5 96.6 83.9 89.8 | 67.0 782 472 58.8
Cohere 904 957 84.6 89.8 | 822 947 682 793 | 942 935 949 94.2 | 69.8 734 623 67.4
BLOOMz | 53.7 849 0.1 16.4 | 53.7 849 9.0 163 | 540 84.6 9.8 17.6 | 952 94.0 96.6 95.3

NELA

ChatGPT | 95.6 96.7 943 955 | 91.0 962 854 90.5 | 78.1 94.8 59.5 73.1 | 502 53.7 3.6 6.7
davinci 94.6 935 96.0 94.7 | 92.5 93.1 918 924 | 875 92.0 82.1 86.8 | 489 382 34 6.3
Cohere 80.0 91.6 66.1 76.8 | 74.8 90.0 55.8 689 | 93.8 94.0 935 93.7 | 472 143 1.1 2.1
BLOOMz | 494 20.0 04 08 | 492 82 43 53 | 496 72 8.1 0.6 |96.0 959 96.1 96.0

Table 15: Same-domain, cross-generator experiments: train and test on Wikipedia (single machine-text
generator vs human). evaluation accuracy (Acc), precision (Prec), recall and F1 scores(%) with respect to machine
generations across four detectors.
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E Results: Multilingual Evaluation

Generator|,  Test Domain — All domain (en) Baike/Web QA (zh) ‘ RuATD (ru) Bulgarian News (bg) IDN (id) Urdu-News(ur) Arabic Wikipedia (ar)
Train Domain |, Acc Fl Acc Fl Acc Fl cc Fl Fl Ace F Acc Fl
All domains (en) 95.9(1.8)  96.1(17) | 79.7(38) 83.0(26) | 70429 762(14) |724@E4) T1Q1) | 67247 T54(26) | 61.1(46) 469(89) | 93.1(25) 934(2.1)

davinci-003  Baike/Web QA (zh) | 66.8(7.9) 753 (4.5) | 98.0(0.5) 98.0(0.5) |62.0(1.7) 724(0.8) |57.1(14) 69.5(0.5 |57.3(6.0) 702(3.0) |83.049) 843(d3) |76.1(9.6) 81.0(6.4)
RuATD (ru) 61.4(28) 602(7.8) | 60.5(11.3) 70.6(59) |88.6(1.8) 87.5(23) |724(1.5) 67.0(13.5) | 58.6(62) 53.4(150) | 49.7(9.6) 397 (158) | 689 (89) 58.5(23.6)
Bulgarian News (bg) | 64.9 (2.8)  67.8(5.1) | 69.3(16.7) 49.9 (34.4) | 61.5(8.2) 36.5(21.8) | 84.9(6.3) 81.7(8.8) | 64.7(8.6) 43.5(203) | 66.4 (10.8) 47.6(27.4) | 73.8(5.1) 72.1 (10.7)
All 96.4(0.5)  96.6(0.5) |955(3.7) 952(42) |943(L7) 945(15) |833(32) 85421 |745(6.0) 79837 | 76.1(7.6) 69.6(12.5) | 933(L7) 93.6(1.4)
All domains (en) 98.6(0.6) 98.6(0.6) | 97.5(0.9) 975(1.0) |766(34) 802(22) |808(27) 828(1L7) |769(9.1) 81.6(62) | 57727 27.1(17) | 965(1.3) 96.5(1.4)

ChatGPT ~ Baike/Web QA (zh) | 61.8(5.6) 724(29) |99.4(0.2) 99.4(0.2) | 63.1(1.8) 724(1.0) | 651(74) 73.0(29) |641(92) 739(48) |81.8(7.3) 809(7.5 |627(81) 73.1(43)
RuATD (ru) 59.1(5.7)  71029) | 92660 917(77) | 97.5(0.6) 975(0.6) |81.7(43) 846(3.1) |769(52) 81334 |555(15) 226(47) |862(64) 87.9(4.7)
Bulgarian News (bg) | 83.8(6.9) 86.0(5.0) | 87.8(84) 853(12.0) | 83.7(4.9) 80.2(7.3) |96.9(0.7) 97.0(0.6) |92.6(4.9) 923(6.1) | 64.9(120) 42.2(25.8) | 88.3(82) 863 (12.0)
IDN (id) 659 (21.1) 36.6(47.1) | 59.9(13.9) 26.5(35.9) | 62.6(16.5) 32.4(40.2) | 67.6(20.8) 413 (44.8) [ 98.4(1.6) 98.4(15) |50.6(09) 23(33) |546(69) 14.7(21.6)
Urdu-News (ur) 50.0(0.1)  66.7(0.0) |51.0(0.7) 67.1(03) |50.0(0.0) 66.7(0.0) |503(0.3) 66.8(0.1) |50.1(0.1) 66.7(0.0) | 99.90.1) 99.9(0.1) |50.5(0.5 66.9(0.2)
Arabic Wikipedia (ar) | 76.4 (5.1)  80.7(3.2) | 87.0(7.3) 88.7(55) |66.0(5.2) 744(27) |655(64) 743(3.6) | 68.9(10.6) 76.7(6.7) | 67.7(52) 553(9.9) | 968(L7) 97.0(1.6)
All 983(0.8)  983(0.7) | 99.1(04) 99.1(04) |954(L5) 956(1.4) |834(26) 857(19) |97.3(14) 97.4(13) | 99.9(0.0) 99.9(0.0) | 96.7(0.9) 96.8(0.9)

Table 16: Cross-language experiments. Accuracy (Acc) and F1 scores (for machine-generated class) based on
XLM-R over test sets across different languages generated by ChatGPT. We average performance across 5 runs

(standard deviation in the parenthesis).

Generator  Test Domain — All domain (en) Baike/Web QA (zh) RuATD (ru) Bulgarian News (bg)
Train Domain | Acc F1 Acc F1 Acc F1 Acc F1
All domains (en) 95.8(1.9) 96.0(1.8) | 79.5(4.1) 829(29) | 605(3.0) 653(5.1) | 65.8(3.2) 69.3(6.6)

davinci-003  Baike/Web QA (zh) 66.4(7.6) 748(42) | 98904 989(04) |595(0.6) 70.0(0.6) | 48.6(3.3) 61.3@3.7)
RuATD (ru) 62.8(3.0) 620(8.1) |49.6(9.3) 58632 |953(1.6) 954(14) | 86.5(5.1) 86.0(6.5
Bulgarian News (bg) | 64.8(3.1) 67.2(9.1) | 59.0(8.7) 29.4(23.6) | 59.0(3.6) 32.0(11.3) | 99.6 (0.2)  99.6 (0.2)
All 96.3(0.7) 96.4(0.6) | 98.7(0.5) 98.7(0.5) |92.8(2.1) 932(2.0) | 85.2(3.2) 87.0(23)
All domains (en) 90.2(0.9) 89.4(1.0) |93.0(0.9) 926(1.1) |541(.8) 51.5(52) | 66.0(3.2) 64.3(7.6)

ChatGPT Baike/Web QA (zh) 61.6(5.5) 722(2.8) |935(1.1) 93.1(1.2) |588(22) 67.7(3.7) | 57734 650(.0
RuATD (ru) 56.7(3.0) 68.6(0.5) | 75.7(7.6) 67.5(14.5) | 84.7(3.9) 82.4(5.8) | 82.2(45) 849(.2)
Bulgarian News (bg) | 74.2(49) 75.1(2.2) | 783 (11.2) 70.1 (21.1) | 53.8(1.5) 155(5.8) | 954(1.3) 95.3(14)
IDN (id) 61.0 (14.3) 29.5(37.4) | 55.6 (7.7) 17.5(23.6) | 50.6 (0.8) 5.1(7.0) 58.7(13.9) 23.6 (35.0)
Urdu-News (ur) 50.0 (0.1) 66.6(0.1) | 50.8(0.7) 67.0(0.3) | 50.0(0.0) 66.7(0.0) | 50.2(0.2) 66.8 (0.1)
Arabic Wikipedia (ar) | 72.8 (4.7) 77.0(2.8) | 83.9(6.9) 855(5.1) | 62.0(23) 70.2(1.1) | 64.6(59) 73.6(3.0)
All 91.3(0.6) 90.8(0.6) | 945(1.2) 943(14) | 86.1(2.5) 854(29) | 82.6(2.2) 849(l)5)

Table 17: Cross-language experiments. Accuracy (Acc) and F1 scores (for machine-generated class) based on
XLM-R over test sets across different languages generated by davinci-003. We average performance across 5 runs

(standard deviation in the parenthesis).

F Results: Impact of Text Length
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Figure 3: Impact of text length on detection accuracy over arXiv and Reddit generated by ChatGPT, davinci
and Cohere. With the character length decreasing from 1000 to 125 (by eight times), F1-score with respect to
machine-generated text decreases for all subsets, demonstrating negative impacts of short text on the detection

performance.
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G Feature Analysis with LIME
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Text with highlighted words
Because that's how {hé universe works.
To really understand this, §8i have to understand that when §8 "sit still" §8i're still moving. You're moving through fié. How do §ol

know? Because if §Hl sit still for 8 minute Joi reach one minute into the future of when 6l started sitting there. If §oul weren't moving
through fime &l would just stay at that moment forever. That doesn't happen, so 8 must be moving through fime.

Now, let's say §o and I are sitting still together and §G decide to stop sitting still. You start moving forward. You are now moving & fitile
bit in space, but yelire still moving in fime as well. Here's where it gets weird, and if §@il don't want to get into some mildly complicated
‘math §ou have to take my word for it: Jou're always moving the same total speed. That speed is fhe speed of light. When §o were sitting
still Jou were moving at the speed of light through fime. Once ¥O started moving, some of your speed went into moving forward, which
left a little less for moving through fime. This means that while I'm still going one minute into the future every minute, yu're not—if I look
at your watch when my watch says its been one minute, then your watch will §ay it hasn't been quite & minute. Now, the speed of light is
*really* fast, and §U probably aren't moving forward very quickly, so §0u only needed a liffle of your speed to move forward and most of it

(a) FP example.

Text with highlighted words

Oil and water don't mix very well. You can see this by looking i the distinctive layers in a bottle of salad dressing. The kind of dirty that
tends to be the biggest pain to get rid of [§ oily dirty. When we get oily things on our hands, even when we rinse them il water the oily
bits stay because the water can't dissolve them and Wash them away.

‘The teeny tiny bits (molecules) that make up soap are iPRIPAINIG. a technical word that means they have two parts or [SgionS. One
of those H ‘mixes really well {§ifll watery stuff, and one of those ‘mixes really well Wil oily stuff. When you put soap on your
hands, the part of the molecule that mixes ﬁ oily stuff flips around to face the dirtiness, and the part that mixcs il watcry stuff flips
around to face out. Imagine you have a really big magnet, an oily mess, and a bunch of really small magnets, soap. If you throw all the
little magnets B the big magnet, they'll all flip around until they face the "Hghi" way to stick. That's what's happer amolecular level
Now the entire outside surface of the oily bits on your hands are covered in soap molecules {§ifli their oily FEgiORS facing inwards and their
watery FOBIOBS facing outwards. This means that the water you rinse ¥ilf can grab onto those oily soapy mixtures and dissolve them to

fWash them away.

(b) TN example.

Text with highlighted words

The Michelin Star system, established by fhe famous tire company of fie same name, is considered extremely prestigious in i restaurant
industry and highly coveted by chefs iid restaurateurs worldwide. This is because eaming even one Michelin star means recognition for the
quality find excellence of 4 restaurant's cuisine, service, Bfid overall dining experience.

The Michelin guide was originally created in 1900 as 3 way to encourage people to travel by car fiid buy more tircs. If fhe guide, Michelin
inspectors would rate local restaurants did hotels. Today. it has become & recognized authority on the world's best restaurants A is
considered one of the most influential restaurant guides in the world.

Restaurants are graded on & scale of one to three stars, with three stars being i ultimate recognition of outstanding quality &l culinary
‘mastery. To be awarded even one star, & restaurant must display exceptional quality in terms of ingredicnts, exccution, creativity, Bd
consistency. Two iid three-star restaurants offer an even more refined iid elevated culinary experience.

The Michelin inspectors, who remain anonymous &l operate independently of the Michelin company, visit restaurants anonymously Bid

(c) TP example.

Figure 4: Visualization of features extracted by LIME: Reddit domain, ChatGPT generator.
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H Examples of M4

Table 18: Data format of M4: English examples sampled across different domains and LLM generators.

Field Content

Language English
LLM Generator | CHATGPT
Domain Reddit ELI5S

Question

What happened to Henry II’s jousting opponent after accidentally killing him in 1559?

Human Henry died in a joust against the captain of his Scottish Guard, Gabriel, the Count of Montgomery.
The fateful run occurred at the end of a tournament day, after Montgomery had almost unhorsed
the king. Henry instead on another tilt. Montgomery’s lance struck the king’s helmet and
shattered, with a long splinter running through the king’s visor through his eye and into or
near his brain. The king initially survived injury, and was attended to by two of the most
celebrated physicians in Europe, Ambroise Paré and Andreas Vesalius. The queen, Catherine de
Medici, ordered four prisoners executed with wood driven into their brains so that the physicians
would have the chance to study the king’s wound in detail on the corpses. Despite this rather
extraordinary measure, the king deteriorated steadily. Vesalius’ personal account is consistent
with the development of meningitis or encephalitis. After 11 days, the king died. During these
11 days, Montgomery is supposed to have come to the king’s side, and asked to have his head
and right hand cut off in punishment. The king told him that he had jousted well and bravely
and that the accident was not his fault. Following Henry’s death, Catherine essentially ruled
through a series of three of her sons. Montgomery retired to his estate in Normandy. From there,
his history gets a bit complicated. He converted to Protestantism and took part in the religious
fighting in Bourges and Rouen that followed the St. Bartholomew’s Day Massacre in 1572. He
escaped to England and remained there for about a year, later returning to attempt to lead a
Huguenot insurrection in Normandy. He was captured by royal forces and executed in 1574.
Sourced, in part, “The Death of Henry II of France” Journal of Neurosurgery 12/1992

Prompt I will ask you a question. For this question, provide me more than 200 words answer in an
amateurish mediocre voice. Question: What happened to Henry II’s jousting opponent after
accidentally killing him in 1559?

Machine Well, let me tell you, it was quite a tragic event for both Henry II and his opponent Gabriel de
Montgomery. It all went down in 1559, during a jousting match at the Hotel des Tournelles in
Paris. Henry was an experienced jouster, but Montgomery was a newcomer to the sport, and
unfortunately, he was no match for the King’s lance. During one of their runs, Henry’s lance
struck Montgomery’s helmet, shattering it and sending a jagged piece of wood into his eye and
brain. The young man was rushed to a nearby hospital, but it was too late. He died just a few
days later, leaving behind a wife and children. As for Henry, he was devastated by the accident
and reportedly went into a deep depression. He blamed himself for Montgomery’s death and
was haunted by guilt for the rest of his life. He even imposed a penance on himself, vowing to
fast and do charitable works for the rest of his days. The incident also led to changes in the sport
of jousting. After Montgomery’s death, many rules were put in place to make the sport safer,
such as requiring jousters to wear full face and head protection. Overall, it was a tragic event
that had a lasting impact on the sport and on the King who inadvertently caused the death of his
opponent.

Language English
LLM Generator | CHATGPT
Domain Arxiv

Title

Polymer Quantum Mechanics and its Continuum Limit

Human A rather non-standard quantum representation of the canonical commutation relations of quantum
mechanics systems, known as the polymer representation has gained some attention in recent
years, due to its possible relation with Planck scale physics. In particular, this approach has been
followed in a symmetric sector of loop quantum gravity known as loop quantum cosmology.
Here we explore different aspects of the relation between the ordinary Schroedinger theory
and the polymer description. The paper has two parts. In the first one, we derive the polymer
quantum mechanics starting from the ordinary Schroedinger theory and show that the polymer
description arises as an appropriate limit. In the second part we consider the continuum limit of
this theory, namely, the reverse process in which one starts from the discrete theory and tries to
recover back the ordinary Schroedinger quantum mechanics. We consider several examples of
interest, including the harmonic oscillator, the free particle and a simple cosmological model.
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Field

Content

Prompt

Generate a 150-220-word abstract for work with title: Polymer Quantum Mechanics and its
Continuum Limit. Describe the results obtained, problem work attempts to solve, and the key
ideas and methodology in a formal academic and scientific writing voice. Use the first plural
person form. Use active voice.

Machine

In this paper, we investigate the continuum limit of polymer quantum mechanics. The aim of our
work is to better understand the quantum behavior of polymers and its relationship to the classical
theory. Our research attempts to clarify the nature of the continuum limit and determine the
correctness of the approximations made. Specifically, we study the connectivity of the polymer
strands. We find that a continuous path can be defined in the polymer configuration space, which
is essential for the polymer to display continuum behavior. We show that the approximation of
continuous randomness in the spatial variable can certainly be used when the polymer is stretched
out over a significant distance. For a coil-like polymer, our results demonstrate that its behavior
is non-classical. Our methodology involves a careful combination of intuition, formalism, and
numerical simulations. We evaluate a path integral representation of polymer quantum mechanics
in the continuum limit, and use numerical simulations to support our results. The ideas proposed
in this work are relevant to the understanding of the thermodynamic properties of polymers, as
well as to quantum computing and information. The findings of this work present a theoretical
framework for the investigation of other polymer properties that are still poorly understood.

Language
LLM Generator
Domain

English
DAVINCI-003
Arxiv

Title

Effects of Dirac sea on pion propagation in asymmetric nuclear matter

Human

We study pion propagation in asymmetric nuclear matter (ANM). One of the interesting con-
sequences of pion propagation in ANM is the mode splitting for the different charged states
of pions. First we describe the pion-nucleon dynamics using the non-chiral model where one
starts with pseudoscalar (PS) 7N coupling and the pseudovector (PV) representation is obtained
via suitable non-linear field transformations. For both of these cases the effect of the Dirac sea
is estimated. Subsequently, we present results using the chiral effective Lagrangian where the
short-distance behavior (Dirac vacuum) is included by re-defining the field parameters as done
in the modern effective field theory approach developed recently. The results are compared
with the previous calculations for the case of symmetric nuclear matter (SNM). Closed form
analytical results are presented for the effective pion masses and dispersion relations by making
hard nucleon loop (HNL) approximation and suitable density expansion.

Prompt

Rephrase the abstract of an article with title *Effects of Dirac sea on pion propagation in
asymmetric nuclear matter’.

’We study pion propagation in asymmetric nuclear matter (ANM). One of the interesting con-
sequences of pion propagation in ANM is the mode splitting for the different charged states
of pions. First we describe the pion-nucleon dynamics using the non-chiral model where one
starts with pseudoscalar (PS) 7N coupling and the pseudovector (PV) representation is obtained
via suitable non-linear field transformations. For both of these cases the effect of the Dirac sea
is estimated. Subsequently, we present results using the chiral effective Lagrangian where the
short-distance behavior (Dirac vacuum) is included by re-defining the field parameters as done
in the modern effective field theory approach developed recently. The results are compared
with the previous calculations for the case of symmetric nuclear matter (SNM). Closed form
analytical results are presented for the effective pion masses and dispersion relations by making
hard nucleon loop (HNL) approximation and suitable density expansion.’

Machine

The propagation of pions in asymmetric nuclear matter (ANM) is studied in this article. We
consider two approaches: a non-chiral model where the pseudoscalar/pseudovector coupling is
determined using non-linear field transformations, and a chiral effective Lagrangian incorporating
the short-distance behaviors known as the Dirac vacuum. In both cases, the consequences from
these approaches on the mode splitting of the charged pions are evaluated. Using a hard nucleon
loop approximation, accompanied by parameters deduced from a density expansion, closed-
form analytical results for the effective pion masses and dispersion relations are presented in
comparison to calculations for symmetric nuclear matter.

Language
LLM Generator
Domain

English
COHERE
Wikipedia

Title

Shed (deity)

Human

Shed was a deity from ancient Egyptian religion. Popularly called "the Savior", he is first
recorded after the Amarna Period. Representing the concept of salvation, Shed is identified with
Horus, particularly Horus the Child.
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Field

Content

Rather than have formal worship in a temple or as an official cult, he appears to have been a god
that ordinary Egyptians looked to save them from illness, misfortune or danger. He is shown on
the Metternich Stela as vanquishing danger in the form of a serpent, a scorpion and a crocodile.
The rise of “Savior” names in personal piety during the Amarna period has been interpreted as
the popular response of ordinary people to the attempts by Akhenaten to proscribe the ancient
religion of Egypt. Shed has also been viewed as a form of the Canaanite god Resheph. Shed
can be depicted as a young prince overcoming snakes, lions and crocodiles. Shed has been
viewed as a form of savior, a helper for those in need when state authority or the kings help is
wanting. The increased reliance on divine assistance could even extend to saving a person from
the Underworld, even to providing a substitute, and lengthening a persons time in this world.
In the New Kingdom Shed "the savior" is addressed on countless stelae by people searching or
praising him for help.References Egyptian gods Savior gods

Prompt

Write a Wikipedia article with the title "Shed (deity)", the article should at least have 250 words

Machine

Shed (deity) Shed is a deity in the sqlrunen mythos. Shed is described as a giantess, a daughter
of the primordial mother, Nott. In most traditions, Shed is a single entity, but in some traditions,
Shed is a collective of giantesses. Shed is the mother of the first race of giants, the primordial
beings of chaos and destruction. Shed mothered the giants through her mating with the primordial
god, Odin. In some traditions, the giantess Gunnlod or Hyr is described as the mother of the
giants, while Shed is described as the mother of the gods. Shed is the spouse of the primordial
god, Odin. Odin and Shed had many offspring, including the gods, the giants, the Lamonts, the
Magquas, the Frost Giants, and the Ice Giants. Shed is described as a beautiful giantess, with
golden hair, a beautiful face, and a beautiful body. She is said to have worn a long golden gown
and a gold crown. She is described as the most beautiful of all the giantesses. Shed is the goddess
of fertility and reproduction. She is also the goddess of the harvest. In some traditions, Shed is
also the goddess of war and death. Shed is the mother of the gods. She gave birth to the gods
through her union with the primordial god, Odin. The gods were born from her body, and she
nourished them with her milk. Shed is the protector of the gods. She is said to have fought
alongside the gods in their war against the giants. She is also said to have fought against the
dragons and the serpents. Shed is the goddess of the hunt. She is said to have accompanied the
gods on their hunting expeditions. She is also said to have provided them with food and shelter.

Language
LLM Generator
Domain

English
DAVINCI-003
Wikihow

Title

How to Buy Virtual Console Games for Nintendo Wii

Human

They are about $20 a card. Or, if you want to just buy points with your credit card, Skip down to
the section, With a Credit Card., You donf want people tapping into your Wii and stealing your
games, do you? On the back of the Wii Points Card, this same code can be found by scratching
out the grey section with a coin or similar. You will be informed if you entered an invalid (wrong)
code. Go back to the main Shop Channel menu now. Nintendo, from time to time, offers freebies
via a special channel called "WiiWare". There are over 50 games to list, so be patient if the
option you selected is taking a while to load. Donf forget to say you want to download to your
Wii, unless you want your classics transportable, for example if you plan to demo the classics
to a friend with a Wii. Nintendo added an animation to this process that shows Mario or Luigi
collecting coins. This is why you want a secure connection!, Note that a tax is added to your
purchase to comply with federal law.

Prompt

Please, generate wikihow article with length above 1000 characters from title "How to Buy
Virtual Console Games for Nintendo Wii‘ and headline "Find a few Wii Points cards from
game retailers like GameStop. Make sure your Wii is online and on a secure connection if
possible.,Open the Wii Shop Channel, and click Add Wii Points at the bottom right of your
screen after the channel finishes loading. Click "From Card". Now, your Wii should be asking
for a code with 5 segments, separated by dashes. Enter this code into the Wii now. After a few
prompts, you will have Wii points added to your Wii, which is what you use to purchase games.
Click "Virtual Console". Choose how you want the games to be displayed. Scroll through the
list for games that you want.Click on a game you want to play, And hit Yes on the confirmation
box. Wait while the game is downloaded. After you have bought the games you want to play,
go back to the Wii Menu. Select the new games you just bought, and start them like a regular
channel. Open the Wii Shop Channel, and click Add Wii Points. Click "With a Credit Card".
Key in your Credit Card Number. Let Nintendo authorize the purchase.,Go back to the Points
Card process above and skip down to Step 7.
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Content

Machine

How to Buy Virtual Console Games for Nintendo Wii Most people know that Nintendo$ library
of classic titles is available on the Wii platform through the Virtual Console. Playing these
games from years gone by is easy, but there are a few steps you have to take to purchase them.
Here$ what you have to do to buy Virtual Console games for your Nintendo Wii. Find a few Wii
Points cards from game retailers like GameStop. Youll find that most stores that carry video
games have them available, and you usually can select cards of different amounts. Choose the
ones that are going to give you what you need. Make sure your Wii is online and on a secure
connection if possible. Going online with your Wii allows you to access all the Virtual Console
titles that Nintendo has made available. To do this, select the Wii Icon from the main screen,
then go to the settings area, select the Internet tab, then go to the Connect to the Internet option.
Select an existing connection if you have one, or go through the Wii$ setup menu to make a new
connection. Open the Wii Shop Channel, and click Add Wii Points at the bottom right of your
screen after the channel finishes loading. On the next screen, you have two choices; one from a
card, or from a credit card. Click "From Card". Now, your Wii should be asking for a code with
5 segments, separated by dashes. This code is what you use to transfer the money you have to
the Virtual Console shop. Enter this code into the Wii now. After a few prompts, you will have
Wii points added to your Wii, which is what you use to purchase games.

Click “Virtual Console”. This option allows you to scroll through all the different games that
have been made available for the Virtual Console. Choose how you want the games to be
displayed. You can sort them alphabetically, or by genre, or even by release date. Scroll through
the list for games that you want. When you find one, click on it and you can see the details and
the cost of the game. Click on a game you want to play, And hit Yes on the confirmation box.
You then have to wait while the game is downloaded onto your hard drive. This will take a few
minutes, depending on the size of the game you want. After you have bought the games you
want to play, go back to the Wii Menu. Select the new games you just bought, and start them just
like a regular channel. If you want to add more funds to your Wii point wallet, go back to step 3.
But this time instead of clicking “From a card”, click on the "With A credit card" option. Key in
your Credit Card Number. Be sure that it is entered correctly, because many purchases from the
Virtual Console are automated and there are no refunds if you enter your number incorrectly. Let
Nintendo authorize the purchase. A few steps later you should be notified of the success of your
purchase, and you should now have more Wii points with which to buy more games. Go back
to the Points Card process above and skip down to Step 7. This is the step right after you have
verified that you have the points. Here, you can select a game, and start playing it. Now, you
know how to purchase and download games from the Virtual Console. Spend some time going
through the list, purchasing some of the classics like Super Mario and the Legend of Zelda, and
for a small fee, you can start playing them on your Wii. Have fun!

Language
LLM Generator
Domain

English
CHATGPT
Wikihow

Title

How to Workaround Damaged Laptop Display Hinges

Human

Especially check that the fishing line can be placed in a location which doesnf get too much in
the way of your normal use (heavy users of the mouse buttons or touchpad might have problems
here), and that there are locations more or less in the center of the laptop where gluing the Velcro
will not affect the use of the laptop (that no access doors or ventilation holes are sealed).

, Try to make the line of the two strips be as perpendicular as possible to the axis of the display
hinges.

, This can take 24 hours or even more. See the instructions for the particular epoxy you have
used. Donf confuse the setting time of the epoxy (which can be as quick as 5 minutes) with the
time until it reaches maximum strength.

, Actually, what is more important is that the length of the hooked strip totally utilize the glued
strips when the laptop display is open. Do not use the Velcro with an open display before the
glue has hardened to its maximum strength.

, Laptops with large or heavy displays may require gluing multiple strips of Velcro, or wider
and/or stronger Velcro (Velcro comes in a range of sizes and bonding strengths). The laptop in
the images has a 12.1" display.

, L used an "improved blood knot" for this. Instructions can be found in various places on the
Internet.

, If it is a bother, make the adhesive on the outside less sticky by touching it repeatedly.
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Content

Prompt

Please, generate wikihow article with length above 1000 characters from title "How to
Workaround Damaged Laptop Display Hinges’ and headline 'Read the entire article, and check
that your specific laptop can be repaired in the way presented., Cut two strips of the fuzzy Velcro
and round the corners (rounding the corners will make it less likely that the Velcro will detach
after gluing).,

Read the instructions for the epoxy glue; mix it and use it to glue the two strips of fuzzy Velcro,
one on the back of the display, and one on the bottom of the laptop, such that the two strips
are co-linear (in other words, the alignment of one strip, when extended, coincides with the
alignment of the other strip).,

Wait for the epoxy glue to harden fully.,Close the laptop display, and cut a strip of the hooked
Velcro more or less to the length required when sticking it to the two glued strips in their entirety.,
After the glue has hardened to maximum strength, check that the Velcro can now prevent the
display from falling into the closed position.,

Take the fishing line, and tie it into a loop which exactly encircles the laptop when the display is
open to the working position.,

Check that the fishing line loop is strong enough to prevent the display from falling into the fully
open position (fishing line comes in a variety of strengths, use a relatively strong line which will
not stretch under the load).,

Glue a small strip of two-sided foam tape (like used for mounting things) on the edge of the
laptop where the fishing line should rest.,

Optionally, you can use a plastic bag closure which has been notched (see images), in order
to more easily adjust the exact size of the fishing line loop (and therefore, the exact working
position of the laptop display).’

Machine

Have you ever experienced a damaged laptop display hinge? If so, you know how frustrating it
can be when your display doesn’t stay in the correct position. Fortunately, there’s a workaround
that you can use to fix this issue without having to replace the entire laptop hinge. This wikihow
article will guide you through the process of using Velcro and fishing line to strengthen your
laptop display hinges, keeping your display in the right position while you work.

1. Read the entire article, and check that your specific laptop can be repaired in the way presented.
Before getting started with any repairs, it’s important to read the entire article to make sure that
this method will work for your laptop model. Some laptops may have different hinge designs
that won’t be compatible with the Velcro and fishing line method we’re using here.

2. Cut two strips of the fuzzy Velcro and round the corners.

To begin the repair process, you’ll need to cut two strips of fuzzy Velcro and round the corners
of each strip. This will make it less likely that the Velcro will detach after gluing.

3. Glue the Velcro to the laptop display and bottom.

Next, mix your epoxy glue according to the instructions, and use it to glue the two strips of fuzzy
Velcro - one on the back of the display and one on the bottom of the laptop. Make sure that the
two strips are co-linear, meaning that the alignment of one strip, when extended, coincides with
the alignment of the other strip.

4. Wait for the glue to dry.

After gluing the Velcro to the laptop, you’ll need to wait for the epoxy glue to harden fully. This
may take several hours, so be patient and allow the glue to dry completely.

5. Cut a strip of hooked Velcro to length.

Once the glue has dried, close your laptop display and cut a strip of hooked Velcro more or less
to the length required when sticking it to the two glued strips in their entirety.

6. Check that the Velcro can prevent the display from falling into the closed position.

After the glue has hardened to maximum strength, check that the Velcro can now prevent the
display from falling into the closed position. If it’s still loose, you may need to repeat steps 3-5
with stronger epoxy glue and larger strips of Velcro.

7. Tie a fishing line loop around the laptop.

Take the fishing line and tie it into a loop which exactly encircles the laptop when the display
is open to the working position. Be sure to check that the fishing line loop is strong enough to
prevent the display from falling into the fully open position.

8. Glue foam tape to the laptop edge.

To finalize the repair, glue a small strip of two-sided foam tape on the edge of the laptop where
the fishing line should rest. Optionally, you can also use a plastic bag closure to adjust the exact
size of the fishing line loop and the working position of the laptop display. With these simple
steps, you can work around damaged laptop display hinges and fix the issue without having
to replace the entire hinge. Keep in mind that this repair method may not work for all laptop
models, so be sure to check if your laptop can be repaired in this way before getting started.
Good luck!
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Content

Language
LLM Generator
Domain

English
CHATGPT
PeerRead

Title

Bridge Text and Knowledge by Learning Multi-Prototype Entity Mention Embedding

Abstract

Integrating text and knowledge into a unified semantic space has attracted significant research
interests recently. However, the ambiguity in the common space remains a challenge, namely
that the same mention phrase usually refers to various entities. In this paper, to deal with the
ambiguity of entity mentions, we propose a novel Multi-Prototype Mention Embedding model,
which learns multiple sense embeddings for each mention by jointly modeling words from
textual contexts and entities derived from a knowledge base. In addition, we further design
an efficient language model based approach to disambiguate each mention to a specific sense.
In experiments, both qualitative and quantitative analysis demonstrate the high quality of the
word, entity and multi-prototype mention embeddings. Using entity linking as a study case, we
apply our disambiguation method as well as the multi-prototype mention embeddings on the
benchmark dataset, and achieve state-of-the-art performance.

Human

- Strengths: Good ideas, simple neural learning, interesting performance (altough not striking)
and finally large set of applications. - Weaknesses: amount of novel content. Clarity in some
sections. The paper presents a neural learning method for entity disambiguation and linking. It
introduces a good idea to integrate entity, mention and sense modeling within the smame neural
language modeling technique. The simple training procedure connected with the modeling
allows to support a large set of application. The paper is clear formally, but the discussion is not
always at the same level of the technical ideas.

The empirical evaluation is good although not striking improvements of the performance are
reported. Although it seems an extension of (Yamada et al., CONLL 2016), it adds novel ideas
and it is of a releant interest.

The weaker points of the paper are:

- The prose is not always clear. I found Section 3 not as clear. Some details of Figure 2 are not
explained and the terminology is somehow redundant: for example, why do you refer to the
dictionary of mentions? or the dictionary of entity-mention pairs? are these different from text
anchors and types for annotated text anchors? - Tha paper is quite close in nature to Yamada et
al., 2016) and the authors should at least outline the differences.

One general observation on the current version is: The paper tests the Multiple Embedding
model against entity linking/disambiguation tasks. However, word embeddings are not only
used to model such tasks, but also some processes not directly depending on entities of the KB,
e.g. parsing, coreference or semantic role labeling. The authors should show that the word
embeddings provided by the proposed MPME method are not weaker wrt to simpler wordspaces
in such other semantic tasks, i.e. those involving directly entity mentions.

I did read the author’s response.

Prompt

Write a peer review by first describing what problem or question this paper addresses, then
strengths and weaknesses, for the paper: title

Machine

s

The paper ”Bridge Text and Knowledge by Learning Multi-Prototype Entity Mention Embedding’
proposes a new method for utilizing external knowledge sources to improve entity detection and
disambiguation in natural language processing tasks. The authors specifically address the issue
of how to effectively incorporate large-scale knowledge bases such as Wikipedia into existing
machine learning models.

The strengths of this paper are its clear and concise explanation of the proposed methodology, use
of established evaluation metrics, and consideration of potential limitations and future directions.
The authors provide a detailed description of their multi-prototype entity mention embedding
(MPEME) approach, which includes the use of different prototypes to represent entities with
multiple meanings in Wikipedia. They evaluate their approach on two established datasets and
demonstrate improved performance compared to baseline models. Additionally, the authors note
potential limitations of their approach such as the requirement for large knowledge bases and
potential bias in the selection of prototypes.

One weakness of this paper is that it assumes knowledge bases such as Wikipedia are compre-
hensive and reliable sources of information. There is a growing body of research showing that
knowledge bases can contain errors or biases, which may affect the accuracy of this approach.
The authors acknowledge this issue but do not offer a solution, which limits the generalizability
of their findings. Additionally, the paper provides limited discussion on how this approach
can be scaled up for larger knowledge bases, which is an important consideration for practical
applications.

Overall, the paper provides a valuable contribution to the field by addressing an important
challenge of incorporating external knowledge sources into NLP models. The proposed MPEME
method shows promise for improving entity detection and disambiguation, but further research
is needed to fully explore its potential and limitations.
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Field | Content

prompt Write a peer review by first describing what problem or question this paper addresses, then
strengths and weaknesses, for the paper title, its main content is as below: abstract

Machine | In this paper, the authors tackle the problem of ambiguity in entity mentions when integrating

text and knowledge into a unified semantic space. Specifically, they propose a Multi-Prototype
Mention Embedding model that learns multiple sense embeddings for each mention by jointly
modeling words from textual contexts and entities from a knowledge base. They also design
an efficient language model-based approach to disambiguate each mention to a specific sense.
The authors evaluate their proposed model on a benchmark dataset for entity linking and report
state-of-the-art performance.

Overall, the paper presents a well-motivated, well-executed, and well-evaluated solution to
a relevant research problem. The main contributions of the paper are the Multi-Prototype
Mention Embedding model and the efficient language model-based disambiguation approach.
The authors clearly describe the model and how it addresses the problem of mention ambiguity.
The evaluation of the model is thorough, including both qualitative and quantitative analyses.
One of the strengths of the paper is the use of a benchmark dataset, which allows for fair
comparison with previous approaches. Additionally, the authors provide detailed explanations
of the implementation and evaluation of their model, making the paper easily replicable. The
experiments demonstrate the high quality of the word, entity, and multi-prototype mention
embeddings produced by the proposed model.

However, there are a few weaknesses in the paper. While the evaluation of the proposed method
is thorough and convincing, it would have been beneficial if the authors had provided more
in-depth analysis of the results to show exactly where and why their method outperforms previous
approaches. Additionally, the paper would have benefited from a more detailed discussion of the
limitations and potential future directions of the proposed method.

Overall, the paper is a strong contribution to the field of entity linking and the integration of
text and knowledge into a unified semantic space. The proposed Multi-Prototype Mention
Embedding model and the efficient language model-based disambiguation approach provide a
promising solution to the problem of mention ambiguity.
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Table 19: Examples generated by BLOOMz across different domains.

Field | Content

Domain | Wikipedia

Title ‘ Edgehill, King George County, Virginia

Human Edgehill is an unincorporated community in King George County, Virginia, United States. The
main roads in Office Hall are U.S. Route 301 and Virginia State Route 205.
References
Unincorporated communities in Virginia
Unincorporated communities in King George County, Virginia

Prompt \ Generate an abstract for a Wikipedia article with a title: ”{title}”. Abstract: \n

Machine | The Town of Edgehill is located in the U.S. state of Virginia within King George County and part
of the Richmond Metropolitan Statistical Area (MSA). The population was 4,941 at the 2010
census. It lies along Interstate 81 approximately 20 miles south-southeast of Richmond on the
north bank of the James River. Edgehill has been designated as one of three National Historic
Landmarks by the United States Department of Interior because it served as headquarters to
General Robert E. Lee during the American Civil War.

Domain | WikiHow

Title | How to Cure Toenail Fungus Inexpensively and Quickly

Human Diabetic persons should treat fungi under a doctors supervision.;
, Soak for 30 minutes each night (or up to two or three times per day — if you are desperate). Do
this for a week or two (for more economy consider saving and reusing the mixture of vinegar-salts
for soaking repeatedly, if your feet are clean each time, and freshen it up with a little new vinegar
and Epsom salts.)
If youd like, you could filter it through old tee shirt material to remove settled out salts, etc.
, Begin killing it the first time, and continue about a week or several weeks, depends on depth
and extent of infection.
, If it is too sore, wait a few sessions before removing nail debris, loosened dead skin.
If the nail is very thick, file and scrape it to be very thin, gently, without injuring yourself, to
allow the vinegar mix to penetrate more effectively.
, Air dry your feet, if you have time. The fungus really love moist skin, damp soaks/shoes and
nails, allowing toenail fungus to get its "foothold" originally or repeatedly.

Prompt Write a WikiHow article content given a title and a headline. Use approximately 300 words.
Title: {title} Headline: {headline} Article content:

Machine | This method has been used for years by many people who suffer from foot-nail fungus. It

works well because both salt and vinegar are natural disinfectants that kill bacteria and other
pathogens; they also help loosen the hardened layers around infected areas. The warm water helps
dissolve the salt crystals which then act like an abrasive cleansing agent against the affected toe.
Vinegar contains acetic acid which kills most types of mold spores including those responsible
for athlete’s foot. This treatment will not work immediately but over time should remove the
infection causing the nail to become detached naturally. If there... is no improvement within
three months consult a doctor....

To prepare the solution mix together equal parts of baking soda and hydrogen peroxide using
enough liquid soap to create bubbles. Add some drops of tea tree oil Mix everything together in
a bowl creating thick paste-like consistency. Apply directly onto the infected nail. Cover with
bandage overnight. Remove next morning. Rinse away with cool water. Do twice each day for
at least 2 weeks. You may need longer depending upon severity of infection. Keep doing this
even though new growth appears underneath old nail. Be patient!
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Table 20: Examples of other languages across different domains by ChatGPT and davinci-text-003.

Field

Content

Language
LLM Generator
Domain

Arabic
CHATGPT
Wikipedia

Title

)

Human
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Prompt

This is a sample Arabic Wikipedia summary section for the title “{J=~":
ALy (e s ally sl ST cide s ally Jdl ol (il medly 053]
Ol Las e L2 A1 Lladl WL &0 aaly ) e &, o OU#
bram oty b d o)l Y o fBYD (o Gam s SUVL Al 2, 5 g ey
Bl Lt AT ‘a;x RGP E W gl 0 oKy Lo ad &,;{;‘\n
ol e &\.’e.,\.Uj Jal sugae 3L Lo sl QK...‘JB ‘@’_‘.M Lj Lae logd L")\?LWJ‘
o ove o 5T g (Jldl e H e e e sl G iy
s 538 Lo oty 31 a0 Sblsed] o Sl a5 WL 86 5 s
" ) s L""‘;J Al gzl Oy 5;&?” N
55 Samlyll a3l el gLl oKe Y gl de sk 308 05y o)) e 523 4SS
Al Al G b ogas Jole de AT s g5 L 90 5 2 Y
¥ e teally B L Jas (oW1 0 Bla3) Saste 51 55 Oy ol
f“-.'“ sy HlAN d s jaiss Gy lale lewa 055 i Y] Gty L) 005
3o Vo § ams S Y5 AT Jlndl (L3 ¥ LBl olyd] o
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Content

sty Banly iy (it sk et e WL W 5 Y b D)
Al ) 0L s J o Qi Qﬁﬂij dagas o gbf\tl u‘t.;,,u\ FeBA]
Sy Xs 0 elldg LS e Liabl Juaily § jlal LB LhS e Bl Jlaedl e
Bamly 30 Y Gaf Y wasS U Bile Ll 1A 5l

2 et U1 Ol | ae el Yy k| il e b 3 Jnd

ool T Gake Bl A2 o B sk wlol L suely o
Lpad oo Tl eli3g Lllayy Lelg3 Suslan U (om0 ol o K2 Lo 0550 Gl
b gkl e ol gl SLIl i e i sl KT oLl
o P e s g ) sl S L b s e 5, i ol
g BN g it bl S p olay BAe ] 1P

Gyl ety sl ole Ky Lho 535 anl) aly pat Olse> LU Ll

YU ) e P G iy et J) p il Bl o) el e Y15 Y
ol Jan e T olid] Sl il e il e O}\ SR
s Bad i gas GBIy ) sl

Using similar formatting and style, write an Arabic Wikipedia summary section for the title
" é{:.“i,”. The summary should at least have 250 words

Machine

Loy o DLl 835509 Lipasty Bpie Slalys plasial fe poid Lele 2oL, o i)
g sk 3 Ll ) el A sl ! Wl G cleadl! Jomd ime arilsy
eS| e YL T w5 de e oy o Al o B BT 5 sasd] LY
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LLM Generator
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Russian
DAVINCI-003
RuATD

Human

JeHb ObLI MOCBSIIEH NPA3/IHUKY HA «JIMHUU JIBUXKEHUs» €ro CbhlHa. ['HeTyiiee ocra-
JIOCH BIIEUATJIEHHME OT HEKOTOPBIX (OT Tpex JIMI[) siBHO U (OJHO M3 HMX) aaxke oopM-
JIEHHO TPHUOJIM?KEHHOT'O K €ro 2KH3HH C OCOOBIMM IIpaBaMU Ha OJIM30CTh. YTalllaio
BCIIBIXHYBIIYIO MOTPEOHOCTD CYIUTh U OCYXKJIATh OIHY KEHIIUHY W OJHY MY?KCKYIO
dburypy, ux JInna, 1y1a3a, BbIPaXKeHus, MaHePbl CMOTPeTh, TOBOPHUTH, nBurarbest. Ocra-
JIOCH GOJIBHBIM MECTOM TOJIBKO HCKaKEHHOE MX IIPUCYTCTBHEM M TOHOM OTHOIIEHHUE K
HUM TJIaBbI JjoMa. 2KeHa 1 MaThb ee, 1 MECTO, KAKOe OHM 3aHsIJIM B OOHOBJIEHUU BHEIII-
HEro U BHyTpEeHHero juKa Mropsi, Xouercst BepuTh, He CMOI'YT B IVIABHBIX Y€PTax JIUKA
€ro BHYTPEHHEl >KU3HU BHECTH U3MEHEHHE B CTOPOHY Pa3pyIIUTEJbHYIO WU 3aCTOM-
Hyto. Brenrre obserdar u npuykpacar »ku3Hb. OHU SIMOYKYU B YJIbIOKE »KEHBI HA €€
JIeBUYECKU-CBE2KEM JIUIE, IIPU TBEPJAOM JO YKECTKOCTH B3IJISIIE $ICHBIX CEPBIX IJIa3,
JIeJIAIOT IIOHATHOM ee NPUBJIEKATEIHLHOCTD ISl MSTKOCEPJAEYHOr0, HO B KaKOM-TO da-
CTH CBOEro CyIIECTBA yIPIOMOro MyxKa. BermoMHUIOCH, Kak 4 rojia ToMy Ha3aJ1 [OCIe
3HAKOMCTBa €r0 C OJIHOI KpacuBoii, B Bo3pacTe Mexkay 30-40 romamu, >KeHITUHOM, KO-
TOpast KAPTHHOI JYIIIEBHOIO MUPa U B3IVISIIOM Ha XKU3Hb, [I0-MOEMY, JI0JIKHA ObLia 6b
pa30yauTh uHTEpeC K cebe y Mropsi, oH corsiacuicst co MHOIA, 9TO «OHA, IO-BUIUMOMY,
xoporruit gesoBek». Ho Tyt xe nmpubasuia: — Pa3se Bbl He BumuTe, Tets Basa, 4To
MHe JIydIlle BCero OJHOMY, KaK s Telepb *KUBY. JIMKO ¥ OCKOPOUTEILHO IPEJICTaBUTh
cebe BOT B 9THX CTEHAX KAKYIO-TO JAPYTLYIO YKEeHy, KpDOMe TO¥, KOTopas y MeHs OTHATa,
CMEpPTBIO.

Prompt

[Toxkauyiicta, mepedopMyIupyiiTe STOT TEKCT, YTOOBI OH comeprkast 6osee 1000 cum-
BoJioB. Tekct: ’/leHb ObLI MOCBAIIEH NPAa3JHUKY Ha <«JIWHUW JIBUXKEHUsS» €r0 ChIHA.
THeTymee ocTanoch BIEYATIEHAE OT HEKOTOPBIX (OT Tpex JIuil) SBHO U (OJHO M3 HUX)
nake 0POPMIIEHHO IPUOJINKEHHOIO K €ro YKU3HU C 0COOBIMU IIpaBaMu Ha OJIN30CTh.
Vralaio BCHBIXHYBIILYIO HOTPEOGHOCTb CYJAUTh U OCYXKJATH OJHY KEHIIUHY U OJHY
MY2KCKyI0 DUIYpY, UX JIAIA, [JIa3a, BBIPAXKEHNs, MAHEPbl CMOTPETh, TOBOPUTh, JIBU-
rarbes. Ocranaoch GOIBHBIM MECTOM TOJBKO UCKAYKEHHOE WX IIPUCYTCTBUEM U TOHOM
OTHOIIIEHNE K HUM IVIaBBbI jjoMa. 2)KeHa U MaThb ee, 1 MECTO, KAaKOe OHU 3aHSIN B OOHOB-
JIEHUW BHEIHErO W BHYTPEHHEro JukKa Vropsi, Xouercs BepUTh, HE CMOTYT B TJIABHBIX
gepTax JIMKa ero BHyTPEHHEH »KU3HU BHECTH M3MEHEHHE B CTOPOHY Pa3pyIINTEIbHYIO
wim 3acToiinyio. Buentne obsierdar u npuykpacar Ku3ib. OJHU IMOYKM B yIIbIOKE
JKEHBI Ha €€ JIEBUYECKHU-CBEXKEM JIUIE, IIPU TBEPJOM JI0 YKECTKOCTH B3IVISIE SICHBIX
CEpBIX IVIa3, JEJAI0T MOHATHONW €e MPUBJIEKATEIbHOCTD JJIsi MITKOCEPAETHOr0, HO B
KaKO#-TO YaCTH CBOEro CyIeCTBa yIpPIOMOro Myzka. Bemomumiiocs, kKak 4 roga Tomy
Ha33/1 II0CJIe 3HAKOMCTBA €ro ¢ OJHON KpacuBoii, B Bo3pacte Mexay 30-40 romamu,
2KEHIIUHOM, KOTOpasi KAPTUHOM JIyIIEBHOI'O MUPa U B3IVISIOM Ha YKU3Hb, 10-MOEMY,
no/KHA ObLa OBl pa3dbyanTh nHTEpec K cebe y Mropsi, oH cormacuicsa co MHOM, 9TO
«OHA, TI0-BUIMMOMY, Xopomuii YesoBek». Ho TyT ke npubasuii: — Pa3Be Bbl He BuuTe,
Terst BaBa, 4T0 MHe JIydIile BCEro OJHOMY, KaK f Telepb *KUBY. /IUKO U 0CKOPOUTEIHHO
npescTaBuTh cebe BOT B 9THX CTEHAX KaKyIO-TO JIPYTyIO »KeHy, KpOMe TOi, KoTopas y
MEHsI OTHATA CMEPTHIO.’
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Field

Content

Machine

Jlennb mpa3aHUKa OBLT MOCBSIIIEH MyTH aBuKenusi ropsi, ero ceiia. Barism, KoTopbiM
ero cyp0a ObliIa OKpallleHa, ObLT BJIACTHBIN, & K MUMOJIETHBIM ITpaBaM Ha 0JIM30CTH ObLIT
JaH oUIHAIbHBIN cTaTyc. 2Keanne CyauTh U OCYKIaTh Mapy, BUIAMO, KOMIIJIEKCHOE,
TaK KakK Cpa3y TPOe - MyXKUMHA, *KEHIUHA U B KAKOW-TO Mepe JeTH, 3aHUMAIOTCS
6pakoHbepcTBOM. /lake OGpyTabHOE OTHOIIEHNE IVIaBhI IOMa K HUM HE MOTJIO HCKA3UTh
Gouiee-MeHee HOpMaJibHOE HacTpoeHue.Oaep:KUMOCTh YKEHbI, €€ CBEXKECTh, JEeBUYbsI
VJIBIOKA € SIMOYKAMU Ha JINIE, & TAKYKe TBEP/bIN B3TJ/Isi]] CEPBIX IUIa3 OYEeHb MPUBJIEKIIA
MSATKOCEPJIEYHOr0, HO 3acTapeBiiero My»a. Haza Bcnomamim, kak 4 roga Hasaj OH
BCTPETHUJICST C KpacaBUIlEll, KOTOpasl JIOJIZKHa, Obljia MPUBJIEYh €ro WHTEPEC, 10 MHEHUIO
Urops, B nymesnom Mupe u upejcrasiennu xku3uu. OHako, oBiajienue coboit ObLI0
CTOJTb CHJIBHO, YTO OH JIOIIIEJI JI0 TOTO, YTO «JIyUIlle JIJIsi HETO YKUThb B OJIMHOYECTBE,
4eM MPEJICTABIIATE cebe JAPYTyIo KeHy BHYTPH 9THUX YE€PTOBBIX cTeH». Jlaxe ceiiuac
MOCJIe TTOTEPU YKEHBI, Ubsl MAMSITh MPUYKPACUT U OOJIErYuT »Ku3Hb VIropst u ero chiHa,
JI0 Pa3pyIIUTEbHBIX, MOXKHO JOra/IblBAThCS, JIA 3arHYTHIX XO/OB, OHU HE JIOBOJIATCH.

Language
LLM Generator
Domain

Russian
CHATGPT
RuATD

Human

PerynupoBanue rpaocTponTeIbHOM IEATEIBHOCTA HA TEPPUTOPUN MYHUITUITATHHO-
ro obpasoBanus ceso Heia (manee — MyHHMIMIIaubHOe 06pa3oBaHue) JIOJXKHO OCYy-
MIECTBJIATHCA B COOTBETCTBUU C OCHOBHBIMU IPHUHITAIIAME 3aKOHOJIATEIHLCTBA O T'PAJ0-
CTPOUTEJILHOMN JesTe/IbHOCTH, HAlIpABJIEHHBIMU Ha YCTOHYMBOE pa3BUTHE TEPPUTOPUH,
CO3/TaHMe YCJIOBUMN JIJTsT IPUBJICIEHUSI MHBECTUINHN U aKTUBU3AIUN CTPOUTETHCTBA, POp-
MHPOBAHHE SKOJOTMYECKU Oe30IaCHOM, 6JIArOIPUATHON CPEIbl KU3HEEATEeIbHOCTH,
KOMILIEKCHOE U 3D PHEKTUBHOE PA3BUTHE COIUAIBLHON, MTPON3BOICTBEHHOMN, NHKEHED-
HO#l U TPaHCIOPTHOH MHGMPACTPYKTYPHI, OEpezKHOE IIPUPO/IONIOIBL30BAHNE, IOBBIIIIEHIE
YPOBHS apXUTEKTYPHO-XY/I0?KECTBEHHON BBIPA3UTEILHOCTU 3aCTPOVKU MYHUIIMIIAIb-
HOro oOpa30BaHMUs, HA OCHOBAHUH yTBEPIKJEHHBIX JIOKYMEHTOB TEPPUTOPHUAIHLHOIO
IJIAHUPOBAHUST ¥ TPAIOCTPOUTEILHOIO 30HUPOBAHUsI, & TAKXKEe JOKYMEHTAIUU TI0 T1Ia-
HUPOBKE TEPPUTOPUU.

Prompt

Iloxamnyiicra, nepedpopMyaupyiiTe 9TOT TEKCT, YTOOBI OH cojepzkaa bosee 1000 cum-
BosioB. Tekcr:’PeryupoBaHue rpajoCcTpOUTENBHON AeITEILHOCTH HA TEPPUTOPUU
MyHHITUIAIBHOrO ob6pasoBanus ceso Hoima (nanee — MyHununansHoe o6pa3oBaHme)
JIOJIZKHO OCYIIECTBJISITHCSI B COOTBETCTBUY C OCHOBHBIMU IPUHIIAIIAMUA 3aKOHOIATE b~
CTBa O IPAJIOCTPOUTETBHON AeATETFHOCTH, HATPABICHHBIMI HA YCTONYINBOE Pa3BUTHE
TEPPUTOPUU, CO3IAHUE YCIIOBUIA JJIsl IPUBJIEUEHNUS] MHBECTUIIUN ¥ aKTUBU3AIMKA CTPOU-
TeJIbCTBA, (POPMUPOBAHNE SKOJIOTUIECCKH OE30MIACHO, OIATOIIPUSTHON CPE/Ibl XKU3HEe-
SATEJIBHOCTH, KOMILIEKCHOE U 3(P(PEKTUBHOE pa3BUTHE COIUAJBHON, TPOU3BOICTBEHHOIA,
WHKEHEPHO! M TPAHCIOPTHONU MHAMPACTPYKTYPHI, 6€peKHOe MPUPO/IONIOIb30BAHIE,
[OBBIIIIEHUE YPOBHS apPXUTEKTYPHO-XYI0XKECTBEHHON BBIPA3UTEILHOCTH 3aCTPONKHI
MYHHUIIUTATBHOTO 00PAa30BaHNsl, HA OCHOBAHUU yTBEPKIECHHBIX JOKYMEHTOB TEPPUTOPU-
JIBHOTO IJIAHUPOBAHUS U M'PAJIOCTPOUTEILHOIO 30HUPOBAHUSI, & TAKXKe JOKYMEHTAIINN
110 TIJIAHUPOBKE TEPPUTOPUH.’

Machine

Mynununanbaoe obpasoBanne cesio Hplia TO/2KHO perysimpoBaTh CBOIO I'DaJ[OCTPOU-
TEJIbHYIO JIEATEJIbHOCTh B COOTBETCTBUU € 3aKOHOJIATE/ILCTBOM O TPAJIOCTPOUTEIIHLCTBE.
OTHU 3aKOHBI HAIlpaBJIEHbI HA YCTOWYNBOE Pa3BUTHE TEPPUTOPUU U CO3JaHUe 0O6CTa-
HOBKH, CIOCOOCTBYIOIIEH WHBECTUIMSAM U AKTUBU3AIMYU CTpouTebcTBa. OHU TaKKe
CTaBAT IeJIbI0 COOPMHUPOBATH IKOJOTMIECKH 0OE30I1acHYI0, OJIATONPHUSTHYIO CPELy
JKU3HEIESITEJIbHOCTU U PA3BUBATh BCIO MHAMPACTPYKTYPY, KAK COIUAIBHYIO, TaK U
IIPOU3BOJICTBEHHY0, NHXKEHEPHYIO U TPAHCIOPTHYIO. [IoMrUMO 9TOro, OHU JOIKHBI
GeperXKHO UCIOJIB30BATh PECYPChI MIPUPObLI U IOBBIIIATH YPOBEHb apXUTEKTYPHOMN
IKCIIPECCUU B YEPTEKAX CBOUX IOCTPOEK.

My#nurunaasnoe 00pa3oBaHue IOJKHO UCIOIb30BATh YTBEPXKICHHBIE JOKYMEHTHI 110
TEPPUTOPHUAJTBHOMY IJIAHUPOBAHUIO ¥ I'PaIOCTPOUTEIHHOMY 30HUPOBAHUIO, 8 TAKXKe
JOKYMEHTAITUIO TI0 TIAHUPOBKE TEPPUTOPUN. DTHU IPABUIIA PETYIUPYIOT PA3IUIHBIE
acCIleKThl I'PaJOCTPOUTEIILCTBA, TaKWe KakK Macimrad U BBICOTA 3JaHMl, OTKPBITHIE
MIPOCTPAHCTBA, IMEIIEXOIHbIE U TPAHCIOPTHBIE MapPIIPYThI, 3€JIEHbIE HACAXKICHUS U
MHOTO€ JIpyTOe.

MecTHbIe BIacTu J0KHBI 3a00TUTBCS O TOM, YTOOBI IPAIOCTPOUTETHCTBO OBLIO I DEK-
TUBHBIM U KOMILIEKCHBIM, YYUTBIBAs PA3JIMIHbIe TIOTPEOHOCTU T'PAXK/JIaH B JOCTYITHOM
Kunbe u nHpacTpykType. OHI TaKXKe JOJIZKHBI YJIEISITh OOIBIITOe BHUMAHNUE YKOJIO-
IUYECKOM YCTONYMBOCTH U COXPAHEHUIO OMOpa3HOObpa3usi.

B menom, 31ech Tpebyercst cbaraHCHPOBAHHOE TOAXO/ K TPAJOCTPOUTENBCTBY B MYHI-
IUTIAJIBHOM 00pa30BaHUM, NCKPEHHEe B3aNMOJIEHCTBHE ¢ 00IecTBoM U 3 deKTuBHOE
WCIIOJIb30BAHUE PECYPCOB, YTOOBI CO3/IATH OJIATONMPHUSITHYIO U YCTOWIUBYIO CPEIy JJIst
JKU3HU.
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Bulgarian
DAvINCI-003
Bulgarian True & Fake News

Title

Ckanzgan! PJIHCK nparu 6arep na maxa 6yHUTe Ha Hail-CK'blMs IJIaK B Bbjrapus

Human

28 Mapt 2017, Bropauk Asrop: Usan KOJIEB, cauvku: T'eopru PYCYEBUBunara e
TSCHA, AKO TW HsMa OyHHUTE ILUIAXK'bT Il U39e3He, aJlapMUPa CTONAHUH'BT HA IIJIAXKa -
»ZAkpa muno’Barepu, npareau or PIIHCK Byprac, Ta3u cyrpun ,3axanaxa” asere GyHu
Ha KbMOUHT ,Jepromoper;”. OT cTponTesiHUs HAA30D TBBP/AT, Y€ ChOPbIKEHUATA Ca
HE3AaKOHHU U TpsibBasIo ma Obaar npemMaxHaTu. MalmHuTe ca CIIpeHn ¢ KUBa BEPUTa OT
15-uHa aymm u B MOMEHTa, ce O4akBa noJsunusTa., Hsama ma 1omycHeM ga mporbiKar.
Ako ce npemMaxHaT OyHHUTE 3a €UH MECEI] Ie U3Ye3He NEJUIT IIax’, Ka3a eJuH OT
nporecrupaiure npen Garman.6r.Ham penoprep ce cBbp3a U ¢bC CTONAHUHA Ha
wraxka — Oyprackara dupma ,Axpa auno”’ OO/, kosTo uMa 5-roauiieH 0roBop 3a
MBUIATA U [LJIAINA HAN-CK'bIIUS IUIa2KeH HaeM B Bbirapust — mo 107 xwir.sieBa Ha rojausa
3a M3KJIIOYUTETHO MaJjKa o OT KOMIIaHUSTa OCTaHAXa M3HEHATAHU OT JeHCTBUITA
Ha CTPOUTEJHM Ha310p. ByHuUTE ca TaM 0T MHOI'O I'OIMHY, CIUPAT CBJIAYUIIHUS IIPOIIEC
U OCUTYpAT ILIaXKHA MBUIA, Makap u MHoOro Tacua.Camo npeau ceamuna ot ,Axkpa
0" ca IJIATUIA HAKyl HaeMHaTa reHa 3a 2017 rojauna, a cera ako 6'b/1aT IpeMaxHATH
Oynure 1me ocTtaHaT 6e3 mrax.CKaHIAIbT IIe MMa MEeXKIYHAPOJEH OT3BYK, 3amoTo 500
PYCKH ceMefcTBa UMAT YKUJIUIIA B HEIIOCPEICTBEHA, OJIM30CT /10 KbMIUHT ,,JepHOMOperr’
¥ ca THM 3aKyNWIN 3apaji TOBa, e TJIaK'bT UM € CaMO Ha HSIKOJKO MeTpa.ToBa e apyra
OT MAIIMHUTE, KOsITO 1€ YIACTBA B aKIUsITA 10 paspyliaBanero Ha Oynure,Hue cme
U3PSITHY IIATIIN, HAEJIA CMe TIJIayKa B TOBA ChCTOSIHUE OT JbpyKaBaTa U JI0 Ta3W CYTPUH
cMsATaxMe, 9e BCHYKO e u3psmaHo. He cme mocraBsiiu moj chbMHEHUE, Y€ JIbpKaBaTa
HU € OTJaJja IO/, HaeM IJIaXK C He3aKOHHUW OyHU’, Ka3a eJWH OT COOCTBEHUIIUTE HA
dupmara Muaen dukos npex Prarman.or.llpunomusmMe, 1e MuHaIaTa rOIUHA, CHIIO
UMAaIllle MHOTO MPOOJIEMU C TO3M ILTaXK. B ocHOBaTa GsiXa OTHOIEHUATA ChC CTapUSs
cromamun na msunara (BU2K HAIITATA TEMA B PA3BBUTUE)OYAKBAUTE
IIO/IPOBHOCTMH! B kareropuun: Coszomnost

Prompt

Moutsi, renepupaiite crarus ¢ abikuaa Hagd 1000 cumBosna u 3arsiasue "Ckanmad!
PIHCK mnpatu 6arep ma maxa OyHHTEe Ha Hali-CK'bIus maK B bbarapus"

Machine

Ckanman! P/JIHCK nparu 6arep na Mmaxa OyHUTe Ha Hall-CKbINS IJ1aXK B Bbirapus
B To3u momenT, Hait-BucokoTo 610po B Bbarapus 3a paspeinaBame Ha CIIOPOBE MEXKITY
IJIaBATEJTHH KJIyOOBE W MApTHBOPUTE WM IPeIINphe HEIO HeOYaKBAHO. PedHUKBT
Hbpxasen Hanzop na crangaprure (PIIHCK) usnparu 6arep ga maxse 6yHuTe Ha
Hall-cKbIus iax B Bwirapus - Golden Sands.

Bynura e B Basruiickoro mope, B 6uiuzoct g0 Bapna. ITo nenssecrau npuaunu PJTHCK
pelnu jia 3amovHe jia Maxa OyHU, a IIPU TOBa MPHUBJEYe MHOTO HEOOUYANHO MHTEPECHU
JeTanan.

Axko ce cemare 1o-106pe, To ocsen ToBa, ye PIIHCK paspemu maxanero Ha OyHUTE HA
Golden Sands, Toit mopbua fga ce u3TpUAT OYHUTE OT APYTHUTE IIaK0Be B bbirapust
B cbIoTo BpeMe. Tosa e mpasmiio, koero P/JIHCK we ciiegsa npeau ToBa U KOETO
Cb3/1a/le MHOTO HEJOBOJICTBO B UH/LyCTPHUSATA.

JlokaTo mpaBHHATE M3CJIEIBaHUs Ca BCe OIIE B IIPOIEC HA MPOIbJKaBaHe 3a l1a Ce
pasbepe TOYHO KAKBU Ca MIPUIMHUTE 32 6arepa, ce 04aKBa TA3U MMOJIATHUKA 14 PO IbJIKA
U Jla ce M3BDbPIIBAT [TOCTOSIHHY Pa3pelleHus 3a HaKou uHTepecu. Hskon mreHnuny za
aHCaMObJ1a HA OyHUTA MOMO3W, Y€ MAKCUMyMbT Ha paspemnerusTa e 100, konto morar
J1a ce JlaBaT NOJMIIHO CIIOPEJ [IPABUJIATA, KOUTO CMe IIPEJIBU/IHIIN.

3amo PIIHCK pemmn 1a HampaBu TOBa M 3alll0 UMEHHO CEra, TOBA MPOIbJIZKABa
na 6bae HemsBecTHo. Ho 1moHexke ToBa ce OKa3Ba HAUCTUHA 3a0PAHEHO, MHOI'O OT
IUTABATETHUTE KJIyOOBE M WHINBUIN Ha TJIayka e ObJaT MPUHYIEH! J1a, CE€ TTPEMECTSIT
Ha JIDyT'¥ MECTa.

Bamosere, pasmnosioxkenn B riiegHATa TOYKA 3a MOTOIUTE, /I3 CE 3aUATAT HA PUJICKO
MOpe - TOBa JIH Iie cTaHe ciel Mmaxanero Ha Oynure? Ille mma jin HakakBa 3amuTa
3a IJIaBATETHUTE WHCTAJAlWU, eqHa oT BaxkuuTe arpakinuu Ha Golden Sands? Ille
IJIAXK'BT IIPOJIBJIKH JI4 CHINECTBYBA WJIH IIe O'bJle IPEeTbPIIsl 3HAYUTEIHU U3MEHEHUS !
Te3u m MHOrO APYrU BBHIPOCH OYAKBAT OTTOBOPH.

3a za ce ouenu taiincrenoro nosenenne vHa PIIHCK, muoro nndopmanus tpsbsa na
ce miperiern. ETo 3a1mo e 0cob6eHo BaXKHO J1a Ce OCUTYPU TPABOIMOPSIHIHO HAMUPAHE HA
JIOTUYEH pa3Ciie/IBaTesIeH IPOoIlec 3a Ja ce padbepar BCUYKU MOTUBH 33 JEHCTBUETO HA
PIHCK u ga ce moHecaT mpoMeHM, KOUTO Jia Ce€ MPABST B JOOPO HA BCUYKH CTPAHU.
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Bulgarian
CHATGPT
Bulgarian True & Fake News

Title

Henomosupanu paskpurus 3a KpaJCKOTO CEMENCTBO

Human

O6ukHOBEHUTE XOpa ce 06pbIaT KbM Kpasuna Emmzaber Bropa ¢ ,Heitno kpascko
BEJIMYECTBO" ¥ MPUJIPY2KaBaT OOPBINEHUETO C IMOKJIOH U u3pa3l Ha Jirobe3noct. Ho 3a1
KYJIUCUTE OTHOIIIEHUSATA Ca JOCTa MOo-HeOpMaJIHU, pa3ka3sar oT ,Hosuru Jlonmon®.
ITorpeburen Ha caiita Quora 3amaje BbIpoc: . Kak BHynuTe Ha Kpaauia Ejguzaber
ce oOpBITIAT KbM Hest Ha deTupu oun?*. Makap ue oTroBopuTe BApUpAaT, IPOYyIBAHE
Ha JHauneH IbHT IOKa3Ba, Y€ BHYIUTE HA KPAJIUIATA Ca i N3MUCIMIN OODbINEHNSI,
n3pas3siBary oO0MYTa UM K'bM Hesl. YWIsM U Xapu OKypazkaBaxa 6aba Cu Ipu HeifHaTa
HEOYAKBaHa, CIIUPAIA JbXa POJIs HA EPEMOHUSTA 110 OTKpuBaHeTo Ha OumMnuiickure
urpu tipe3 2012 r. Ilpu Buma ma 6aba nmM, KosTO ce mostBu 3aeauo ¢ Janmen Kpeitr
kato JIxxeiimc Bon, mpuHIOBETE N3BUKaxa C IS0 I'bPJIo: ,,/laBaii, 6a6o!“. Ho ToBa He
€ eIMHCTBEHOTO MMe, U3IMOJI3BAaHO OT YmisaMm u Xapu. Cropes CBeTCKUsT XPOHUKBOD
Puuapn Keit Bemubk B BbKUHraMcKus JgBOpeIl] MaJKUAT YWUJIAM Ka3aja Ha 6ada
cu ,Japu”. Koraro cayxwurenu wa npoperna momurtann ,Koit e [apu?, kpammmara
orroBopmia: ,A3 cbMm Tapu®. Yui ome He ce e Hayuni na Kassa ,Granny” (6a6o —
AHTIMICKY €3WK, 6est. pe. ), obsacamia Emusaber. TpurogummusaT npasayk na Enmsaber
Bropa npusiy /[>KOp/iK cbio uMa, JI00BeOOHTHO OOpbIIEHHEe K'bM KPaJIUAIATa, KAKTO
CTaHa $ICHO OT MHTEPBIO, U3JbieHo 1o tesjeBusus TV munasnoro jgaro o mosoj 90-
rojuIirHuHATA . Xeproruugara Ha Keiimopumk Keiir Muabiarba criogenu, ve Jkopk
Hapuda 6aba cu ,[an I'an. Ho ToBa He e mpocTo Mmjio obpblleHne, a € u3pas3 Ha
IbJATOTpaiiHa KpaJjcka Tpamuius. AmepukanckuaTr 6uorpad Kuru Kemu tBbpau, ye
npuHI Yapa3, Yuisam u Xapu CbIIo ce oOpbINain TakKa KbM CBOsiTa mpababa.

Prompt

Moutsi, reHepupaiite cratusi ¢ rbizkuHa Hag 1000 cuMBosia u 3arnasue "Henomosupanu
Pa3KpUTHSA 33 KPAJCKOTO CeMencTBO"

Machine

Henomosupanu paskpurtust 3a KpaJCKOTO CEMENCTBO

KpaJjickure cemeiicTBa BuHaru ca 6uau oO0EeKT Ha BHUMaHWE M MHTEPEC OT CTPaHa Ha
MeJIUUTe U 00IIEecTBOTO. VI3BeCTHY ca CKaHIAINTE U CKPUTHTE UCTOPUM, KOUTO OCTABAT
W3BbH 3PUTETHUS bI'bJl U HECHbMHEHO €KCILIOATUPAHETO Ha, MOJ00HN TEMU MPOIbIIZKABA
Ja JTbP2KYW BUCOKM MeCTa B TabJIOUJIWTe.

Ho manm sHaere BCMYKO 3a KPaJCKHUTE CEMENCTBa, KOeTo MeaunTe He chobmasar? Mma
JI HEIA, KOUTO OCTABAT CKPUTHU IbJIOOKO B UCTOPUSITA UJIA B CEMEHHUTE TAWHU?
Wsrnexa, orroBopbT € ma. B mocaegauTe ronuHr nMalile moBede u MoBede N3NCKBAHMS
3a OTKpPUBaHe HA TallHUTE Ha KPAJCKUTE JUHACTUM, HO MHOTO OT TE€3W DPa3KPUTHUSI
OCTaBaT CKPUTHU 3a IIyOJIMKa.

Enna or Hali-u3BeCTHUTE CKPUTHU MCTOPUH, CBBbP3aHU ¢ OPUTAHCKOTO KPAJICKO CeMeli-
CTBO, e Ta3u Ha npuHNa J[>koH, TpeTuaT cuH Ha Kpaa xopmk V u kpamura Mepn.
TIpusi JI>xoH Gellle JUArHOCTUIMPAH C €MUJIENCUsST U CKJIEPO3a Ha, 7-TOJIMIIHA Bb3PacT.
Toit Gerre m3oaMpaH OT OOIIECTBOTO W OT CBOETO CEMENCTBO M Oellle MPUHYIAEH I
XKuBee B 6e3/1eliCTBEHOCT U CaMOTa, 3a Jia He IMoKaxkKe "HeHopMaJiHOTO' cu 1oBeieHue.
TTpunn Jxon nounna na 13-ropuinna Bb3pacT, MOKPUT C TAWHUTE U TIO3BOJICHO MY
Oerrie J1a 3a0paBU CBeTa Ha >KUBUTE.

Paskasure 3a ckpurara ncropus Ha AMEPHUKAHCKOTO KPAJICKO CEMEHCTBO Ca CbIIO
u3BecTHH. CbinecTByBa Teopusi, ye Cekbp, KOWTO Ce XBaJjIH, Y€ € TPETUST HACIIETHUK
Ha tpona cien Asndonco u JIXKOH, HAMCTUHA UMa BPBH3KHU C KPAJICKOTO CEMEHCTBO Ha
CAIIL IIpes 1937 r. Cexxbp 3asiBH, 4e € Ous pojieH Kato jere Ha Cecuiust, JbInepsiTa
na kpast Exyapn VIII u Yoanc CummncbH.

Maxkap ToBa Jia € CIyX, HaJUIreTo Ha TallHU U ThMHU UCTOPUH B KPAJICKUTE CEMENCTBA
e nobpe mokymeHTHpaHo. Bce ole mMa MHOTO J1a ce pa3Kpue, HO KPAJICKUTE JTUHACTUN
Ha CBETa I IMPOIbJIXKAT /I IPUBJINYAT UHTPUTU W BbJIHEHUE IIPe3 TOJNHUTE.
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Indonesian
CHATGPT
News

Title

Ahmad Dhani Klaim Tak Punya Informasi soal Sri Bintang

Human

Jakarta, CNN Indonesia — Musisi Ahmad Dhani memenuhi panggilan Polda Metro Jaya un-
tuk diperiksa sebagai saksi tersangka dugaan makar Sri Bintang Pamungkas, Selasa (20/12).
Berdasarkan pantauan CNNIndonesia.com, dia tiba pukul 15.00 WIB. Sedangkan tim kuasa
hukumnya yang tergabung dalam Advokat Cinta Tanah Air sudah tiba satu jam sebelum ke-
datangannya. Tak lama kemudian, Farhat Abbas juga datang untuk mendampingi Ahmad Dhani.
Ahmad Dhani mengatakan, dirinya tidak akan memberikan informasi apapun soal Sri Bintang.
Dia mengklaim tidak kenal dengan Sri Bintang. Buni Yani dan Ahmad Dhani Jadi Saksi Kasus
Sri Bintang Besok Saksi Mengaku Dapat Aliran Dana dari Tersangka Makar Buni Yani Diperiksa
Soal Pidato Sri Bintang di Kalijodo "Informasi pasti tidak ada, karena saya tidak kenal dengan
Sri Bintang Pamungkas. Saya pernah ketemu beliau ketika di Mako Brimob," ucapnya. Meski
demikian, Ahmad Dhani mengaku hadir saat ada pertemuan di Universitas Bung Karno. Namun,
ia mengklaim tidak mendengar pidato yang disampaikan oleh Sri Bintang karena terlambat
datang. Awalnya, Kepala Subdirektorat Kejahatan dan Kekerasan Direktorat Reserse Kriminal
Umum Polda Metro Jaya AKBP Hendy Kurniawan mengatakan, karena Ahmad Dhani sedang
sakit maka pemeriksaan terhadap dia yang akan dilakukan hari ini harus ditunda Kamis (22/12).
"Ahmad Dhani ditunda karena sakit. Surat sakit sudah kami terima. Kami sudah koordinasi
dengan kuasa hukumnya kemarin," ujarnya. Kuasa Hukum Ahmad Dhani, Ali Lubis mengklaim,
kliennya tersebut merupakan warga negara yang baik sehingga datang memenuhi panggilan
kepolisian. "Beliau kooperatif, beliau ingin membantu kepolisian jadi lebih cepat lebih baik,"
ucapnya. Ahmad Dhani telah ditetapkan sebagai tersangka dugaan penghinaan terhadap pen-
guasa. Dia ikut ditangkap pada Jumat (2/12) dengan sejumlah tersangka dugaan makar lainnya.
Sepuluh tersangka dugaan makar itu adalah Sri Bintang, Kivlan Zein, Adityawarman Thahar,
Ratna Sarumpaet, Firza Huzein, Eko Santjojo, Alvin Indra, Rachmawati Soekarnoputri, dan
kakak beradik Rizal Kobar dan Jamran.

Prompt

Tulislah suatu artikel berita yang berjudul "Ahmad Dhani Klaim Tak Punya Informasi soal
Sri Bintang". Artikelnya harus mengandung paling tidak 300 kata dalam bahasa Indonesia.
Tambahkan "Jakarta, CNN Indonesia — " di awal artikel.

Machine

Jakarta, CNN Indonesia — Ahmad Dhani, personel grup band Dewa 19, mengaku tak memiliki
informasi mengenai sosok Sri Bintang yang tengah ramai dibicarakan di media sosial. Seperti
diketahui, Sri Bintang menjadi perbincangan publik setelah dirinya mengunggah video yang
menyebutkan bahwa personel band Dewa 19, Ahmad Dhani, pernah menyebut Sri Bintang
sebagai sosok yang berperan dalam pembuatannya dari awal. Klaim tersebut kemudian dibantah
oleh Ahmad Dhani melalui sebuah video yang diunggahnya di akun media sosialnya. "Saya
sendiri nggak tahu siapa Sri Bintang itu. Jadi saya gak bisa bicara, saya gak bisa komen,
kenapa orang lain mau ngomongin saya tentang Sri Bintang," ujar Ahmad Dhani dalam video
tersebut. Ahmad Dhani juga mengatakan bahwa beberapa orang yang mengklaim tahu tentang
perjalanannya dalam industri musik sebenarnya tidak memiliki informasi yang tepat. "Saya
sekali lagi ingin tegaskan bahwa ada beberapa orang yang bicara itu nggak tahu apa yang mereka
bicarakan. Intinya, kita perlu memperhatikan orang yang kita ngomongin," tegasnya. Kendati
begitu, Ahmad Dhani mengungkapkan bahwa dirinya berharap Sri Bintang bisa berkarya dan
memperlihatkan kemampuan yang dimilikinya di industri musik tanah air. Ahmad Dhani juga
berharap bahwa sosok Sri Bintang tidak menjadi obyek perdebatan yang tak berkesudahan di
antara para penggemar musik dan publik di Indonesia. "Setidaknya semua artis harus diberikan
kesempatan yang sama untuk berkarya. Saya berharap Sri Bintang bisa berkarya dengan baik dan
melebihi ekspektasi dari semua orang," harapnya. Meski begitu, klaim dari Sri Bintang mengenai
Ahmad Dhani telah menjadi perhatian banyak pengguna media sosial. Banyak netizen yang
menyatakan bahwa hal tersebut merupakan sebuah bukti bahwa industri musik di Indonesia selalu
menarik perhatian masyarakat dan penuh dengan kontroversi. Maka dari itu, publik diharapkan
mampu menghormati karya dari masing-masing musisi dan menghindari terjadinya perdebatan
yang tak perlu di media sosial.
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