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Abstract

Image captioning models are typically trained
by treating all samples equally, neglecting to
account for mismatched or otherwise difficult
data points. In contrast, recent work has shown
the effectiveness of training models by schedul-
ing the data using curriculum learning strate-
gies. This paper contributes to this direction by
actively curating difficult samples in datasets
without increasing the total number of samples.
We explore the effect of using three data cura-
tion methods within the training process: com-
plete removal of a sample, caption replacement,
or image replacement via a text-to-image gen-
eration model. Experiments on the Flickr30K
and COCO datasets with the BLIP and BEiT-3
models demonstrate that these curation meth-
ods do indeed yield improved image captioning
models, underscoring their efficacy.

1 Introduction

Image captioning is the task of generating grammat-
ically correct and accurate descriptions of visual
data, which involves understanding the identity of
salient objects and their relationships (Bernardi
et al., 2016; Baltrušaitis et al., 2018). While exist-
ing models have made significant progress on this
problem, there remains an inherent challenge: how
to address the variations in learning difficulty that
arise from diverse image-caption pairs (Sharma
et al., 2018; Schuhmann et al., 2021).

Image captioning models are usually trained by
treating the entire training dataset equally, which
overlooks the variations in the complexity of each
data point. One attempt at addressing this issue has
been to apply data filtering as a preprocessing stage
to large-scale datasets to remove noisy data from
the pretraining process (Li et al., 2022a; Nguyen
et al., 2023). Several other image captioning tech-
niques have relied on curriculum learning strategies
(Bengio et al., 2009), which schedule the training
data with increased levels of complexity, effectively

adapting the learning process to the difficulty of
the task (Liu et al., 2021; Dong et al., 2021; Zhang
et al., 2022; Alsharid et al., 2021; Ayyubi et al.,
2023). In this paper, we aim to answer a funda-
mental question: can image captioning models be
improved by not only recognizing variations in the
data but also actively curating difficult samples?

We introduce three data curation methods, each
with the aim of improving the learning process
while preserving the overall size of the training
dataset. These methods include the complete re-
moval of a sample, the replacement of captions,
or the substitution of images using a text-to-image
generation model. The targets of these methods are
image-caption training samples that have unusually
high losses with respect to the rest of the training
dataset under the current model parameters. In
other words, our approach focuses on the samples
that are proving difficult to model (Bengio et al.,
2009; Kumar et al., 2010).

The main findings of this paper are:

• Dynamic data curation enhances image cap-
tioning performance. The best strategy varies
between datasets but is generalizable to differ-
ent vision-language models.1

• The extent of curation is a critical factor and
dataset dependent. We find that curating more
than 50% of data negatively impacts the effec-
tiveness of data curation.

• Image generation-based curation has potential
benefits with specific techniques, but its po-
tential benefit is limited by generation errors
identified through a human study, which are
not apparent from automatic evaluation met-
rics, such as CLIPScore (Hessel et al., 2021).

1We release the code for our curation framework at https:
//github.com/lyan62/data-curation/
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2 Related work

Data Curation in NLP While still under-
explored for image captioning, Rogers (2021) high-
lighted the importance of data curation for deep
learning and NLP. Several studies have adopted
data curation for large language models: Chen et al.
(2023) developed a general text curation frame-
work based on large language models; Kandpal
et al. (2022) and Lee et al. (2022) discussed the
impact of deduplication for training; Chang and
Jia (2023) shows that careful curation alone can
stabilize in-context learning.

Image Captioning and Learning Strategies
Curriculum learning (Bengio et al., 2009) and self-
paced learning (Kumar et al., 2010) are techniques
that adjust the learning process based on variations
in the learning samples, leveraging loss values to
estimate model competence. For image captioning,
several studies have introduced diverse learning
techniques aimed at customizing the model train-
ing process in terms of sample difficulty, incorpo-
rating both textual and visual features (Alsharid
et al., 2021; Dong et al., 2021; Zhang et al., 2022).
Whereas these methods adjust model training using
sorted data, our approach proposes an innovative
perspective: adjusting training by curating data
samples that exhibit outlier losses, while preserv-
ing the overall dataset size.

Text-to-image Generative Models Text-to-
image generative models, including diffusion
models (Song et al., 2021; Nichol and Dhari-
wal, 2021), have rapidly gained popularity and
proven powerful. Although recent large-scale
latent diffusion models excel in generating high-
resolution images with artistic and photo-realistic
qualities (Rombach et al., 2022; Nichol et al.,
2022; Ramesh et al., 2022; Saharia et al., 2022),
their application in multimodal tasks remains
unexplored. Concurrently to our work, Azizi
et al. (2023) and Jain et al. (2023) show that
image classifiers can be improved by learning
from augmented images generated by finetuned
generative models; Xiao et al. (2023) and Caffagni
et al. (2023) used generative models to augment
the datasets used to train captioning models.

To the best of our knowledge, we are the first
to explore how dynamic data curation approaches
can impact downstream image captioning without
scaling up existing datasets, and how text-to-image
generative models can be applied in the process.

3 Data Curation for Captioning

Our main goal is to assess whether actively curating
image-caption pairs during training can improve
image captioning models. There are many reasons
for the existence of difficult samples, including
mismatches between the image-caption or inconsis-
tencies between the image and caption (Atliha and
Šešok, 2020), e.g. the caption includes mentions of
entities that cannot be seen in the image. For clar-
ity in what follows, let D be an image captioning
training dataset with K images, and let Ik be the
k-th image. Each image is paired with J captions;
let Cj

k be jth caption of image k, and thus, let (Ik,
Cj
k) be an image–caption sample.

3.1 Identifying the difficult samples

Inspired by scheduling in curriculum learning (Ben-
gio et al., 2009; Kumar et al., 2010), we assume that
difficult training samples can be automatically iden-
tified throughout the training process. We propose
to use the captioning model M that is being trained
on dataset D to automatically identify such sam-
ples. We can readily use this model to calculate the
loss of each sample in D at any point in time, such
as at the end of each epoch t: Lt

M(Ik, Cj
k) ∀j, k.

The samples can be be ranked by their respective
losses, providing candidates for samples that may
benefit from data curation. In particular, the high-
est loss samples are targets for our data curation
methods. We focus on samples with losses that are
either two standard deviations from the mean, or
the top X% highest loss samples. The data curation
performs dynamic updates to the training dataset
D → D1 → · · · → DT . In this way, the training
dataset is dynamically updated at the end of each
epoch according to the model’s current captioning
capability at time t. We empirically observe that
without data curation, the high-loss samples remain
high-loss during five epochs of training.2

3.2 Curation approaches

We investigate three approaches to dynamically cu-
rate the high-loss image-caption pairs: REMOVAL,
REPLACECAP, and REPLACEIMG. Figure 1 shows
an overview of these approaches.

REMOVE The simplest approach to data curation
is to remove the high-loss samples, preventing the
samples from confusing the model. In REMOVE,

2The leftmost plot in Figure 5 shows the empirical distri-
bution of losses in the training samples of the Flickr30K.
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Figure 1: Overview of our data curation methods. For REMOVE, high loss image-text pairs are removed; for
REPLACECAP, the image is paired with an alternative caption from the original dataset; for REPLACEIMG, captions
of original images are used as prompts for text-to-image generation to synthesize new image–text pairs. We
experiment with both options of replacing the image only, or pair another relevant caption to the synthesized image.

the high-loss samples are completely removed from
the remainder of the training process, reducing the
total number of image–caption training samples.

REPLACECAP In REPLACECAP, we simply re-
place the caption in the image–caption sample with
a different caption from the original dataset that de-
scribes the image, effectively creating a duplicate.
With this method, the total number of samples used
to train the model remains the same, as well as the
total number of the unique images. This creates
a control condition for our experiments. As an al-
ternative, we also experiment with replacing the
original caption with one generated by a language
model, which we discussed in Section 6.

REPLACEIMG In REPLACEIMG, we perform
data curation using a text-to-image generative
model. This has the benefit of training the model on
the same total number of samples while exposing
it to more unique images. In a rapid model-in-the-
loop step, we use a text-to-image generation model
to synthesize images based on the other sentences
that describe the image. We integrate this into
training as follows: Given an image Ik in the train-
ing data and its captions {(Ik, C1

k), . . . , (Ik, C
J
k )},

we synthesize a new image Îk without increasing
the total number of samples in the original dataset.
Specifically, for image Ik, we replace an origi-
nal high-loss sample (Ik, C

j
k) with the synthesized

image-text pair (Îk, C
j
k).

Given a set of captions that describe an image,
there are several options for how to prompt the
image generation model (Figure 11 in Appendix).
We experiment with three options:

• Single caption: Each caption is used in isola-
tion to generate a new image.

• Sentence-BERT selection: There is a lot of
variety in how different captions describe the
same image. Instead of using all captions, we
can use a representative caption from the set.
This is achieved using the Sentence-BERT
(Reimers and Gurevych, 2019) model to find
the caption that is closest to the average em-
bedding of all captions.

• Concatenation: All five captions are concate-
nated as the text prompt for generation.

For all three approaches mentioned above, we
can append an additional string to the prompt as
a styler to force a specific style in the generated
image (+Styler). The styler used here is: "national
geographic, high quality photography, Canon EOS
R3, Flickr".3 Some representative examples of
images generated using this technique can be seen
in Figure 13 in the Appendix.

4 Experimental Setup

4.1 Data & Metrics

We evaluate our data curation methods during fine-
tuning on the widely used MS COCO (Lin et al.,
2014) and Flickr30K (Young et al., 2014) datasets.
We report results using the metrics of BLEU (Pa-
pineni et al., 2002), METEOR (Denkowski and
Lavie, 2014), CIDEr (Vedantam et al., 2015), and
CLIPScore (Hessel et al., 2021).

3The styler was chosen by inspecting the generated im-
ages, with a preference for photographic outputs and against
“artistic” outputs, such as sketches and computer art.
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BLIP BEiT-3

Method Ratio B M C CS B M C CS
Fl

ic
kr

30
K Baseline - 37.6 27.2 92.8 78.6 28.9 27.2 79.3 80.4

+Remove 2 std 38.6 27.4 95.8 79.2 31.4 27.1 83.7 80.0
+ReplaceCap 1% 37.9 27.4 94.5 78.9 29.6 27.5 80.1 80.3
+ReplaceImg 40% 39.0 27.3 95.7 79.1 32.0 26.9 82.4 79.1

C
O

C
O

Baseline - 39.9 30.8 132.0 77.3 39.4 31.1 133.7 77.4
+Remove 1% 40.1 30.9 132.5 77.3 39.3 31.1 133.2 77.3
+ReplaceCap 1% 40.2 30.9 132.7 77.3 39.4 31.0 133.6 76.5
+ReplaceImg 10% 40.2 31.0 133.1 77.3 39.6 31.1 134.4 77.5

Table 1: Results of finetuning with our data curation methods compared to standard finetuning of BLIP and BEiT-3
on the Flickr30K and COCO datasets. We report BLEU, Meteor, CIDEr, and CLIPScore. Best scores are in bold.

4.2 Models & Implementation

Image Captioning Models We study the effec-
tiveness of data curation with two state-of-the-art
pretrained vision-language models – BLIP (Li
et al., 2022a) and BEiT-3 (Wang et al., 2023).

We note that BLIP has a captioning and filter-
ing (CapFilt) data augmentation process during
its pretraining, where both components were fine-
tuned on the COCO dataset. Therefore we use
pretrained checkpoint BLIPCapFilt for Flickr30k
and BLIPbase for COCO in our experiment, remov-
ing the effects of the CapFilt process. We finetune
BLIP using a total batch size of 128 for 5 epochs
on 4×A100 GPUs. The BEiT-3 base model is fine-
tuned with the default setups: a total batch size of
256 for 10 epochs on 8×A100 GPUs.

Curation Ratio We tune the amount of data to be
curated for each method on the validation data of
each dataset using the BLIP model. See Section 6
for more discussion on the trade-off between the
amount of data curation and model performance.

REPLACEIMG Text-to-image Generation For
text-to-image generation in REPLACEIMG, we use
the open source Stable Diffusion model (Rombach
et al., 2022), which can generate images given a
textual prompt. We finetune a Stable Diffusion v1.5
model, using the MS COCO (Lin et al., 2014)
dataset with a prompt consisting of a concatenation
of all 5 captions, for 15,000 steps with a constant
learning rate of 1e−5 and a batch size of 32. We
experiment different versions of the released Sta-
ble Diffusion models and various techniques for

a soldier is taking a picture of a road

a soldier is looking through a scope 

(a) Incorrect activity

a man is driving a tractor through a muddy field

a man is driving a jeep through a mud puddle

(b) Incorrect object

a man holding a nintendo wii game controller

a man standing in front of a window holding a 
nintendo wii controller

(c) Missing location

a woman standing in a kitchen preparing food
a woman washing a baby in a yellow tub

(d) Incorrect activity and object

a jeep stuck in mud 

Remove
ReplaceCap
ReplaceImg

a man is driving a tractor through muddy water

a man standing in front of a sliding glass doors

a woman standing in a kitchen preparing food
ReplaceImg

BLIP

BLIP

Remove

ReplaceImg

ReplaceCap

BLIP

Remove
ReplaceCap

ReplaceImg

BLIP

Remove
ReplaceCap

Figure 2: Qualitative examples from the COCO dataset
of captions generated by the BLIP model (top), and the
same models trained using our data curation methods
(bottom). After curation, many of the errors (in red) can
be avoided or fixed (in blue).

generating high-quality images for replacement.4

We find that using a finetuned text-to-image model
enhances image captioning performance. See Sec-
tion 7 for further analysis and ablation.

5 Results

Data curation improves captioning Table 1
shows the results for the Flickr30K and COCO
datasets with the BLIP and BEiT-3 models. The
main conclusion is that better model performance

4It is also possible to use API-based models but we chose
Stable Diffusion because (i) Stable Diffusion can be integrated
directly into our training pipeline using the open source code.
And (ii) we estimate that it would cost $4,176 to run a single
experiment on the Flickr30K dataset using DALL·E-2 as of
Feburary 1st, 2024.
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Figure 3: Effects of varying the amount of data curated. We observe that Flickr30K needs more curation (40%
REPLACEIMG or 2 std REMOVE) than COCO (10% REPLACEIMG or 1% REPLACECAP). Flickr30K benefits more
from removing high-loss training samples, indicating the original dataset may be noisier than MS COCO. For the 2
std approach, the number of samples curated is not fixed after each epoch and varies between 5% to 10%.

can almost always be achieved using data curation.
For Flickr30K, it can be seen that REMOVE (2

std) and REPLACEIMG (40%) perform similarly
well with a 2.9–3 CIDEr points improvement. The
REPLACECAP method only improves performance
by 1.7 CIDEr points when applied to the top 1% of
high-loss samples. For COCO, the best performing
approach is REPLACEIMG with a curation ratio
of 10%, bringing a 1.1 CIDEr point improvement
over the baseline. REPLACECAP and REMOVE

both work best when curating the top 1% of high-
loss samples, bringing smaller improvements of
0.5–0.7 CIDEr points. Qualitative examples of the
improvements can be seen in Figure 2.

Generalization to different VL models We also
verify that our data curation methods generalize to
other models by implementing them in the BEiT-3
model. More specifically, we used exactly the
same curation ratio that gained improvements for
BLIP. As shown in Table 1, where REMOVE is
also the most efficient approach for better caption-
ing on Flickr30K, and REPLACEIMG improves the
most for COCO. This shows that the curation meth-
ods can be readily applied to other state-of-the-art
vision-language models and the curation ratios are
transferable. We note that since BEiT-3 includes
COCO in pretraining, the REMOVE and REPLACE-
CAP methods are not beneficial.

6 Discussion

Curation amount matters The amount of data
curated is an important hyperparameter. In addi-
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Figure 4: Distribution of caption lengths.

tion to the best results reported above, we present
finer-grained results of varying the amount of data
curation. For REMOVE and REPLACECAP, we ex-
plore curating the top 1%, 5% and 10% of high-loss
samples. For REPLACEIMG, we explore 10%–80%
curation ratios. In addition to fixed X% ratios, we
also intereven on samples that have losses two stan-
dard deviations worse than the mean.

The results of this analysis are shown in Figure 3.
While the effective curation ratio for different cura-
tion approach ranges from 1%-50% for Flickr30K,
COCO benefits from REPLACEIMG on less than
10% of the top loss samples, and the effective cu-
ration ratio for REMOVE and REPLACECAP stops
at 1%. This indicates that Flickr30K may contain
more noisy samples than the MS COCO dataset.
Compared to MS COCO, Flickr30K contains more
samples with long captions (Figure 4), which may
include overly-specific details that are inconsistent
with other captions and are hard for the model
to learn (Figure 12). Through our curation-based
finetuning, these samples can be effectively iden-
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Figure 5: Different curation methods change the loss distribution of training samples over epochs for Flickr30K. In
contrast, in the absence of data curation (the leftmost plot), high-loss samples consistently retain their high-loss
status throughout the training process.
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Figure 6: Zipfian distribution of words in Flickr30K
training samples for different curation approaches. Note
the clear changes made to the tail by REMOVE.

tified, removed or replaced, which indicates that
our method is efficient when training with noisy
datasets. We note that curating more than 50%
of the data does not benefit training and actually
harms performance.

Curation changes training distributions We ex-
amine the loss distributions of training samples
across epochs for each curation method to under-
stand their impact on the training process (Figure 5).
These losses are computed after each epoch using
the current model parameters, with high-loss sam-
ples being targeted for the subsequent curation step.
For the REMOVE approach, training samples with
loss that are two standard deviations worse than
the mean are dynamically removed during train-
ing, leading to the shrinking tail of the loss dis-
tribution. REPLACEIMG gradually reduces losses,
resulting in the losses forming a mixture of Gaus-
sians consisting of the original image-text pairs and
the those with synthesized images. Going beyond

20% 40% 50% 60% 80%
Curation Ratio

80

85

90

95

CI
DE

r

static
dynamic
no curation

Figure 7: Dynamic versus static replacement for RE-
PLACEIMG using BLIP on the Flickr30K dataset, as a
function of the number of samples replaced.

just the losses of the training samples, we also in-
spect the distributions of the words in the training
captions for the curation methods. Figure 6 shows
these distributions, where it can be seen that RE-
MOVE reduces low-frequency and singleton words
during training, while REPLACECAP increases the
counts of some lower-frequency words while re-
moving singletons. By definition, REPLACEIMG

only changes the distribution of the images used to
train the model, and as such, does not change the
distribution of the words in the training data.

The efficacy of dynamic replacement Using
training loss values as an effective indicator, we dy-
namically curate on the training samples identified
as challenging. In REPLACEIMG, another static
approach is to replace the identical images, i.e. Ik
in {(Ik, C1

k), . . . , (Ik, C
J
k )}, with unique synthe-

sized images before training, instead of updating
the training samples while training. With static im-
age replacement, for each of the reference captions,
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(a) Distribution of text-to-image generation errors.
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(b) Human evaluation versus CLIPScore.

Figure 8: Results of the human study of the errors made by the Stable Diffusion model in 100 images. The images
used in the study were chosen to represent either low or high model loss. (a) Histogram of the number of errors
annotated in each category. The most frequently occurring annotations concern weird deformations in the expected
objects or humans. (b) Relationship between average number of identified errors by human annotations for each
synthesized image and its captioning loss with regard to original captions. More errors are identified in images
of higher loss. However, CLIPScore appears to fail in validating qualities of the synthesized images, as the score
ranges are almost identical for samples that contain more errors.

we replace their original image with a generated
image. Static replacement with 20%–80% curation
ratio corresponds to replacing images for one–four
captions of the original five. The 50% replacement
ratio mimics a fair coin-flip, where for each of the
text-image samples, there is 50% probability for
the image to be replaced by a synthesized image.

We compare the efficacy of these two approaches
in Figure 7. When evaluating on the original 1k
validation set, we see that for both approaches, in-
corporating synthesized images of 20% or 40% can
assist finetuning and achieves higher CIDEr scores.
Nevertheless, dynamic image replacement consis-
tently performs better than the static method, show-
ing focusing on the hard samples is effective. For
both replacement methods, performance starts to
decrease when the curation ratio is too high. This
may indicate that when incorporating too many
images from the synthetic distribution, the gap in-
creases between the training and evaluation sets.

Replacing captions with LM generations As an
alternative to the REPLACECAP method, we inves-
tigate the utility of replacing the captions with those
generated by a language model (LM). Inspired by
the approach in Ramos et al. (2023), we prompt
the XGLM-2.9B model (Lin et al., 2022) with few-
shot examples to generate a new caption. The LM
generated caption is then paired with the image as
the curated sample. We evaluate on Flickr30K us-
ing both models, applying the same curation ratio

BLIP BEiT3
Method B C B C
Baseline 37.6 92.8 29.8 79.3
+ReplaceCap 37.9 94.5 29.6 80.1
+ReplaceLMCap 37.5 93.4 31.2 83.2

Table 2: Comparing caption replacement with LM gen-
eration to REPLACECAP on Flickr30K. Both methods
improve over baseline for BLIP and BEiT-3.

of 1% as REPLACECAP. The results presented in
Table 2 indicate that this approach can serve as a
viable alternative to REPLACECAP, consistently
outperforming baselines for both models. Please
refer to Appendix A.3 for more implementation
details.

Human Study: Errors made by text-to-image
generation models To assess the quality of the
generated images and their alignment with human
judgments, we perform a human study to evaluate
the errors present in the synthesized images. This
will serve to better understand any shortcomings
with the REPLACEIMG curation that is not captured
by automatic evaluation measures.

We first ranked synthesized images by model
loss from the 1K images in the COCO validation
set. We then sampled a subset for human annota-
tion using the top and bottom 50 images based on
their loss using our fine-tuned captioning model.
These images are uniformly divided into 5 sets,
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each containing 20 images with equal number of
the high loss ones and the low loss ones. The data
was annotated by 12 people, members of a uni-
versity research lab with a basic understanding of
text-to-image generation but no knowledge of the
bi-modal distribution of images. The annotators
were asked to categorize the errors in the synthe-
sized images, given both the image and the ref-
erence sentences that were used to generate the
images. Each participant annotated one set images.

Starting from the categories defined by van Mil-
tenburg and Elliott (2017), we defined 25 error cat-
egories including color, number mismatches, and
errors related to people and objects in the images.
Please see the user interface and more details in the
Appendix A.1. We analyze the human judgements
for the images that have at least three annotations,
yielding 74 unique images.

As shown in Figure 8a, the most common prob-
lem of the synthesized images are that they often
generate weird face or body parts, which makes the
images less natural or pleasant. The text-to-image
generation model is also weak at generating the cor-
rect number of people or objects. From Figure 8b
we confirm the quality of our collected annotations
that high loss figures often contain more errors on
average. Furthermore, we note that CLIPScore is
insensitive to these types of errors, indicating its
limited capability of evaluating quality of gener-
ated images. Additional examples can be found in
Figure 13 in the Appendix.

7 Further Analysis

With the human study revealing the failure modes
of the text-to-image model, we now provide in-
sights on various techniques that are proved useful
for improving image relevance in curating the im-
age captioning datasets.

Round-trip captioning evaluation Most previ-
ous work in text-to-image generation uses image-
oriented measures like FID (Heusel et al., 2017) or
CLIPScore (Hessel et al., 2021). However, these
measures are not suitable for our purpose as they
are claimed to lack alignment with perceptual qual-
ity (Saharia et al., 2022). We also found that CLIP-
Score cannot distinguish between low- and high-
loss samples in captioning (Figure 8).

Alternatively, similar to Hong et al. (2018), we
use a fixed model to generate captions for synthe-
sized images and then compare them to original
captions in a three-step process (Figure 9): (1) Gen-

Stable Diffusion 
Text2Img

Original Validation SD Validation

Predicted Captions

Evaluation

Image 
Captioning

a person in a blue jacket is 
sitting against a wall covered 
in graffiti

a person in a blue jacket is 
sitting against a wall covered 
in graffiti

A person in a blue jacket 
is sitting against a wall 
covered in graffiti

A person in a jacket and 
wearing jeans kneels 
down to take a picture of 
a graffiti-laden wall.

Original Captions

Finetuned
BLIP 

model
Image Synthesize

Figure 9: Round-trip captioning evaluation.

Model FT Prompt B C M

Upper-bound 37.6 27.2 57.1
SD 1.5 - concat 31.0 24.7 52.5
SD 1.5 - + styler 30.8 24.2 52.5
SD 1.5 F + styler 33.5 25.0 53.5
SD 1.5 F SBERT + styler 30.6 24.1 52.0
SD 2.0 - concat + styler 31.2 24.8 52.0

Table 3: Round-trip captioning evaluation on Flickr30K
with different Stable Diffusion models, prompts, and
fine-tuning. F indicates that the model is finetuned. We
report BLEU, CIDEr, Meteor.

erating images from validation set captions; (2)
Predicting captions for the generated images us-
ing a strong image-captioning model; here we use
BLIP fine-tuned on the COCO dataset but any other
strong captioning model could be used instead. (3)
Comparing the predicted captions with the original
captions. The assumption is that if the generated
images are of similar quality to the originals, the
resulting captions will also be similar.

Ablation on text-to-image variants Evaluating
with round-trip captioning, we conduct an ablation
study on variants of text-to-image generation mod-
els. Table 3 summarizes the evaluation results on
the Flickr30K dataset. Specifically, we experiment
with different versions of the Stable Diffusion mod-
els; prompt the diffusion models with various ap-
proaches (Section 3.2); and compare the generation
performance between the finetuned text-to-image
model and the pretrained ones. The results show
that Stable Diffusion v1.5 finetuned on COCO out-
performs the other variants, when prompted with
the concatenation of all five captions, with the ad-
dition of the styler. For the details of the model
variants, please refer to Appendix A.2.
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8 Conclusion

In this paper, we have shown a simple, yet effec-
tive, data curation framework that can improve the
performance of image captioning models. We in-
vestigated three approaches to data curation that
dynamically update the training dataset based on
high-loss image-caption samples. The methods
involved either removing a sample, replacing the
caption in a sample, or generating a new image
from existing captions. Experimental results on the
Flickr30K and MS COCO datasets show the effec-
tiveness of these approaches to data curation with-
out increasing the total size of the training dataset.
A deeper analysis of the images synthesized by the
text-to-image model shows frequent errors on gen-
erating objects of a certain amount or color, and
struggles with human body features. A human eval-
uation of the errors in those images shows a clear
difference in images with high or low losses.

In the future, we expect that better text-to-image
generation models will lead to further improve-
ments from using synthesized images to train im-
age captioning models. From our insights in Ap-
pendix A.4, there is also significant promise on
building a hybrid model combining different cura-
tion methods. We believe that a more sophisticated
learning scheme leveraging multiple methods will
offer more flexibility when curating the dataset.
We plan on verifying whether these findings ex-
tend to other image captioning models. Moreover,
we are also interested in applying the same frame-
work to other multimodal tasks, especially those
with under-complete datasets that cannot compre-
hensively cover the distributional space due to the
cost of crowd-sourcing enough data, e.g. visual
question answering, or visually-grounded dialog.

Limitations

As Nguyen et al. (2023) has successfully improved
the quality of the pretraining dataset by using
an state-of-the-art BLIP-2 model to generate bet-
ter captions, we would expect that our curation
strategies to be scaled and adapted also to vision-
language pretraining, which however is limited by
research resources and therefore not explored in
the scope of this paper. Currently our data cura-
tion methods also rely on state-of-the art pretrained
models for both image understanding and text-to-
image generation.

In our study, we explore how the application
of various curation approaches impacts the down-

stream image captioning performance under differ-
ent curation ratios. While we predefine the cura-
tion ratio for our experiments in this paper, it is
desirable for curation methods to be more readily
applicable if the curation ratio can be automatically
determined.

Moreover, while we take an online approach
to data curation, our current approach is upper
bounded in speed and performance of the text-to-
image generation model. This might be a large
bottle neck for adapting the strategy for more com-
plicated vision-and-language tasks.

Ethics Statement

Text-to-image generation is controversial in the
broader AI and ethics community(Carlini et al.,
2023). For example, it can generate images ac-
cording to gender or racial stereotypes, which
may prove harmful to members of those communi-
ties (Li et al., 2022b). While have not yet been ob-
served in the vision-language domain, Shumailov
et al. (2023) provide evidence that the use of syn-
thetic data from generative models like large lan-
guage models can introduce a potential risk of data
quality degradation.

In this paper, we use text-to-image to improve
the quality of an image captioning model, given a
specific set of crowd-sourced captions. Those cap-
tions may themselves contain harmful stereotypes
that would become more prevalent in our dynami-
cally updated training datasets. As we dynamically
update the model with new images based on loss
values, we remove the water-marker in our gen-
erated images to prevent information leak to the
model. Use of the synthesized images will strictly
follow community guidelines.

While developing our curation methods that
involve text-to-image generation for image re-
placement, we employed the stable-diffusion v1.5
model (Rombach et al., 2022), which was trained
on the LAION-5B dataset. We note that we were
unaware of any investigation into illegal material
in the dataset (Thiel, 2023). Hence, we emphasize
that our proposed framework is compatible with
any other text-to-image models trained on more
reliable datasets. Taking this in to consideration,
we encourage researchers to explore and apply al-
ternative text-to-image models when incorporating
the curation techniques in their future work.
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A Appendix

A.1 User interface for human study on
categorizing text-to-image generation
errors

Our user interface is shown in Figure 10. Anno-
tators were asked to tick boxes of errors that they
found in the given synthesized images.

The error categories include:

• People: age, gender, type of clothing, color of
clothing, weird face, weird body

• Main object: wrong, similar, inexistent, extra,
weird

• Other objects: wrong, similar, inexistent, ex-
tra, weird

• General: stance, activity, position, number,
inconsistent references, scene/event/location,
text, color, generally unrelated

Figure 10: Annotation interface for categorizing SD
errors.

Stable 
Diffusion 

Model
Styler

Concat.

SBERT

Random
Selection

[C1,…,C5]

C*

C?
Random

Concat.

Concat. 
+ Styler

SBERT 
+ Styler

SBERT

“National geographic, high 
quality photography, 

Canon EOS098 R3, Flickr”

1. A white dog drinks water on a mountainside.

...

5. A white dog drinks water on a mountain.

Figure 11: Different prompting strategies for synthetic
image generation with text-to-image generation and rep-
resentative examples. Based on our Round-trip Cap-
tioning Evaluation, prompting with the concatenated
captions and the styler generates the best images for the
task.

A.2 Prompting approaches for text-to-image
generation

Figure 11 illustrates the different approaches that
we use to prompt the text-to-image generation
model. We manually design the styler by inspect-
ing the generated visual examples.

A.3 Generating alternative captions with
XGLM

We follow the prompt template used in (Ramos
et al., 2023) to obtain LM-generated captions, i.e.
“I am an intelligent image captioning bot. Sim-
ilar images have the following captions: <cap-
tions> A creative short caption I can generate to
describe this image is: <generation>”. Here we
used four ground truth captions as <captions> and
the other one in <generation> for a image to build
three-shot examples as the prompt. We used the
‘facebook/xglm-2.9B’ model which is available on
HuggingFace (Wolf et al., 2019). We set the maxi-
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mum generation length to 30 tokens with number
of beams of 5 to prevent from generating repeated
tokens.

A.4 Combining multiple curation methods
In our pursuit to assess the efficacy of a hybrid
model incorporating multiple curation methods, we
experiment on the Flickr30K dataset with BEiT-3
as an initial attempt. For the combining strategy,
we selected the two most effective methods on the
dataset, namely REMOVE and REPLACEIMG. After
each training epoch, we curated the training sam-
ples by eliminating one half of the top loss samples
while substituting the images of the remaining half.
Here we curate on the samples with a loss that
exceeded two standard deviations from the mean.
Our experiment achieves a CIDEr score of 83.8
and a BLEU4 score of 32.8, surpassing previous
single curation performance on the dataset. We be-
lieve that the hybrid curation approach would yield
greater benefits with more sophisticated combining
strategies, which we leave for future work.

A.5 High-loss training samples
In Figure 12, we visualize the high loss training
samples in the COCO dataset after the first epoch
of finetuning. These samples are target of our cu-
ration techniques. Compared to the average cap-
tion length of 11 words, the top samples all have
very long captions of around 30 words, making it
difficult for the model to learn. In the following
finetuning epochs, we curate on these samples by
either removing the text-image pairs completely
(REMOVE), replacing the caption (REPLACECAP),
or replacing the image with a synthesized unseen
image (REPLACEIMG).

A.6 Examples of synthesized images
In Figure 13, we show examples of synthesized im-
ages from the text-to-image model that are of high
losses and low losses, alongside with the human
annotations regarding errors identified from these
images.
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   Image Caption Length Loss

a picture of while a purple/blue sky with what looks like a 
kite or a loose para-sail floating in it covers most of a 
distance shot, the bottommost part shows grassy side 
banks

33       197.36

a picture of it is outdoors, the exterior of a low roofed 
domicile, where a tiny grove of slender tropical trees 
makes a lean-to for super-modern blue and white 
motorcycle

30       199.90

a picture of the scene shows outdoors, furthest to 
closest, shrubbery than a playing field with at least two 
uniformed and young players, and closest, a blue 
fence, and a long bench with

33       200.02

a picture of a rain-wet street view with lots of bike 
riders, rimmed with buildings that seem to bunch up 
and fight for space might look gray and 
unprepossessing, but doesn't, in part

33       200.14

a picture of a clearly disrespectful person littered, 
abused alcohol, didn't flush their bad choices, and 
worst of all, let old glory touch a bathroom floor

26        213.24

Figure 12: High loss training samples in COCO after the first epoch, ranked by loss in descending order. The top
samples all have very long captions around 30 words, compared to the mean of 11 words of the datasets.
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Image Caption CLIPScore Loss Categorized Errors

A picture of two women with one in lacy white 
dress with handbag and leggings and the other 
with a tall red hat, black mid-dress, and frame like 
plastic dress on top. 

84.1 181.0 type/color of clothing,
color-clothing,
weird-face

A pedicab driver waiting on his bike. 89.3 169.2 weird-main-object,
weird-other-object,
weird-body-parts,
stance

A man in a black suit with tie and corsage smiles 
at a girl who smiles back, both are sitting at a 
table at a semi formal event such as a wedding 
or reunion. 

77.6 163.5 color-clothing,
weird-body-parts,
wrong-main-object,
scene/event/location

Two men are playing guitars and one man is 
singing into a microphone on a stage with the 
spotlight on them. 

74.7 26.0 weird-face, 
weird-body-parts, 
weird-main-object, 
weird-other-object

There a several people in a dark bar-type room, 
including one girl on a stool. 

84.9 26.5 number, 
weird-face, 
weird-main-object, 
weird-body-parts

Many children are playing and swimming in the 
water. 

78.2 26.9 weird-face, 
weird-body-parts

Figure 13: Examples of synthesized images that are of high losses (top) and examples of synthesized images that
are of low losses (bottom). Human annotations show that consistent error types have been recognized for the high
loss samples while CLIPScore fails to align with human judgement. The low loss synthesized images are visually
less complicated than the higher loss ones, but can still often look weird and contain errors in color or objects.
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