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Abstract

We conducted a detailed analysis on the quality
of web-mined corpora for two low-resource lan-
guages (making three language pairs, English-
Sinhala, English-Tamil and Sinhala-Tamil). We
ranked each corpus according to a similarity
measure and carried out an intrinsic and ex-
trinsic evaluation on different portions of this
ranked corpus. We show that there are signifi-
cant quality differences between different por-
tions of web-mined corpora and that the quality
varies across languages and datasets. We also
show that, for some web-mined datasets, Neu-
ral Machine Translation (NMT) models trained
with their highest-ranked 25k portion can be on
par with human-curated datasets.

1 Introduction

Despite the advances in NMT research, the avail-
ability of parallel corpora is still a deciding factor of
NMT model performance. This puts low-resource
languages at a clear disadvantage (Ranathunga
et al., 2023). Even the use of Pre-trained Language
Models (PLMs) is not quite enough to overcome
the impact of data scarcity (Lee et al., 2022).
Publicly available web-mined parallel corpora
(bitext) such as CCMatrix (Schwenk et al., 2021b),
CCAlign (El-Kishky et al.,, 2020), WikiMa-
trix (Schwenk et al., 2021a), NLLB (Team et al.,
2022), and ParaCrawl (Bafion et al., 2020) bring
a glimmer of hope against this data scarcity prob-
lem. Compared to human-curated datasets, these
are larger in quantity and contain data for hundreds
of languages, including several low-resource lan-
guages. There are further initiatives to mine bitext
for yet more languages as well (Bapna et al., 2022).
However, Kreutzer et al. (2022) analysed a sam-
ple of 100 sentence pairs from some of these cor-
pora and showed that these web-mined corpora
have serious quality issues, especially for low-
resource languages. Lee et al. (2022) noticed a drop
in NMT results when a model was trained using a

random 100k sample of CCAlign. Khayrallah and
Koehn (2018) injected different noise types found
in web-mined corpora (by analysing a random sam-
ple) into a clean parallel corpus and showed that it
has a debilitating impact on NMT performance.

These findings paint a grim picture of the utility
of web-mined corpora. However, they all consid-
ered a random sample of these corpora to determine
their quality. This implicitly assumes that the qual-
ity is consistent throughout the corpus.

In this research, we show that analysing a ran-
dom sample of such large web-mined corpora can
be misleading. We selected parallel corpora for two
low-resource languages Sinhala and Tamil, which
made three language pairs pairs: English-Sinhala
(En-Si), English-Tamil (En-Ta) and Sinhala-Tamil
(Si-Ta). Instead of quality checking a very small
random sample of a web-mined corpus as done
by Kreutzer et al. (2022), we ranked the sentence
pairs by means of a similarity measure and ex-
tracted top 25k, bottom 25k and a random 25k
portions of each corpus.

We improved the error taxonomy of Kreutzer
et al. (2022) and carried out a human (intrinsic)
evaluation on a random sample of 250 from each
of these portions. Our results show that there are
significant quality differences between the three
portions, and the quality of the top 25k portion
is much better than the other portions. We also
noted major variations of quality across web-mined
corpora belonging to different language pairs.

We then carried out an extrinsic evaluation. We
separately trained NMT systems by using these
top, bottom, as well as the random 25k samples
of the corpora and tested them with two different
evaluation sets. These results also showed that
NMT models trained with the top 25k portion are
significantly better. NMT models trained with the
full version of some of these corpora were even
lagging behind models trained with their top 25k
portion. The NMT model trained with the top 25k
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portion of the En-Si and En-Ta parts of the NLLB
corpus performed even better than a model trained
with a human-curated corpus.

We then fixed the translation issues in the top
25k of the NLLB corpus using human translators.
The time taken to clean the corpus was slightly less
than the time taken to translate the corpus from
scratch. Although an NMT model trained with this
cleaned corpus outperformed the uncleaned cor-
pus, the resultant meagre gains cannot be justified
when considering the time and money spent on the
translators.

In summary, our results caution the researchers
not to haphazardly use the web-mined corpora
with just random sampling. Simply ranking a
web-mined corpus first and then using only the
high-quality portion would result in better accu-
racy in much less training time. We also hope
other researchers (especially those working on low-
resource languages) would carry out similar analy-
ses for datasets of their languages. This will help
future researchers make informed decisions when
selecting web-mined corpora for NMT research.

2 Related Work

Web-mined parallel corpora are gathered from any
available website without guarantees about quality.
Khayrallah and Koehn (2018); Lee et al. (2022)
pointed out that NMT systems built with such web-
mined corpora have performance issues.

The common way to determine the quality of
a parallel corpus is by analysing the performance
of a Machine Translation system trained with that
corpus (Khayrallah and Koehn, 2018; Schwenk
et al., 2021a; Koehn et al., 2020). However, this
does not indicate the types of noise in the corpus.

Human evaluation of the quality of parallel sen-
tences (let them be web-mined, machine-generated,
or human-generated) requires some criteria for the
evaluators to make a judgement. Bojar et al. (2016)
introduced the Direct Assessment criteria, where
each sentence pair is ranked on a 0-100 scale. How-
ever, such a numerical scale does not shed light on
the different types of noise in web-mined corpora.

Khayrallah and Koehn (2018) analysed a web-
mined corpus and introduced the first categorisa-
tion of noise. The categories are: misaligned sen-
tences, mis-ordered words, wrong language, un-
translated sentences, and short segments. Herold
et al. (2022) extended this categorisation with
three new classes: raw crawled data, over/under-
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translation, and synthetic translation.

CCAligned Wikimatrix CCMatrix ~ XLEnt NLLB
En-Si 619,729 115,045 6,270,800 690,186 24,336,367
En-Ta 878,689 95,161 7,291,118 634,299 42,588,178

Si-Ta

Source
Filtering Level
Alignment

215,965

Wikipedia Common Crawl
sentence sentence
LASER LASER LASER

- 153,532 1,493,318
Common Crawl
document

LASER LASER-3

Table 1: Dataset Statistics

In contrast to the above categorisations, Kreutzer
et al. (2022)’s taxonomy has labels for both correct
and erroneous sentence pairs: 1.) Correct transla-
tion - natural sentence, 2.) Correct translation but
Boilerplate or low quality, 3.) Correct translation -
short, 4.) Incorrect translation but both correct lan-
guages, 5.) Source OR target wrong language but
both still linguistic content, and 6.) Not a language.

Kreutzer et al. (2022) conducted a human eval-
uation using their taxonomy for three web-mined
corpora (CCAligned, ParaCrawl v7.1, WikiMatrix)
and covered data from both high and low resource
languages. de Gibert Bonet et al. (2022) used that
taxonomy to evaluate English-Catalan corpora.

3 Languages

We selected three language pairs: English-Sinhala
(En-Si), English-Tamil (En-Ta) and Sinhala-Tamil
(Si-Ta). Tamil (Ta) and Sinhala (Si) are large in-
stitutional languages (Eberhard et al., 2021). How-
ever, considering their data availability, Joshi et al.
(2020) categorised Tamil as a mid-resource lan-
guage and Sinhala as an extremely low-resource
language. In the more recent language catego-
rization by Ranathunga and de Silva (2022), Sin-
hala has moved one class up, and the position
of Tamil is unchanged. Sinhala, in particular, is
contained only in the island nation of Sri Lanka,
and has only seen slow progress in language tech-
nologies (Ranathunga and de Silva, 2022; de Silva,
2023). But, being a multilingual country, transla-
tion systems are of utmost importance to Sri Lanka.
This is particularly true for Si-Ta, as most govern-
ment documents are first prepared in Sinhala and
then translated to Tamil and English (Farhath et al.,
2018).

4 Web-mined Parallel Corpora

Table 1 lists the web-mined corpora that we consid-
ered for evaluation. Other web-mined corpora avail-
able in OPUS (Tiedemann, 2012) were omitted be-
cause they did not have at least 100k samples for at
least two of the language pairs we considered. Out



Error (E) Codes

NL:

en Many Melanesian societies, however, have become hostile towards
same-sex relationships since the introduction of Christianity by
European missionaries.[50]

en Verily, you pass by them in the morning.

Not a language: at least one of source and target are not linguistic content

si [1]

ta 37:137.

‘WL:
en b wwuwnhg wwnpnu Snighh:

en I would probably go to Australia and I would study finance or
communications.

en God is Sufficient (feat.

Source OR target in some other language, but both still linguistic content

si  emE8 Qv 8827 dn@ied 585 © »® ewd&.

si  Ben, sanirim Avustralya’ya gider ve finans ya da iletigim okur-
dum.

ta 3R yafd § (eas)

UN:

en Create a new tab in an existing window rather than creating a
new window

Most part of the source/target has been copied to target/source

en This certainly is the loss of revenue through Google AdSense.

si Create a new tab in an existing window rather than creating a
new window

ta This certainly is the Google AdSense

X: Correct source and target language, but the translation is completely wrong

en Several of William’s children changed their surname as well.

si  dedl Be gowed 5H® ¢ D1B88yy ye®B ocs cdmeE BSE.

en "My lord would understand. ta LF}I"EJ&GT[ D HSHEUEH T QW MEIGH GTGSTLISHET GTer W &1D&ra&26M afl-
aufl$ M6V 616t CLIMGTMEU TS EH &S afleN&:a b & 6nL& @G, SHITMm
Queung).
Correct (C) Codes
CS: Correct translation but very short sentences

en Supported platforms
en Religion 101.

si  w0w oD 6DEmDnY
ta  LDGLD 101

CB:

en No, you're right.

en It will be available for 30 days during which you can save, listen
to, or share with others.

Correct translation but boilerplate or low-quality. Requires considerable effort to derive the correct translation.

si o Bw g Busiesy

ta @8 30 BILSEHSHEG HenL &G, Qe CUTG BraSET MHMEUTSH-
@pLer UHIHG) Osnereneumip.

CN:

en And in the Egyptian revolution, the Revolution 2.0, everyone has
contributed something, small or big.

en  “50 children died yesterday.”

Near-perfect translation (minor grammar or spelling mistakes). Requires minor effort to derive the correct translation

si JDed® 58d85win DEcDed? BdcEDw qom 2.0 wieD® wd®BE ayoBsy wn
9o
ta  "CmMMI 50 GRHenSSET @mhgialllLer.

CcC:

en A 5-year trusteeship was discussed, and a joint Soviet-American
commission was established.

Perfect translation (no modification by the human is needed)

en It is our centuries-old traditional dance.

si  od g0 WS HOwE BEDE wrmddh § ¢nd, madd ewidwd-a®@8msY
00860 £88n emSh.

ta Q& GrAISET RHITMHBEET(H LLPGHLOWITGHT [HLGITLD.

Table 2: Quality Evaluation Taxonomy with En-Si & En-Ta examples

of the selected corpora, XLEnt (El-Kishky et al.,
2021) was later omitted from human evaluation, be-
cause it has a significant amount of single-words or
short phrases in its top 25k portion. These corpora
are further described in Appendix A.

5 Quality Estimation by Humans

As mentioned earlier, Kreutzer et al. (2022) car-
ried out the first human evaluation on the quality
of web-mined corpora. Although they reported
results for a large number of languages includ-
ing low-resource languages, their discussion was
mainly centred around the language-wise aggre-
gated results. Thus they only used randomly se-
lected 100 sentences from each language-specific
corpus. de Gibert Bonet et al. (2022) carried out
a similar study for Catalan-English, but they also
considered only 100 samples from a corpus.

In contrast, we carried out a more detailed anal-
ysis of web-mined corpora belonging to the three
language pairs by first ordering each parallel corpus
according to the quality of the sentence pair. Our
hypothesis is that the quality of a web-mined cor-
pus is not consistent across a dataset, thus analysing
a random portion of the corpus would not give a
clear picture of the quality of the corpus.

Ours Herold et al. (2022)’s

NL

WL Wrong Language (srcltrg)
UN Untranslated (srcltrg)

X Misaligned Sentences

CS Short Segments (max. length)

CB Misordered Words (srcltrg), Raw Crawled Data,
Over-/Under translation, Synthetic Translations

CN

CC

Table 3: Comparison of our taxonomy with the error
Categories in Herold et al. (2022)

Participants: Fifteen translators were employed
to conduct the human evaluation across the three
language pairs. Evaluator selection and training
details are in Appendix B.

Sample Selection: Calculating a similarity mea-
sure over the source and target sentence embed-
dings is a popular method to get an indication
of the quality of a parallel sentence pair (Koehn
et al., 2020). We picked LASER-3 (Heffernan et al.,
2022) as our apparatus to score the alignment be-
tween the bitext. Heffernan et al. (2022) demon-
strated that LASER-3 performs either on par or
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Dataset

NL WL UN C NL__WL _UN

C NL WL UN X E S _CB__CN__cC__C

Top 00 00 19
Random 2.0
Bottom 05 00 01

CCAligned
39.0 1.9 0.1 1.1

59 831 || 04 00 09 25

539 || - = = = = = = = = =

Top 03 01 21
Random 03 01 00

812 09 63 159
WikiMatrix
Bottom 00 27 03 885 915

5 135 || 07 09 12 919 9

929 [ 00 00 515
670 | 01 00 29
T3 4T3 85 75 707 || 00 01 00

Top 00 00 71
CCMatrix Random 00 00 16

Bottom 00 13 08 3

8.5 13 52 08 887 9

150 | 01 55 05 21 82 | 93 204 343 217 917
6135 || 00 21 08 313 342 | 09 347 232 69 637
168 || 00 12 01 501 514 | 11 317 113 44 486

Top 00 05 04

3 6.5 360 188 187 800 || 0.0 04 03
Random 01 04 07 545 5

NLLB 3275 105 49 442 || 01 00 05

Bottom 00 00 19 56

7 271 81 13 412 || 00 00 00 519 5

883 [ 00 00 03 19 22 | 03 223 405 348 979
6 980 | 560 03 00 200 203 | 12 445 223 117 797
5 481 00 00 01 347 348 | 00 420 203 29 652

Translator 1 | 0.0 00 0.0
Translator2 | 0.0 0.1 0.0
Translator3 | 0.0 04 0.0

240 143 491 981 || 01 00 00
213 130 556 980 | 00 00 00
225 7.0 593 979 || 00 0.0 01

NLLB (cleaned)

5 999 [ 00 00 00 03 03 | 03 19 240 736 997
01 01 | 08 169 101 721 999 || 0.0 00 00 04 04 | 03 43 380 57.0 996
04 05 | 06 81 158 750 995 || 0.0 00 00 00 00 | 0.1 19 205 685 100.0

Table 4: The average percentage of tag counts over 3 independent evaluators for En-Si, En-Ta, and Si-Ta for 250
samples from top, bottom and random splits. C - sum of CS, CB, CN and CC. E - sum of NL, WL, UN, and X.

better than LaBSE', the other commonly used mul-
tilingual sentence encoder.

Sentences in each corpus were ordered by the
LASER-3 score. For the NLLB corpus, we used the
LASER-3 scores that were already provided within
the dataset. For other datasets, we calculated this
score”. From this sorted corpus, we randomly se-
lected 250 sentences each from the top 25k split,
the bottom 25k split, as well as from the entire cor-
pus. There was no overlap between the sentences
selected from the random set and the top/bottom
sets. Once again, be reminded that Kreutzer et al.
(2022) used only 100 random sentences from the
entire corpus.

Taxonomy: Our error taxonomy shown in Ta-
ble 2 is based on Kreutzer et al. (2022) and Herold
et al. (2022). Unlike Kreutzer et al. (2022), we man-
ually cleaned a web-mined corpus to determine its
effect on NMT performance (see Section 9). There-
fore our taxonomy indicates the level of human
effort needed to fix the translation of a pair of sen-
tences. We believe this provides more guidance
to humans conducting quality evaluations of the
corpora. Compared to Kreutzer et al. (2022), our
taxonomy has two other differences: (1) We used
WL to denote when the source or target is in some
third language, and UN to denote when source or
target has been copied to the other side. In con-
trast, Kreutzer et al. (2022) used WL to denote both
of these scenarios. (2) Kreutzer et al. (2022) used
CC to denote both perfect and near-perfect trans-
lations. In contrast, we used CC only for perfect
translations and introduced CN for a near-perfect
translation. While a bitext mining system may not
be able to distinguish between CC and CN, this dif-
ference is important when manually cleaning the
corpus.

Comparison of our taxonomy against Herold
et al. (2022) is given in Table 3. Since they only

"https://tfhub.dev/google/LaBSE/2
2https://github.com/facebookresearch/LASER

focused on identifying errors, they do not have any
category related to correct translation pairs. Herold
et al. (2022) used their error categories to intro-
duce synthetic errors to a clean corpus. Therefore
they could easily generate data that corresponds to
Mis-ordered Words (src| trg), Raw Crawled Data,
Over/Under translation and Synthetic Translations.
However, such errors are not directly distinguish-
able by a human. On the other hand, a sentence pair
with at least one of these errors requires significant
human effort to get cleaned. Therefore we grouped
those categories as CB.

6 Human Evaluation Results

Each sentence pair was evaluated by three evalua-
tors. The average agreement (measured in Pearson
correlation) per language pair is as follows: En-Si
0.40, En-Ta 0.55 and Si-Ta 0.57 (Detailed results
are in Table 9 of Appendix B). Results in Table 4
confirm 3 important points:

1. The quality of a web-mined corpus is not con-
sistent throughout. We see drastic differences
in quality between the top 25k and the bottom
25k. For example, the top 250 samples of the
En-Si WikiMatrix corpus have 34.3% sentences
falling into CC+CN categories, while its bottom por-
tion has only 0.4% in the same categories.

2. Carrying out a human evaluation on a random
sample as done by Kreutzer et al. (2022) portrays
a high amount of quality issues. For WikiMatrix,
CCMatrix, and NLLB, random sampling gives re-
sults that are closer to the bottom than the top.
CCAligned defies this trend strongly in En-Si and
weakly in En-Ta.

3. Quality of corpora can vary significantly de-
pending on the language pair. For example, CCMa-
trix En-Si top 25k has 46.7% of CC+CN categories,
and the same for En-Ta is 14.8%.

Together, these observations warn us against hap-
hazardly using these web-mined corpora without
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studying their quality distribution. The result for
non-English-centric Si-Ta is of particular interest.
For Si-Ta, both NLLB and CCMatrix top portion
seem to be extremely good. In fact, the 97.9% total
value for the Correct (C) group is the highest across
all the results.

Kreutzer et al. (2022) did not consider En-Ta
or Si-Ta in their evaluation. Even for En-Si, only
the ParaCrawl v7.1 corpus was considered. There-
fore we cannot draw a direct comparison with their
results. However, we can compare their micro-
averaged results with our results for the random
split, for the same corpora. For the CCAligned
corpus, our random split results for both En-Si
and En-Ta are significantly higher than Kreutzer
etal. (2022)’s. In contrast, the same for WikiMatrix
is lower than Kreutzer et al. (2022) by 10.24 and
18.34 (respectively). Even though Kreutzer et al.
(2022) reported that 7.3% of the languages they
analyzed did not contain a single correct sentence,
we observed a similar phenomenon only with the
bottom 25k split of WikiMatrix. These observa-
tions further justify the need for language-specific
detailed analysis of web-mined corpora.

7 Qualitative Analysis of Corpora

In addition to the human evaluation discussed in
the previous section, we also carried out a manual
inspection of the top 25k portion of each corpus.

en  “|What | makes 'you JOBMR that it will be the truth, or even accurate?”
si ovesmd. ne |@OmE - Gow A5 we ovs c0Be?

en: Monks, what do you think, is form constant?

en And he opens up the refrigerator, and [all| he [§66s] is the bright JHGRG.

ta  SHlyeusT g)rrsis'r-smu.ltj,g,@éﬂg)rr@'r, SIMTHENSU|D | HTewr ClFwHmmedr.
en: The Sun is the one who gives light and makes everything visible.

en | God [i8] All-knowing All-aware.

si quod dm g | B Shenst Dusied | | Bade cien | [BEBI.

en: Our teacher the Lord Buddha is all-knowing.

en The [EWo| |S€a| caves are linked, water goes in the one on the JIGH and comes
out the one on the right

ta | @WEHI(H WaT HLEOVSET FRISOGEGD LGS eTUSTE, HL6 Qambgeriium-
&g, - SUGVBILDML , (LPSITEDILD LNETTEDILOMILI SLILIEEV SI6M6V8 818 GLD.
en: As it is the confluence of two great oceans, sea turbulence, will toss the ship
left and right, fore and back.

en  Is JUBAH |evidence| that he is | God 7

si [EBB8) Aovios | ogBond [mad | Hoc:?
en: Are these told as gods are the witnesses?

they said , - are not a person whom we doubt.”

en “Yes,”
ta " S6UTHET GIFTELEUTTHET co . STTAIG6TT Shis L& EBT6V6VEUIT!

en: “ "They will say, "Aren’t you our golden son!

Table 5: Examples of parallel sentences from NLLB
where the translated Si or Ta sentence has a different
meaning than the original En sentences. We colour-
coded the pairs of semantically close words that possibly
contributed to the misalignment. Correct En translation
of the Si/ Ta sentence is also given for comparison.

Similar to Kreutzer et al. (2022), in En-Si and
En-Ta corpora, we found instances where sen-

P - Top 25K 2
B Bottom 25K 5y,

Random 25K

219

20.1

104

0

SITA FLORES| SITA
NLLB CCMatrix

FLORES | SITA  FLORES| SITA  FLORES
CCAligned Wiki Matrix

Datasets

Figure 1: Vanilla-transformer performance trained on

Top, Bottom and Random 25K splits of NLLB, CCMa-

trix, CCAligned and WikiMatrix for En-Si (higher the

better).

- Top 25K
. Bottom 25K
Random 25K

SITA  FLORES| SITA  FLORES

NLLBm

SITA  FLORES

SITA  FLORES
mBART M2M

vt
Models
[vt: vanilla-transformer, NLLBm: nllb-distilled-600M, mBART: mbart-many-to-many]

Figure 2: NMT results of different models trained on
CCMatrix En-Si top, bottom and average 25K splits.

tences that are structurally and semantically similar
but not parallel, presented as pairs. Table 5 shows
some such interesting examples from NLLB (An
extended version is in Appendix E as Table 14).
We show instances where text from the Bible has
been aligned with Buddhist scripture as well as in-
stances where simple negation and noun matching
have resulted in faulty alignments. Kreutzer et al.
(2022) noted that such misaligned data may cause
trained models to hallucinate fake facts.

Further, we observed some qualitative issues
in the top 25k splits that are idiocentric to each
dataset (or at least more prevalent in a particular
dataset than others). CCMatrix has many untrans-
lated/partially translated pairs. WikiMatrix, on the
other hand, has many partial sentences. CCAligned
has many concatenated lists coming from prod-
uct advertisements (e.g., cameras, dongles, cables).
Further, this dataset also has a comparatively higher
amount of short entries. In general, NLLB was free
of the above faults. However, as touched on in
Table 5, the top pairs of NLLB are predominantly
religious text with many misalignments. Informa-
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Figure 3: NMT results of vanilla transformer model
trained on CCMatrix En-Si in jumps of 100K.

tion in some of the aligned NLLB sentences was
not balanced (i.e. one side has more information).

The fact that NLLB has more religious text is
worth noting because (1) NLLB is presented as
a general domain dataset and not one in the reli-
gious domain (2) The phrasing and language used
in these religious texts are more archaic than mod-
ern. Thus a model trained on the top 25k of NLLB
might have a domain bias toward religious text and
be unable to handle contemporary language.

8 Impact of Corpus Quality on NMT
Model Performance

In Section 6, it was evident that different splits of
a large web-mined corpus have different levels of
quality. To determine whether this quality differ-
ence has any impact when it is used to train NMT
models, we ran a series of experiments.

Dataset: For each corpus, we trained separate
NMT models from the top, bottom, and random
25k portions of each of the web-mined En-Si cor-
pora. We used two separate datasets for testing:
FLORES-101 (Goyal et al., 2022), and the test set
of the SITA parallel corpus (Fernando et al., 2020).
FLORES was created from Wikipedia articles, and
SITA from government documents of Sri Lanka.

Baseline Models: For Si-Ta, En-Si, and
En-Ta, Thillainathan et al. (2021); Lee et al. (2022)
showed that NMT models built on mBART (Tang
et al., 2021) outperformed those built on vanilla
Transformer models. NMT-specific models such
as M2M (Fan et al., 2021) and NLLB (Team et al.,
2022) (henceforth referred to as NLLBm, to distin-
guish from the NLLB dataset) have been shown to
be generally better for low-resource languages (Zhu

et al., 2023). However, these models have not been
tested for the considered languages. Despite their
performance, there is a possibility that the datasets
considered in our experiments have already been
included in these models (Jacovi et al., 2023). Thus,
we trained vanilla Transformer NMT models with
all data splits, and ran an ablation study with CC-
Matrix En-Si for NMT models trained on mBART,
NLLB and M2M3. Model and training details are
in Appendix D.

Results were recorded in chrF (Popovié, 2015),
chrF++ (Popovié, 2017), BLEU (Papineni et al.,
2002) and spBLEU (Goyal et al., 2022). chrF++
results are used in our discussion. All results are in
Appendix F.

Results in Figure 1 (Raw result in Table 15 in
Appendix F) confirm the observations we derived
from human evaluation - the top 25k split is signifi-
cantly better than the other splits. With respect to
the SITA test set, the performance ordering of the
corpora also tallies with human evaluation results
for the Correct (C) category: CCAligned is the best,
followed by CCMatrix, WikiMatrix, and NLLB.
For FLORES test, CCMatrix is the best, followed
by CCAligned, WikiMatrix, and NLLB. Interest-
ingly, despite being created from Wikipedia, Wiki-
Matrix could not beat CCAligned or CCMatrix for
FLORES, which was also created from Wikipedia.
The lowest result from NLLB could be due to its
quality issues, as well as its religious content (see
Section 7). Except in CCAligned, both bottom and
random splits show roughly similar performance.
The high result for the random split in CCAligned
correlates with the higher value reported for the C
category during human evaluation.

Figure 2 (Raw result in Table 16 in Appendix F)
shows how NMT systems built with different pre-
trained models perform on CCMatrix En-Si data
splits. Overall, NMT models built on top of
NLLBm show the best performance, followed by
mBART and M2M-based models. Despite model-
wise differences, these results reaffirm that NMT
models trained with different splits of the same cor-
pus have different levels of performance. This dif-
ference is least pronounced in the NLLBm model.
Even in mBART and M2M models, the results gap
between top and random splits is minimal, com-
pared to the vanilla transformer model. This con-
firms that NMT systems built on pre-trained models

3mT5 (Xue et al., 2021) was not used as Nayak et al. (2023)
showed that it lags behind mBART.
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are more robust to noise in parallel corpora.

These findings naturally lead to the question
‘what would happen to the NMT performance if
the dataset size is gradually increased beyond
25k?’. To answer this question, we trained vanilla
transformer-based NMT models, by gradually in-
creasing the size of the CCMatrix En-Si corpus up
to 1.6M*. Figure 3 shows the results (Raw results
are in Table 17 in Appendix F). Despite fluctua-
tions, when the training dataset size increases, the
results gradually decrease. Also note that for this
corpus, the peak result is achieved when the train-
ing set is 200k. This number may vary from corpus
to corpus”.

We also trained vanilla Transformer models from
the full CCMatrix, CCAligned and WikiMatrix for
En-Si. Corresponding chrF++ results are 17.8,
41.7 and 17.3 (respectively) for SITA and 20.4, 31.7
and 19 (respectively) for FLORES. Comparing
these values with those in Figure 2 shows that for
some corpora, training an NMT model just with
the top 25k split is better than using the full corpus.

9 Impact of Corpus Cleaning

9.1 Process and Human Evaluation

Creating high-quality corpora is a challenging task,
especially for low-resource languages. In this con-
text, employing human translators to clean web-
mined corpora can be considered an alternative to
creating parallel corpora from scratch.

In order to determine the benefit of corpus clean-
ing, we cleaned the top 25k of NLLB En-Si and
En-Ta corpora. 11 En-Si translators and 16 En-Ta
translators were used for this task®. Details of trans-
lator selection and training are shown in Table 10
of Appendix B. The translators were asked to first
indicate the decision they took on a given sentence
pair. The set of decisions and subsequent actions
expected by the translator are given in Table 6.

Due to rewrites and deletes, the resulting cor-
pus now has a final cleaned sentence pair count of
27,813 for En-Si and 26,526 for En-Ta. Table 7
shows the statistics of decisions taken by the trans-
lators. We see a significant number of updates,
which confirms that the original corpus had more
pairs falling into the C category. The lesser, but

“We did not go above 1.6M due to resource limitations.

5Thus, although we used 25k as our portion size, this
number should not be taken as a universal cut-off value.

%In the case of the two translators who were involved in
the corpus evaluation in addition to cleaning, we made sure
not to (re)assign the samples they evaluated.

significant rewrites and very low count of deletes
confirm that the E category was relatively small.

Recall that we conducted a human evaluation
of 250 random samples from this portion of the
NLLB corpus for both En-Si and En-Ta corpora.
Each of these 250 samples was cleaned by three
separate translators, while each sentence in the rest
of the corpus was cleaned by a single translator.
The 250 sentences of the top 25k portion of NLLB
Si-Ta corpus that were used for quality estimation
were also cleaned by three translators. The last
three rows in Table 4 show this result. We see a
significant drop in error (E) categories and a signifi-
cant increase in CC category. However, human data
cleaning has not produced a perfect result - had it
been perfect, we should have seen 100% for CC+CS
categories.

We manually reviewed the cleaned En-Si trans-
lation pairs that did not fall into CC or CS categories
to identify why they were not cleaned to be perfect
translation pairs. Our observations are as follows:

* NLLB has a high concentration of religious
text. Jargon and structure used in the religious
text are very different to contemporary ver-
nacular. Some translators found it difficult
to find equivalent wording in Sinhala for the
religious-specific language.

* Some English sentences had structural issues.
Some translators have not bothered to fix these
structural issues and have simply translated
that ill-formed English sentence into Sinhala.

* In the cases where the English sentence is
partial (e.g. interrupted utterance), translating
it to Sinhala was difficult due to differences in
grammatical word ordering.

* Some English sentences that discuss ideas that
are rooted in Western culture had no concise
way of translating (e.g. I am taking her on a
date).

* Spelling errors’, errors caused due to over-

looking punctuation errors.

Table 12 in Appendix C shows the time taken by
translators for the corpus cleaning task. To produce
28,090 sentences from the noisy 25k En-Si cor-
pus, the translators have collectively spent a total

"Sinhala does not have a reliable spell corrector, and many
errors can be easily overlooked (Sonnadara et al., 2021).
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Sentence pair status

Decision | Subsequent action

Perfect translation (CC) ACCEPT Keep as it is

Acceptable translation, but En and/or Si has .

to be updated (CN, CS and CB in taxonomy) UPDATE Update En and/or 51

En AND Si both are either meaningless (i.e NL or

WL), contain repetitive words (eg: No no no), or ..

contain very short phrases (CS) (e.g. name of a place DELETE Keep as itis

or a person)

En AND Si are meaningful sentences but not related | REWRITE Add. two separate entries - En should be translated
) to Si, and Si should be translated to En

Only En OR Si are meaningful (i.e. one is NL, WL, UN, | REWRITE Rewrite the un-mean ingful side to be the translation
cs) of the meaningful side

Table 6: Decision set employed for manual cleaning of the corpus (We remove ones marked as DELETE from the

corpus before using it for NMT training.)

Decision En-Si En-Ta

Total Sentences % Total Sentences %
Accept 4813 17.13 6621 24.70
Update 14852 52.87 15047 56.14
Re-write 8148 29.01 4858 18.13
Delete 277  0.99 275  1.03
Total 28090 26801

Table 7: Summary of translator decisions

of 853:18(hr:m). On average, this is 1.8 minutes
per sentence pair. To prepare a sample of a hun-
dred sentence pairs, an average duration of 3hrs
3 minutes with a standard deviation of 1hr and 9
minutes was taken. Cleaning of 25k En-Ta sam-
ple produced 26,801 sentences consuming a total
duration of 539:52 (hr:m). On average per sen-
tence, the duration spent was 1.2 minutes. The
average duration spent for a hundred sentences was
3hrs 47minutes with a standard deviation of 3hrs
S57minutes. In both instances, the standard devia-
tion is noticeably high. This is due to the individual
capabilities/circumstances of translators or even a
translator wrongly recording time(see Appendix C),
it could also be due to the quality of the dataset por-
tion received by a translator and the translator’s
judgment on the action to be carried out on a given
sentence pair. This assumption is strengthened by
results in Table 11 in Appendix C - there is a high
variance in the actions selected by the translators.

To see if cleaning a web-mined corpus is more
effective than translating a source from scratch, we
selected three translators from the corpus cleaning
task, gave them 100 sentences from NLLB En-Si
corpus (that they had not seen before), and asked
them to translate from scratch. We compared the
time they took for the fresh translation and corpus
cleaning.

As per Table 13 in Appendix C, corpus cleaning

on average took 14 minutes less than fresh transla-
tion. However, the time taken to clean a corpus may
vary depending on its quality. For the sake of com-
pletion, the freshly translated 100 sentences were
evaluated by evaluators. CC, CN, and CB percent-
ages are 57.00%, 10.67% and 32.33% respectively,
which are on par with corpus cleaning results.

9.2 Impact on NMT Performance

For both En-Si and En-Ta, we built NMT mod-
els from the fully cleaned NLLB corpus, its top
25k, as well as from the random and the top 25k
splits of SITA corpus. Figures 4 and 5 show the re-
spective results. Raw results tables are in Table 18
in Appendix F®. For both language pairs, cleaned
NLLB top 25k corpus beats the uncleaned version
for SITA and FLORES test sets. But, compared to
human effort to clean the corpus, this gain cannot
be justified.

As per Figures 4 and 5, the top 25k split of both
web-mined corpora performed better than SITA top
25k split for FLORES test set. Nayak et al. (2023)
showed that NMT results could be affected by do-
main divergence. To determine whether this drop in
SITA result is due to domain divergence, we calcu-
lated JS Divergence between different corpora (see
Table 20 in Appendix G). The divergence between
SITA and FLORES is the highest, but it is only
slightly higher (0.1 points) than that of CCAligned.
However, CCAligned result for FLORES is 2.3
chrF++ points higher than SITA. Therefore it is
safe to assume the low performance of SITA may
not be due to domain divergence, but due to its
quality. However, the high domain divergence be-
tween NLLB and SITA is noteworthy. We remind

8Though we report result of SITA training set on SITA test
set, this is misleading due to both coming from same corpus.
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NLLB-1
. NLLB-2
EEN NLLB-3
N SITA-Top25K
B SITA-Random

40]

SITA FLORES
Datasets
[NLLB-1 : NLLB Original, NLLB-2 : NLLB Cleaned top25K,
NLLB-3 : NLLB Cleaned Complete(27K+)]

Figure 4: Vanilla transformer results for En-Si origi-
nal NLLB Top 25K, NLLB cleaned Top 25K, NLLB
cleaned full(27K+), SITA Top 25K, and SITA Random
25K.

10 3.0 NLLB-1

- LB

- NLLB

. SITA-Top23K

— SITA-Random
281

)

SITA FLORES
Datasets

[NLLB-1 : NLLB Original, NLLB-2 : NLLB Cleaned top25K,
NLLB-3 : NLLB Cleaned Complete(26K+)]

Figure 5: Vanilla transformer results for En-Ta original
NLLB Top 25K, EnTa NLLB cleaned Top 25K, EnTa
NLLB cleaned full(26K+), EnTa SITA Top 25K, and
EnTa SITA Random 25K.

the reader that we noticed NLLB having higher
amounts of religious content (see Section 7).

The full NLLB cleaned En-Si corpus of 27k+
lags behind the top 25k split. Similarly, for both
language pairs, SITA random 25k lags behind the
top 25k.

10 Impact of Embedding Technique

We used LASER-3 for ranking sentence pairs. The
other commonly used measurements are LaBSE
and XLM-R (Conneau et al., 2020). mBERT is
another option, however, Sinhala is not included
in this model. In fact, Fernando et al. (2023) com-
pared LASER-1, LaBSE, and XLM-R embedding
performance for sentence alignment and reported
that LaBSE is superior to the other two. To de-
termine whether the embedding technique has a
noticeable impact, we ranked the CCMatrix En-Si
corpus using LaBSE and XLM-R. Then we se-
lected the top, bottom, and random splits from this

EEm LASER 3
BN LaBSE

0

SITA FLORES FLORES FLORES
Top 25K Bottom 25K Random 25K
LASER 3 v LaBSE

Figure 6: NMT Results on CCMatrix En-Si Top, Bot-
tom and Random 25K for LASER-3 or LaBSE.

corpus and trained vanilla transformer-based NMT
models. Figure 6 shows the comparison (Full re-
sult in Table 19 of Appendix F). XLM-R result is
close to zero, so is not shown. Overall, the top 25k
ranked by LASER-3 has a higher result than the
other two. However, note that for a given language
pair, the actual result may depend on the language
representation in the model and the characteristics
of the corpus. Thus, for a new pair of languages, it
is worthwhile to experiment with different embed-
ding models.

11 Conclusion

We presented a fine-grained evaluation of the qual-
ity of web-mined corpora for three low-resource
language pairs. We showed that the quality of such
corpora significantly varies across different por-
tions. Our findings also indicate that simply using
the highest quality portion of a web-mined corpus
yields NMT results that may be on par with human-
curated corpora in some instances. However, we
are wary of further cleaning this top portion in
hopes of better results, as the result gains do not
justify the required human effort. Project artefacts
are released and the details are shared in the project
GitHub’.

For our analysis, we considered the web-mined
corpora without any pre-processing. If they were
pre-processed (say) to remove duplicates, short
phrases, or text in the wrong language, the per-
formance of the embedding techniques may vary.
We plan to investigate this in future. We also plan
to expand this analysis to other low-resource lan-
guages.

9https: //github.com/nlpcuom/quality-matters
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Limitations

Our evaluation involves only three languages. This
was inevitable because these are the only languages
we had provisions to find human translators to carry
out a meaningful evaluation. Due to financial con-
straints, we could carry out data cleaning only for
the En-Si and En-Ta portions of the NLLB cor-
pus. For the NLLB cleaning task, we reviewed
only the first 100 sentences produced by the human
translators. Therefore this corpus could still have
some noise. From each corpus, we reviewed only
750 sentences. While this number is much larger
than what Kreutzer et al. (2022) considered, it may
still not be representative enough. Due to comput-
ing resource constraints, we could not train NMT
models with all pre-trained models or train NMT
models for various sizes of all parallel corpora.
Our technique works only for languages included
in embedding models such as LASER, LaBSE, and
XLM-R.

Ethics Statement

We used publicly available parallel corpora that are
free to use. Fernando et al. (2020) provided their
dataset. We paid all the translators according to
the government’s stipulated rates. Before assigning
them to the task, they were given a pilot to try out.
They were given the chance to decide whether they
were adequately compensated for their efforts. We
only collected personal information that is needed
for us to determine their suitability for the task and
to arrange their payment. None of these personal
details has been publicly released. More details are
in the Appendix C. As mentioned under limitations,
we could not manually review the corpus cleaned
by translators. While they fixed the issues in a
publicly available corpus, we cannot guarantee that
the cleaned corpus does not have any unnecessary
content that was not there in the original corpus.
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A Parallel Corpora used in the Study

All following artefacts were used consistent with
their intended use when and where it was speci-
fied. The creators of the respective artefacts have
checked whether their data contains any informa-
tion that uniquely identifies individual people or
offensive content. In the cases where the data is
updated or re-written by translators as discussed in
Section 8, the guideline discussed in Appendix C
ensured that no information that uniquely identifies
individual people or offensive content is inserted.
The licences and terms of usage of the artefacts are
as discussed in each of the cited sources below.

CCAligned (El-Kishky et al., 2020) is a dataset
created using 68 snapshots of CommonCraw]'”.
Document alignment was done using FastText
LangID (Joulin et al., 2016, 2017) by mapping
documents with the same URL but different lan-
guage codes. The alignments were then refined
using LASER embeddings (Artetxe and Schwenk,
2019b).

WikiMatrix (Schwenk et al., 2021a) is a par-
allel corpus mined from Wikipedia. It has 135M
parallel sentences in 1620 language pairs (85 lan-
guages). 34M of these are aligned with English.
Duplicates have been removed after sentence split-
ting. FastText LangID has been used to identify
the languages of the text and then LASER has been
used to identify bitext.

CCMatrix (Schwenk et al., 2021b) was cre-
ated using snapshots of CommonCrawl. It con-
tains around 4.5 billion parallel sentences across
576 language pairs. In building CCMatrix, it was
assumed the aligned sentence could appear any-
where on CommonCrawl. Thus, margin-based min-
ing (Artetxe and Schwenk, 2019a) was used for
sentence alignment.

NLLB (Team et al., 2022) was released along
with a translation model of the same name. This
dataset contains: (1) public primary bitext col-
lected from various sources, (2) bitext mined with
LASER-3 teacher-student training (Heffernan et al.,
2022), and (3) Backtranslated bitext created from
the monolingual corpus.

B Human Evaluator Details

Table 8 provides details about the human partici-
pants involved with the evaluation task. They all

10http: //commoncrawl.org/

possess a minimum of one year of prior experi-
ence in translation. They are from Sri Lanka. We
advertised for this work via social media. This
set of translators was selected from a larger pool
via a small test, by giving them ten sentences to
translate.

Name Experience Qualification
(Years)

En - Si
Translator]l 1 BA in German Language
Translator1 2 BA (Hons) Sinhala Sp.
Translator2 2 BA (Hons) in Translation Studies
Translator3 1 BA (Hons) in Translation Studies
Translator4 1 BA (Hons) in Translation Studies
Translator5 4 BA (Hons) in Translation Studies
Translator6 2 BA (Hons) in Translation Studies
En-Ta
Translator7 7 BSc in Agriculture
Translator8 12 B.Sc. Applied Mathematics and Computing

PGD in Professional Practice

in English
Translator9 5 BSc (Hons) Engineering
Translator10 3 MBBS
Translator11 5 BA
Si-Ta
Translator13 2 BA (Hons) in Translation Studies
Translator14 2 BA (Hons) in Translation Studies
Translator15 20 Diploma in Translation and Interpretation

Table 8: Details of Translators Involved in Corpus Eval-
uation task

A flow-chart (See Figure 7) was prepared to ex-
plain the evaluation task. Then they were given a
pilot set to practice the task. We evaluated their
work, refined the guidelines and provided them
with the final instructions along with a demonstra-
tion video. They were paid for each sentence they
evaluated. Before assigning work, we informed
them of the rates. Thus, based on the time taken
for the pilot task, the translators were given the
option to decide whether they wanted to continue
with the full task under the proposed payment rates.
Table 9 contains the raw data used for the Pearson
correlation study.

C Web-mined Corpus Cleaning

To clean the top 25k sentences from the NLLB cor-
pus, translators were selected following the same
procedure described in Section 5. Table 10 gives
details about the human participants involved with
the NLLB cleaning task.

Translators were issued a guideline (Figure 8)
and a demonstration video. The authors reviewed
the first 100 sentence pairs cleaned by the trans-
lators. Then an Extended Guidelines document
was created to cover the common mistakes made
during the task and to give specific instructions on
the corrective action. The translators were asked
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Figure 7: Flow-chart for Corpus Evaluation

Evall v Eval2 Eval2 v Eval3 Evall v Eval3
Dataset
Pearson-corr p-value Pearson-corr p-value Pearson-corr p-value
Top 0.31 4.22E-07 —0.28 5.79E—-06 —0.04 0.51
En-Si Random 0.19 0.00 0.19 0.00 0.28 8.85E—06
CC Align Bottom 0.78 6.31E—52 0.74 2.61E—45 0.68 9.42FE—36
Top 0.08 0.23 0.00 0.96 0.54 1.41E-20
En-Ta Random 0.55 7.88E—-21 0.49 7.61E—17 0.58 6.33E—24
Bottom 0.60 1.99E—-25 0.72 1.37TE—41 0.73 2.21E—42
Top 0.19 0.00 0.27 1.13E-05 0.36 6.36 E—09
En-Si Random 0.34 3.04E—-08 0.38 7.43E—10 0.29 2.14E—-06
Wikimatrix Bottom 0.37 1.06 E—09 0.52 4.44FE—19 0.50 2.22E—-17
Top 0.65 4.49E—-31 0.76 1.10E—47 0.68 9.28 E—36
En-Ta Random 0.35 1.42E—-08 0.17 0.01 0.37 2.38E—-09
Bottom 0.53 1.34E—-19 0.56 2.63E—22 0.67 9.30E —34
Top 0.35 1.26 E—08 0.52 7.35E—19 0.44 2.28E—13
En-Si Random 0.43 7.19E—-13 0.55 1.91E-21 0.37 2.05E—-09
Bottom 0.33 1.16 E—07 1.00 0.00 0.33 1.16 E—07
Top 0.73 1.66 E—42 0.75 4.23E—47 0.86 9.73E—-73
CC Matrix En-Ta Random 0.59 9.45E—-25 0.43 1.06E—12 0.49 1.23E—-16
Bottom 0.51 8.11E—-18 0.42 7.14E—-12 0.62 6.13E—28
Top 0.10 0.11 0.65 1.04E-31 0.16 0.03
Si-Ta Random 0.63 7.61E—-29 0.66 1.32E—-32 0.55 1.46 E—21
Bottom 0.61 2.50FE—-27 0.74 6.29F —45 0.65 3.89E—31
Top 0.57 2.80E—-23 0.51 1.11E-17 0.63 1.39E-29
En-Si Random 0.38 4.44E-10 0.32 2.80E—-07 0.47 2.88E—15
Bottom 0.51 4.31E—18 0.46 1.58E—14 0.30 1.38E—06
Top 0.64 3.42E—-30 0.69 4.23E—-36 0.68 3.60E—35
NLLB En-Ta Random 0.51 1.01E—-17 0.45 8.71E—14 0.58 1.89E—-23
Bottom 0.57 4.58 E—23 0.63 2.19E—-29 0.69 2.01E—36
Top 0.56 1.31E-21 0.58 1.15E—-23 0.64 1.22E-30
Si-Ta Random 0.60 3.85E—26 0.66 4.70E—-32 0.67 2.61E—-34
Bottom 0.54 1.96 E—20 0.65 2.59FE—31 0.66 2.59FE—32

Table 9: Raw results used for Pearson correlation study for agreement between evaluators (Eval) on 250 samples for
En-Si, En-Ta, and Si-Ta

to address the reviewer comments given for those
hundred sentences. Once the reviewers were satis-
fied that a translator had fully understood the task,
they were given the OK to continue with corpus

cleaning. They were asked to record the exact time
they spent on the corpus cleaning task.

Translators were paid as follows: For reading
and deciding on the action to be carried out on a
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Name Experience Qualification

(Years)
En - Si
Translator16 4 BA (Special) in Translation Studies
Translator17 1 BA (Hons) in Translation Studies
Translator18 1 BA (Hons) Business and Academic Chinese
Translator19 4 MBBS
Translator20 1 BA (Hons) in Translation Studies
Translator21 2 BA (Hons) in Translation Studies
Translator22 1 BEng (Hons) Technology (Mech Eng)
Translator23 3 BA (Special) in Translation Studies
Translator24 1 BA(Hons) in French Language and Literature
Translator25 2 BA (Hons.) in Translation Studies
Translator26 3 Certificate in Effective English
En - Ta
Translator27 6 BSc (Hons) in Information Technology
Translator28 1 Bsc (Hons) Business Information System
Translator29 4 BA (Hons) in Translation Studies
Translator30 1 BSc Environmental Conservation and Management
Translator31 1 Bachelor of Unani Medicine and Surgery
Translator32 4 Bachelor of Information Technology
Translator33 1 BSc (Hons) Eng. sp. in Computer Science and Eng.
Translator34 1.5 BSc (Hons) Eng. sp. in Chemical and Process Eng.
Translator35 3 BSc (Hons) in Town and Country Planning
Translator36 2.5 B.Tech in Chemical Engineering
Translator37 1 BSc (Hons) in Nursing
Translator38 4 BA (Hons.) in Translation Studies
Translator39 8 Master of Business Management
Translator40 2 BA (Hons.) in Translation Studies
Si-Ta
Translator4 1 6 BA (Hons) in Translation Studies
Translator42 1 BA in Social Sciences
Translator43 35 MA - Linguistic

Table 10: Snapshot of a translator’s worksheet

sentence pair, a fixed amount was paid. When the
translator updates or rewrites sentences, they are
paid for each word they write/modify. They were
informed of the rates in advance and were given
the chance to opt-out of the task after participating
in the pilot task. Table 11 shows the counts of
decisions taken by each translator.

In Table 12, we have summarised the number of
sentence pairs cleaned by each translator and the
total time taken for it. Owing to the availability of
translators, the number of sentence-pairs cleaned
by each person was different. Therefore in our cal-
culation, the average time spent by each translator
to clean 100 sentence-pairs was considered. Based
on these statistics, to clean a sample of hundred
sentence pairs from the top 25k of the En-Si cor-
pus, an average duration of 3hrs 3 minutes with a
standard deviation of 1hr and 9 minutes was taken.
For En-Ta the average duration was 3hrs 37min-
utes with a standard deviation of 3hrs 57minutes.
We contacted the translators to confirm the times
they reported. The three translators who have taken
the longest time revealed that they have been recov-
ering from illness/accident, therefore the work had
been slow.

To compare these durations to what was taken
for translating from scratch, we then asked three
translators to provide fresh Si translations for a
hundred En sentences and to record the time taken.

Then we calculated and compared the average time
taken along with the standard deviation with the
values obtained for the corpus cleaning duration.
This information is available in Table 13. The dif-
ference between the averages comes to 14 minutes,
which means as the number of sentences increases,
the time taken for the cleaning task will further be
increased.

D Model Details

As discussed under Section 8, experiments were
performed using three state-of-the-art (SOTA)
NMT models (NLLB, mBART, and M2M) and
vanilla transformer. To perform a fair evaluation
between the SOTA NMT models, we chose model
variants with similar model sizes. The model sizes
utilized in our experiments for NLLB, mBART, and
M?2M are approximately 600 Million (M), 600M,
and 418M, respectively. We perform bilingual fine-
tuning on the SOTA models by training up to 3
epochs with a learning rate of 5 x 10~°, maxi-
mum token length of 200 was set for both source
and target. A batch-size of 10 was used for fine-
tuning. We utilized the implementations provided
by the HuggingFace Transformer library (Wolf
et al., 2020), and Nvidia Quadro RTX 6000 for
hardware-level parallelism. For the decoding pro-
cess, default settings provided by HuggingFace
were retained for each model. In the case of
mBART and M2M, a beam search with a beam
size of 5 was employed, while for NLLB, a beam
size of 4 was utilized.

Vanilla-transformer: We train the Transformer
models implemented in FAIRSEQ library (Ott
et al., 2019) for our experiments. We train a model
consisting of 6 encoder and decoder layers, encoder
and decoder embedding of 256, 2 attention heads,
dropout of 0.4, the learning rate of 1 x 10~7, weight
decay of 1 x 10~ and a batch-size of 32. For de-
coding, we use beam search with a beam size of
5.

E Extended Misalignment Analysis

Table 14 is an extended version of Table 5. As men-
tioned in the discussion in Section 7, there are some
interesting observations where text from the Bible
has been aligned with Buddhist scripture. There
were indeed multiple occurrences of Bible being
aligned with the Quran. However, unlike in the
case of Bible-Buddhist pairings, we are not show-
ing Bible-Quran pairings here given that both of
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Translator Total Sentence-pairs : .Accept . ppdate .Be-wrlte < !)elete
Decision o Decision % Decision 7 Decision 7
Count ° Count ° Count ° Count °
Translator16 652 29 4.45 540 82.82 74 11.35 9 1.38
Translator17 1523 414 27.18 664  43.60 403 26.46 42 276
Translator18 3402 367 10.79 1426  41.92 1608  47.27 1 0.03
Translator19 3636 261 7.18 1725 47.44 1647  45.30 3 0.08
Translator20 2288 920  40.21 1094  47.81 235 10.27 39 1.70
Translator21 2726 660 2421 1272 46.66 785 28.80 9 033
Translator22 2669 594 2226 1219  45.67 756  28.33 100  3.75
Translator23 2298 349 15.19 1452 63.19 458 19.93 39 1.70
Translator24 2088 250 11.97 1266 60.63 559 26.77 13 0.62
Translator25 3776 770  20.39 2157 57.12 842  22.30 7 0.19
Translator26 3032 199 6.56 2037 67.18 781 25.76 15 0.49
Total 28090 4813 17.31 14852  53.44 8148  28.32 277 093

Table 11: Translator-wise final decision counts along with their percentages for the cleaning task

En-Si En-Ta
. Duration for . Duration for
Translator Total Duration 100 sentence-pairs Translator Total Duration 100 sentence-pairs
Sentences (hh:mm) Sentences (hh:mm)
(hh:mm) (hh:mm)
Translator16 652 30:00 4:36 Translator27 6039 64:30 1:04
Translator17 1523 19:00 1:15 Translator28 2883 50:00 1:44
Translator18 3402 146:42 4:19 Translator29 6593 195:55 2:58
Translator19 3636 97:55 2:42 Translator30 103 12:00 11:39
Translator20 2288 28:10 1:14 Translator31 105 7:40 7:18
Translator21 2726 95:00 3:29 Translator32 151 22:00 14:34
Translator22 2669 38:35 1:27 Translator33 331 6:03 1:49
Translator23 2298 83:00 3:37 Translator34 102 6:00 5:52
Translator24 2088 92:00 4:24 Translator35 2784 39:10 1:24
Translator25 3776 125:31 3:19 Translator36 722 24:40 3:24
Translator26 3032 97:00 3:12 Translator37 199 1:30 0:45
Translator10 1707 27:57 1:38
Translator12 3785 61:10 1:36
Translator38 457 9:07 1:59
Translator39 459 6:10 1:20
Translator40 381 6:00 1:34
Totals 28090 853:18 33:36 Totals 26801 539:52 60:44
Average (SD) 3:03 (1:09) Average (SD) 3:47 (3:57)
Table 12: Cleaning duration analysis for Translators
Time taken (hh:mm) (specifically the quotation marks) has also been a
Translation of  Cleaning of 100 contributor to the misalignment.
100 sentence-pairs  sentence-pairs
Translator18 03:06 4:19
F NMT Results
Translator21 04:12 3:29
Translator26 04:25 3:12 As discussed in Section 8 we report the Chrf++ as
Total Duration 11:43 11:00 our primary evaluation metric. Apart from this we
Average (SD) 03:54 (00:35)  03:40 (0:28) primary - AP

Table 13: Time spent to translate 100 En sentences from
scratch and for cleaning of 100 En-Si sentence-pairs

them being Abrahamic religions (Albayrak et al.,
2018), they do share some information and it is rea-
sonable for even a human evaluator to align some
of these scripture by mistake. In the last En-Si
example, it is also evident that the sentence struc-
ture arising from the use of parentheses has played
a part in aligning the wrong sentences. In row
number 12 of the extended version En-Ta, another
interesting observation is that the punctuation count

also calculate the Chrf, BLEU, and spBLEU scores
as well. Since HuggingFace library doesn’t support
spBLEU score, we are only able to report spBLEU
for vanilla-transformer. Tables 15, 16, 17, 18, and
19 contain the raw results for Figures 1, 2, 3,4, 5
and 6 respectively.

G Domain Divergence Evaluation

We calculate the Jensen Shannon Divergence (JS-
div) (Lu et al., 2020) between the training datasets
(NLLB original, NLLB Cleaned top 25K, NLLB
Cleand Complete (27K+), SITA Top25K, and
SITA Random 25K) and the test sets (SITA and
FLORES). We use the code implementation used
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Extended Guidelines

1. There are three possible scenarios to handle a re-write.

a)lf the two sentences are meaningful but not related, you need to translate En to Si and Si to En (so two
rewrites).

b) If only En is meaningful, translate that to Si (so only one rewrite).

c) If only Si is meaningful, translate that to En (so only one rewrite).

In the case of (a),there have to be two rows now, and the decision should be selected as “Re-write” in
both rows.

You can either insert a new row and copy-paste the row above it entirely (Figure 1.1) OR insert a new
row and copy only the Si or En sentence as needed (Figure 1.2).

Prophecy is involved, o the claim | ae,2),Ses s B g,
Prophecy is involved, so the claim has to be NS B @&@mm 0 3% @D ¢S DE D has to be understood in a 0258 B8 6D
understood in a straightforward way. o, 3B B el@ends. straightforward way. 82368 o gyrges.
IR0 BTOT BHTEDD
The Buddha's teaching is that the  [c3 ¢ @@ ¢&; g
Prophecy is involved, so the claim has to be G0 BT WYTEWED ¢ ¢35 DD S DE R journey to be carried with desire & o, sgo @d
understood in a straightforward way. 03, 353 WEQ) SC@eNDE. must be avoided. (@B,

Figure 1.1 - Duplicating the En and Si original sentences during Rewrite

566 BASG; genom Ddmasd e G 3e0eci? edind

450 VY DD §DOD DFma e D FMODVSDDSec O BSY
Eventually Joseph was proven to be a prophet. g8t cesde. Re-write B |Eventually Joseph was proven to be a prophet. | 8cs.

586 BAS; gD Brmasd
od ¢endd ¢l By D@

He introduced himself as a prophet according to | @@ DEma emens A0

the prophecies of the ancient Hebrew prophets. |®¢aieh cdfeedes.

Figure 1.2 - Keeping the En and Si original sentences as empty in the added row during Rewrite

2. In situations as shown in Figure 1.3 below, it is NOT essential to include numbers (sequence
numbers/citations, etc) or punctuations that are not relevant to the sentence. Eg: [11] and “ can be
removed

The preferred updated sentences are shown in Figure 1.4. Note that both sides are updated.

Si sentence Decision En Sentence Corrected Si Sentence Corrected
B Dpess®
DEBDE8 end
Certainly in that there are signs for people who "Beswd DBessd OB (6D EF Bwnd) Certainly in that there are signs for |9& £30tZ GaEcses
think."[11] 3008 (GoeseS) . people who think."[11] a7 11]

En sentence

Figure 1.3 - Example with punctuations/numbering that are not related to the sentence

En sentence = Si sentence = Decision = En Sentence Corrected = Si Sentence Corrected

Certainly in that there are signs for people who "B Dmens® 08 (6DeaI0 E Swed) Certainly in that there are signs for |Bcsw D@essi® mEsemd
think."[11] 30052 (6aBic3tS) Gred. people who think. 2060 OB o050 SaBd .

Figure 1.4 - Preferred way of handling punctuations/numbering
3. Mark as Delete ONLY when both En and Si sentences are meaningless, if they contain repetitive
words, (eg: No no no), or if they contain very short phrases (e.g. name of a place or a person).

Otherwise, as mentioned above, the sentence should be translated to the other language

4. If the En sentence is in spoken form, the corrected Si sentence should also be in spoken form, and
vice versa.

Figure 8: Snapshot of the Extended Guidelines given for the translators conducting the web-mining corpus cleaning
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en “ What makes you - that it will be the truth, or even accurate?”

si Ovomd, DR | BOME -, Grovw B vw o 00B¢?
en: Monks, what do you think, is form constant?
en And he opens up the refrigerator, and [all he sees is the bright -
ta  SHyeuetT Hredr -smu_ug,g,@é;\g)rrsb'r, SIEDEMHENSILD  &mesor  GClE WIS mmed.
en: The Sun is the one who gives light and makes everything visible.
en God . All-knowing All-aware.
si  guoed mem § Qg dhens’ Dusies | BeEe ¢sion -
en: Our teacher the Lord Buddha is all-knowing.

en The two | sea caves are linked, water goes in the one on the - and comes out the one on the right
ta | @yetor(h) LT BLEVSET FRIGOGEGD LGS 6eTUST6D, HLV Q& THSefLILTeTS), - 6UEVGILOMUI ,
(P6iTen)LD LNGBTERILOMI SLILIEHEV BM6Vs HLP1& (& LD.
en: As it is the confluence of two great oceans, sea turbulence, will toss the ship left and right, fore and back.
en “My Lord, the fierce beasts of the [ two towns - coming!”
si "Owemd, 0® | e¢eem - Dcewd (| gwemewd ) 00"
en: “Monks, these two are low (ignorant).”
en “And I  brought - some water with a straw.”

ta 8 [BW6dT _ &600T6v0ITIT6Y  H)(H(LP(LEEGHE  CBEMHSCHET co HUCTT 2 MG EHSEHS SHTW Ui
WY H)(IH(LP(WEES Q&THILILTT" 6T6sTLl LIemmEFTHMI6TTI.
en: 8 I have baptized you with water, and he will baptize you with the Holy Spirit.” he declared.

en Is - evidence that he is God ?

si - Besies? e¢Bowd | @B Boce?

en: Are these told as gods are the witnesses?

en The die , then, is the equivalent of a cookie cutter.

ta | LOJETOT(IPLD @ emsuloemm&: STl GLImey wemmIhgl 69 (HID.
en: Death will also disappear like a fruit behind the leaf.

en - fasten |them into the back of the dot.

si -qz8 RGO | w» cwdeomd HRO DOTeDY .

en: And we are admitting them in the dense shade.

en “And we do not reveal the signs except to strike fear..”
ta  eTeaflLb, Wb meoTM) ClaLL, QUEHHEICTTH ST Sl GCoum ereu(HLd | B | H&HSTLH&m6T HlFmaifiL-

uglevemev !
en: However, nobody rejects the evidence except the most ungrateful, traitors !

en No horses on the said [sic] property.
si Q@psled g@ddwxO ¢®@~uz§m- D
en: Their horses do not have an otherworldly power;
en “Yes,” they @said , “- are not a person whom we doubt.”

ta I|6UTHET G FTELEUTTEHET co . TG 6T SIS LDEEITEVEV6LT!
en: “ "They will say, ”Aren’t you our golden son!

en Thou hast given him his heart’s desire, * and hast - denied him the request of his ' lips .

si U 9@ goed gonEmIO O 0sd," em gevs dYed 80 mBe; 800 -
en: “You poisoned our pets,” the idea came to his mind; but not his lips.

en Then introduce your |family one at a time.
ta  [NIME "Qeng 25 GOLUSETHHECsS 2 eenTs Clamhss eNHeSrrse!
en:Then “Give this to your family to eat!”
en | We ADD in this town (there’s something in the water!).
si—tmd’& [eddiecdn @F0TD] ©® BRew® widw Bewmd.

en: There’s a similar road at the one in our area [Peradeniya botanical garden] too.

en between them |for you to practice.
ta | IEDEUSBENEN , [HrIS6T CFWHLIHSS |2 MG EHSEGT LflasHs SVRETTD W&sa|b Sjeudlwib.

en: For you to implement them, you need a holy adornment within you.

Table 14: Extended set of examples of parallel sentences from NLLB where the translated Si or Ta sentence has
a different meaning than the original En sentences. We highlighted in colour code the pairs of semantically close
words that possibly contributed to the misalignment. Correct En translation of the Si or Ta sentence is given for
comparison.
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Dataset SITA FLORES
Chrf Chrf++ spBLEU BLEU Chrf Chrf++ spBLEU BLEU
Top 17.90 15.70 2.90 0.70 22.30 20.10 5.60 1.10
NLLB Random 8.20 6.90 0.20 0.00 7.90 6.90 0.30 0.00
Bottom 9.30 7.80 0.30 0.00 8.40 7.40 0.30 0.00
Top 24.90 22.40 8.00 1.90 24.10 21.90 8.40 1.70
CCMatrix Random 5.60 4.60 0.10 0.00 5.70 4.80 0.10 0.00
Bottom 8.70 7.10 0.10 0.00 9.80 8.00 0.00 0.00
Top 26.80 24.40 10.30 2.70 22.80 21.10 8.40 1.80
CCAligned Random 23.70 20.90 7.80 1.20 19.80 17.80 4.20 0.80
Bottom 6.20 5.10 0.20 0.00 5.50 4.60 0.10 0.00
Top 21.20 18.60 5.40 0.60 23.20 20.70 7.90 1.00
Wikimatrix Random 10.40 8.90 0.70 0.00 11.80 10.40 1.20 0.00
Bottom 8.50 7.10 0.30 0.00 9.00 7.70 0.40 0.00

Table 15: Chrf++ scores visualized in Figure 1 as well as other scores used for evaluation.
SITA FLORES

NMT Model Chrf Chrf++ spBLEU BLEU Chrf Chrf++ spBLEU BLEU
Top 24.90 22.40 8.00 1.90 24.10 21.90 8.40 1.70
vanilla-transformer Random 5.60 4.60 0.10 0.00 5.70 4.80 0.10 0.00
Bottom 8.80 7.10 0.10 0.00 9.80 8.00 0.00 0.00
Top 41.37 37.33 — 9.95 37.36 34.24 — 9.08
mBART Random 31.62 28.20 — 5.54 34.32 30.88 - 5.89
Bottom 12.12 10.24 — 0.67 16.30 14.01 — 1.13
Top 37.61 33.85 — 8.23 34.76 31.78 — 8.03
M2M Random | 25.66  22.89 - 4.13 | 29.10  26.29 — 4.75
Bottom 10.05 8.50 — 0.71 13.89 11.99 — 1.02
Top 47.01 42.29 — 11.96 45.69 41.81 — 12.73
NLLBm Random | 45.03  40.35 - 11.16 | 44.10  40.05 - 11.43
Bottom 41.89 37.36 — 8.91 42.15 38.12 — 10.19

Table 16: Chrf++ scores visualized in Figure 2 as well as other scores used for evaluation.

Dataset Size SITA FLORES
Chrf Chrf++ spBLEU BLEU Chrf Chrf++ spBLEU BLEU

0.1 M En-Si 31.8 28.8 13.2 4.1 29.5 27.2 12.4 3.9
02M En-Si 34.2 30.8 15.3 4.4 32.8 30.0 15.0 4.6
03 M En-Si 34.2 30.8 14.1 4.3 32.2 29.5 14.1 4.4
04M En-Si 32.6 29.4 13.6 4.1 31.9 29.3 14.0 4.1
05M En-Si 32.2 29.0 13.2 3.8 31.7 29.1 13.5 4.0
0.6 M En-Si 32.2 29.0 12.5 3.7 32.2 29.5 13.4 4.3
0.7M En-Si 30.9 27.9 11.7 3.7 30.9 28.5 12.8 4.1
0.8 M En-Si 29.7 26.8 10.9 3.4 30.1 27.6 12.0 3.9
09M En-Si 28.5 25.8 10.3 3.3 28.7 26.4 11.3 3.6
1.0M En-Si 27.9 25.3 10.4 3.0 28.8 26.5 11.1 3.6
1.1 M En-Si 28.6 25.8 10.0 3.1 29.3 26.9 10.9 3.5
1.2M En-Si 27.6 24.9 9.7 2.9 28.8 26.4 10.8 3.6
1.3 M En-Si 26.2 23.7 8.7 2.7 27.6 25.3 9.8 3.0
14M En-Si 27.3 24.7 9.1 2.8 28.3 25.9 10.1 3.3
1.5M En-Si 26.4 23.8 8.6 2.6 28.2 25.9 9.9 3.3
1.6 M En-Si 25.0 22.7 7.6 2.5 26.6 24.4 8.6 2.8

Table 17: Raw values of ChrF++ scores visualized in Figure 3 as well as other scores used for evaluation.

by (Nayak et al., 2023). The results of the JS-div  divergence (Kullback and Leibler, 1951).
can be found in Table 20.

JS-div calculation can be described as follows. 1 1
It is calculated between two distributions P and JSD(P||Q) = §KL(PHM) + iKMQHM)
@ using the formula shown in Equation 1, where (1
M is an equally weighted sum of M = %P + JS-div ranges from O to 1 with lower values indi-

$@Q and K L(||) represents the Kullback-Leibler  cating that the two distributions are more similar.
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Dataset SITA FLORES
Chrf Chrf++ spBLEU BLEU | Chrf Chrf++ spBLEU BLEU

SITA Ensi SITA-top25K 4620 4310  29.00 1530 | 21.70 1880 370 0.0
SITA-Random25K 40.80 37.90 2400 11.30 | 1890 1630 210  0.20

NLLB Original EnSi  NLLB-Original-Tok25K 1790 1570 290  0.70 | 22.30 2010 560  1.10
 NLLB-Cleaned-Top25K 1920 17.00 370  0.80 | 2430 21.90  6.60  1.70

NLLB-Cleaned EnSi NLLB-Cleaned-CoPI)nplete(27K+) 19.10  16.80 340  0.70 | 23.70  21.40 6.80 1.0
SITA EnTa SITA-top25K 4380 39.00 2150  9.10 | 25.00 2090 200 _ 0.20
SITA-Random25K 4050 3580  17.70  7.30 | 2240 1850 1.0 0.00

NLLB Original EnTa  NLLB-Original-Tok25K 2430 2050  2.60 040 | 30.40 2620  6.30  L.10
NLLB-Cleaned-Top25K 2520 2140 290 070 | 3150 2720  6.60 1.0

NLLB-Cleaned EnTa NLLB-Cleaned-CoIr)nplete(ZGKH 2640 2250 330  0.70 | 32.70  28.40 750 1.20

Table 18: Chrf++ scores visualized in Figure 4 and Figure 5 as well as other scores used for evaluation.

SITA FLORES
NMT Model Chrf  Chrf++  spBLEU  BLEU Chrf  Chrf++ spBLEU  BLEU
Top 24.90  22.40 8.00 1.00 | 24.10 21.90 8.40 1.70
LASER-3  Random 5.60 4.60 0.10 0.00 5.70 4.80 0.10 0.00
Bottom 8.80 7.10 0.10 0.00 9.80 8.00 0.00 0.00
Top 9.70 .80 0.90 0.20 | 10.50 9.60 0.90 0.00
LaBSE Random 7.80 6.60 0.20 0.00 8.30 7.20 0.30 0.00
Bottom 7.60 6.10 0.00 0.00 8.70 6.90 0.10 0.00

Table 19: Chrf++ scores visualized in Figure 6 as well as other scores used for evaluations.

Datasets NLLB Top 25K BC | WikiMatrix Top 25K [ CCAligned Top 25K [ CCMatrix Top 25K | SITA Top 25K | NLLB Top 25K AC
SITA Test Set 0.71 0.55 0.64 0.59 0.16 0.69
FLORES Test Set 0.51 0.44 0.61 0.51 0.62 0.47

Table 20: Domain divergence between datasets for En-Si. BC- Before cleaning, AC- after cleaning

We calculate the JS-div for each of the test
datasets (SITA and FLORES) against the following
portions of the web-mined corpora: NLLB top 25k,
WikiMatrix top 25k, CCAligned top 25k, SITA top
25k and NLLB top 25k.
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